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#### Abstract

Sometimes a random sample of subjects or patients may be exposed to a battery of diagnostic tests or medication over time and interest is on determining whether there is progressive remission of condition, disease or symptom. Also perhaps early in a program or experiment, subjects or candidates may be required to significantly improve in their performance rates at the current trial relative to an immediately preceding trial, otherwise they may have to withdraw from or drop out. The research interest would then be to determine some critical minimum marginal success rate to guide the management in decision making as well as in policy implementation. Success rates lower than the minimum expected value would indicate a need for some remedial actions. A method of estimating these rates is proposed assuming that the requirement is at the second trial. Pairwise comparisons of proportions of success or failure by subjects or candidates in a sequence of experiments or trials over time or space are conducted to ascertain which subject or combinations is responsible for the rejection of the null hypothesis. The proposed methods is illustrated and shown to be at least as efficient and powerful as competitors.
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## Introduction

Sometimes a researcher may obtain repeated measurements or responses on objects, subjects or items, often measured on an ordinal scale over space or over a number of time periods or set of treatment conditions, experiments or trials. The subjects or candidates are considered random but the treatment conditions may be either fixed or also random. These data may not be available in numerical form, but in the form of letter grades earned by candidates at examinations, continuous assessments or job interviews, grades (or grade point averages) earned at the end of each year during students' studies in an educational institution, etc. Thus each subject or candidate is exposed to each of the experimental conditions over time or space.
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At each of these instances, the interest may be in determining whether the subjects improved their performances or chances of success over the set of treatment conditions during the study or experimental period. That is, interest is in testing whether the proportions of positive responses are the same or different over a set of treatment conditions.

If the null hypothesis of no improvement is rejected in which case, there perhaps exists some improvements in performance or increases in proportions of positive responses, one may then proceed further to statistically examine any observed patterns in these increases, with a view to ascertaining which of the treatment conditions or their combinations may have led to a rejection of the null hypothesis of equal experimental conditions or treatment proportions of success. Often interest in these regards may be in determining whether the subjects on the average successively improve their performance rather than in multiple comparisons of all the treatment conditions. That is, research interest may be in pairwise comparisons of proportions of success or failure by subjects or candidates in a sequence of experiments or trials over time or space.

Several nonparametric methods exist for answering these questions. For example one may rank order the observations for each subject or candidate across the treatment conditions and then apply any of the non-parametric methods used in analyzing ordered data (see for example Conover, 1980; Friedman, 1937; Oyeka, 1986; Page, 1963; Prentice, 1978; Puri and Sen, 1967; Kempthorne, 1979).

## The Proposed Method

A method is proposed based on an earlier work by Oyeka (1990). Assume that there are $r$ independently drawn subjects candidates involved in the study each of whom is observed and scored at each of time periods, location or treatment conditions.

Specifically let $x_{i j}$ be the score or grade earned by the $i^{\text {th }}$ subject at the $j^{\text {th }}$ treatment condition or trial for $i=1,2, \ldots, r$ and $j=1,2, \ldots, c$. The data format is as in Table 1.

Now let

$$
u_{i j}=\left\{\begin{array}{l}
1, \text { if } x_{i j}>x_{i, j-1}  \tag{1}\\
0, \text { otherwise }
\end{array}\right.
$$

For $i=1,2, \ldots, r$ and $j=2,3, \ldots, c$
Thus the $i^{\text {th }}$ subject or candidate is assigned a score of 1 if the subject's score or grade of the current trial, interview, examination, experiment or location is
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higher than the subject score of the immediately preceding trial; otherwise the candidate is assigned a score of 0 .

Table 1. Data format for the scores or grades earned by the $i^{\text {th }}$ subject at the $f^{\text {th }}$ treatment condition.

|  | Treatment |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Subject | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\ldots$ | $\boldsymbol{c}$ |
| $\mathbf{1}$ | $x_{11}$ | $x_{12}$ | $x_{13}$ | $\ldots$ | $x_{1 c}$ |
| $\mathbf{2}$ | $x_{21}$ | $x_{22}$ | $x_{33}$ | $\ldots$ | $x_{2 c}$ |
| $\mathbf{3}$ | $x_{31}$ | $x_{32}$ | $\vdots$ |  | $x_{3 c}$ |
| $\vdots$ | $\vdots$ | $\vdots$ | $x_{r 3}$ |  |  |
| $\boldsymbol{r}$ | $x_{r 1}$ |  |  |  | $\vdots$ |

This coding scheme is also appropriate if interest is in comparing one treatment, location or period (control) with the others. In this case an observation in any of the other treatments is coded if it is greater than the corresponding observation in the control treatment, otherwise it is coded 0 .

Let

$$
\begin{equation*}
\pi_{j}=p\left(u_{j}=1\right) \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
t_{j}=\sum_{i=1}^{r} u_{i j} \tag{3}
\end{equation*}
$$

Note that $t_{j}$ is the number of ones ( 1 's) or successes by subjects in the current trial relative to the immediately preceding trial. The corresponding number of zeroes ( 0 's) or failures is $r-t_{j}$. Let

$$
\begin{equation*}
n_{1 .}=t=\sum_{j=2}^{c} t_{j} \tag{4}
\end{equation*}
$$

be the total number of 1 's for all the $c$ experimental conditions and let

$$
\begin{equation*}
n_{2 .}=\sum_{j=2}^{c} r-t_{j}=r(c-1)-t \tag{5}
\end{equation*}
$$
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be the total number of 0 's or failures for all the $c$ treatment conditions.

Hence,

$$
\begin{equation*}
E\left[u_{i j}\right]=\pi_{j} ; \operatorname{Var}\left(u_{i j}\right)=\pi_{j}\left(1-\pi_{j}\right) \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
E\left[t_{j}\right]=r \pi_{j} ; \operatorname{Var}\left(t_{j}\right)=r \pi_{j}\left(1-\pi_{j}\right) \tag{7}
\end{equation*}
$$

Note that $\pi_{j}$ is the proportion of 1's or successes in the current $j^{\text {th }}$ trial relative to the immediately preceding $(j-1)^{\text {th }}$ trial and is estimated as

$$
\begin{equation*}
p_{j}=\frac{t_{j}}{r} \tag{8}
\end{equation*}
$$

and the corresponding variance is estimated as

$$
\begin{equation*}
\operatorname{Var}\left(p_{j}\right)=\frac{\hat{\pi}_{j}\left(1-\hat{\pi}_{j}\right)}{r}=\frac{t_{j}\left(r-t_{j}\right)}{r^{3}} \tag{9}
\end{equation*}
$$

If the proportions of successes are the same for all the $c$ trials or treatments then the common proportion may be estimated as

$$
\begin{equation*}
p=\frac{t}{r(c-1)} \tag{10}
\end{equation*}
$$

These results may be summarized in a $2 \times(c-1)$ table, as in Table 2.
The observed number of 1 's or successes and number of 0 's or failures for the $j^{\text {th }}$ treatment condition are respectively

$$
\begin{equation*}
O_{1 j}=t_{j} \text { and } O_{2 j}=r-t_{j} \tag{11}
\end{equation*}
$$

Table 2. $2 \times(c-1)$ Table for Analysis for Repeated Measures.

|  | Treatment Conditions |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Observations | $\mathbf{2}$ | $\mathbf{3}$ | $\ldots$ | $\boldsymbol{c}$ | Total |
| Number of 1's $\left(\boldsymbol{t}_{\boldsymbol{j}}\right)$ | $t_{2}$ | $t_{3}$ | $\ldots$ | $t_{c}$ | $t$ |
| Number of 0's $\left(\boldsymbol{r}-\boldsymbol{t}_{\boldsymbol{j}}\right)$ | $r-t_{2}$ | $r-t_{3}$ | $\ldots$ | $r-t_{c}$ | $r(c-1)-t$ |
| Total | $r$ | $r$ | $\ldots$ | $r$ | $r(c-1)$ |
| Proportion $\left(\boldsymbol{p}_{\boldsymbol{j}}\right)$ | $p_{2}$ | $p_{3}$ | $\ldots$ | $p_{c}$ | $p=\frac{t}{r(c-1)}$ |

Under the Null hypothesis of equal population proportions of successes for all the treatment or experimental conditions, the corresponding expected numbers of 1 's (successes) and 0 's (failures) are respectively

$$
\begin{equation*}
E_{1 j}=\frac{r t}{r(c-1)} \text { and } E_{2 j}=\frac{r(r(c-1)-t)}{r(c-1)} \tag{12}
\end{equation*}
$$

and under the null hypothesis of no difference between treatments or periods in the success rates achieved, the test statistic

$$
\begin{equation*}
\chi^{2}=\sum_{i=1}^{2} \sum_{j=2}^{c} \frac{\left(O_{i j}-E_{i j}\right)^{2}}{E_{i j}} \tag{13}
\end{equation*}
$$

has approximately a chi-square distribution with $c-1$ degrees of freedom and may be used to test the null hypothesis of no difference in success rates.

Now using Equations (11) and (12)

$$
\begin{equation*}
\chi^{2}=\sum_{j=2}^{c}\left(\frac{\frac{\left(t_{j}-r t\right)^{2}}{r(c-1)}}{\frac{r t}{r(c-1)}}\right)+\sum_{j=2}^{c}\left(r-t_{j}\right)-\frac{\frac{r(r(c-1)-t)^{2}}{r(c-1)}}{\frac{r(r(c-1)-t)}{r(c-1)}} \tag{14}
\end{equation*}
$$

which when simplified yields
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$$
\begin{equation*}
\chi^{2}=\frac{r(c-1)^{2}}{t(r(c-1)-t)} \sum_{j=2}^{c} \frac{\left(t_{j}-t\right)^{2}}{(c-1)} \tag{15}
\end{equation*}
$$

which has approximately a chi-square distribution with $c-1$ degrees of freedom.
An equivalent expression for Equation (13) in terms of the proportions in Equations (8) and (10) is

$$
\begin{equation*}
\chi^{2}=\frac{r \sum_{j=2}^{c}\left(p_{j}-p\right)^{2}}{p q} \tag{16}
\end{equation*}
$$

and may be used to test the null hypotheses of equal population proportion success provided $r c \geq 30$, where $q=1-p$.
The null hypothesis, $H_{0}$ is rejected at the $\alpha$ level of significance if

$$
\begin{equation*}
\chi^{2} \geq \chi_{1-\alpha ; c-1}^{2} \tag{17}
\end{equation*}
$$

otherwise $H_{0}$ is accepted.
If $H_{0}$ is rejected then one may wish to proceed to investigate further which treatments, experimental conditions or their combinations may have led to the rejection of the null hypothesis. In particular, one may wish to test whether subjects are successively improving their performance over time, space or experimental conditions.

Now let $\pi_{j}$ and $\pi_{k}$ as defined above be the population proportions of positive responses or successes at the $j^{\text {th }}$ and $k^{\text {th }}$ trials respectively for $j, k=2,3, \ldots, c, j \neq k$, with the corresponding sample estimates of $p_{j}$ and $p_{k}$ respectively.

$$
p_{j}=\frac{t_{j}}{r} \text { and } p_{k}=\frac{t_{k}}{r} \text { as in equation (8). }
$$

Note that $\pi_{j}$ and $\pi_{k}$ respectively measure the percentage increases in performance by a population of subjects at the $j^{\text {th }}$ and $k^{\text {th }}$ treatment conditions relative to their performance at the $(j-1)^{\text {th }}$ and $(k-1)^{\text {th }}$ treatment conditions respectively. Interest may then be in testing either the null hypothesis that these relative improvement rates differ by some constants or the null hypothesis that each of the relative difference equal to some constant or the null hypothesis that there is
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no relative improvement. Notationally, these null hypotheses may be expressed as either

1. $\quad H_{o}: \pi_{j}-\pi_{k} \geq \pi_{0}$ versus $H_{1}: \pi_{j}-\pi_{k}<\pi_{0}$, say, $j \neq k,\left(-1<\pi_{0}<1\right)$
2. $\quad H_{o}: \pi_{j}-\pi_{0}$ versus $H_{1}: \pi_{j}<\pi_{0}$, say $j=2,3, \ldots, c$

To test the null hypothesis of equation (18), note that the sample estimate of $\pi_{j}-\pi_{k}$ is $p_{j}-p_{k}$. Let

$$
\begin{equation*}
z=\frac{\left(p_{j}-p_{k}\right)-\pi_{o}}{s_{e}\left(p_{j}-p_{k}\right)} \tag{20}
\end{equation*}
$$

where $s_{e}\left(p_{j}-p_{k}\right)$ is the standard deviation of $p_{j}-p_{k}$ given as

$$
s_{e}\left(p_{j}-p_{k}\right)=\sqrt{\operatorname{Var}\left(p_{j}\right)+\operatorname{Var}\left(p_{k}\right)-2 \operatorname{Cov}\left(p_{j}, p_{k}\right)}
$$

where

$$
\begin{aligned}
\operatorname{Cov}\left(p_{j}, p_{k}\right) & =E\left[p_{j} p_{k}\right]-E\left[p_{j}\right] E\left[p_{k}\right] \\
& =\frac{E\left[t_{j} t_{k}\right]}{r^{2}}-\frac{E\left[t_{j}\right] E\left[t_{k}\right]}{r}, \text { see equation (8) } \\
& =\frac{\sum_{i=1}^{r} \sum_{s=1}^{r} E\left[u_{i j} u_{s k}\right]}{r^{2}}-\pi_{j} \pi_{k}, \text { see equation (7) }
\end{aligned}
$$

Now $u_{i j} \cdot u_{s k}$ assumes the value 1 if and only if $u_{i j}$ and $u_{s k}$ both assume the value 1 with probability $\pi_{j} \pi_{k}$.
Therefore,

$$
\frac{\sum_{i=1}^{r} \sum_{s=1}^{r} E\left[u_{i j} u_{s k}\right]}{r^{2}}=\frac{r^{2}\left(\pi_{j} \pi_{k}\right)}{r^{2}}=\pi_{j} \pi_{k}
$$
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Hence,

$$
\operatorname{Cov}\left(p_{j}, p_{k}\right)=\pi_{j} \pi_{k}-\pi_{j} \pi_{k}=0
$$

Therefore,

$$
\begin{equation*}
\operatorname{Var}\left(p_{j}-p_{k}\right)=\operatorname{Var}\left(p_{j}\right)+\operatorname{Var}\left(p_{k}\right) \tag{21}
\end{equation*}
$$

Under the null hypothesis of (18) the statistic $z$ of (20)

$$
z=\frac{\left(p_{j}-p_{k}\right)}{s_{e}\left(p_{j}-p_{k}\right)}-\pi_{o}=\frac{\left(p_{j}-p_{k}\right)-\pi_{o}}{\sqrt{\operatorname{Var}\left(p_{j}\right)+\operatorname{Var}\left(p_{k}\right)}}
$$

which is the unit normal distribution. Hence,

$$
\begin{equation*}
\chi^{2}=z^{2}=\frac{\left(\left(p_{j}-p_{k}\right)-\pi_{o}\right)^{2}}{\operatorname{Var}\left(p_{j}\right)+\operatorname{Var}\left(p_{k}\right)} \tag{22}
\end{equation*}
$$

has approximately a chi-square distribution with 1 degree of freedom where $p_{j}$ is given in (8) and

$$
\operatorname{Var}\left(p_{j}\right)=\frac{t_{j}\left(r-t_{j}\right)}{r^{3}}, \text { see equation (9). }
$$

Under the null hypothesis of no difference between the population or treatment proportions of success and overall estimate of $\pi_{j}$ namely $p_{j}$ is $p$ given in (10). Hence the variance of $p_{j}$ may be estimated as

$$
\begin{equation*}
\operatorname{Var}\left(p_{j}\right)=\frac{p(1-p)}{r}=\frac{t(r(c-1)-t)}{r^{3}(c-1)^{2}} \tag{23}
\end{equation*}
$$
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Therefore, the test statistic for testing the null hypothesis, $H_{0}$ of Equation (18), is given in Equation (24) as:

$$
\begin{equation*}
\chi^{2}=z^{2}=\frac{\left(\left(\frac{t_{j}}{r}-\frac{t_{k}}{r}\right)-\pi_{o}\right)^{2}}{\operatorname{Var}\left(p_{j}\right)+\operatorname{Var}\left(p_{k}\right)}=\frac{\left(\left(\frac{t_{j}}{r}-\frac{t_{k}}{r}\right)-\pi_{o}\right)^{2}}{2 \operatorname{Var}(p)} \tag{24}
\end{equation*}
$$

where under $H_{0}$,

$$
\begin{aligned}
\operatorname{Var}\left(p_{j}\right) & =\operatorname{Var}\left(p_{k}\right)=\operatorname{Var}(p) \\
& =\frac{t(r(c-1)-t)}{r^{3}(c-1)^{2}}, \text { see equation }
\end{aligned}
$$

The test statistics of (22) may be expressed as

$$
\begin{equation*}
\chi^{2}=\frac{r^{3}(c-1)^{2}\left(\frac{t_{j}}{r}-\frac{t_{k}}{r}\right)}{t(r(c-1)-t)}-\pi_{o} \tag{25}
\end{equation*}
$$

or equivalently in terms of the proportions in (8) and (10)

$$
\begin{equation*}
\chi^{2}=\frac{r\left(\left(p_{j}-p_{k}\right)-\pi_{o}\right)^{2}}{2 p(1-p)} \tag{26}
\end{equation*}
$$

which has approximately a chi-square distribution with 1 degree of freedom.
The test statistics of equation (26) may be used to test the null hypothesis that the proportion of positive responses or successes in the $j^{\text {th }}$ treatment condition is higher than the corresponding proportion in the $k^{\text {th }}$ treatment condition by at least some value, $\pi_{o}$. The statistics of equation (26) may be compared with an appropriately chosen critical value of the chi-squared distribution with degrees of freedom at a specified significance level $\alpha$. However to keep the type 1 error small and control for erroneous conclusions, it is suggested that all comparisons be made against critical chi-square values with $c-1$ degrees of freedom at a specified $\alpha$ level.
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To test the null hypothesis of equation (19), that is that the positive response or success rate at the $j^{\text {th }}$ experimental or treatment condition is greater than the corresponding success rate at the $(j-1)^{\text {th }}$ experimental condition by at least some constant $\pi_{o}$, we use the test statistics

$$
\chi^{2}=\frac{\left(p_{j}-\pi_{o}\right)^{2}}{\operatorname{Var}\left(p_{j}\right)}
$$

Under $H_{o}$ this becomes

$$
\begin{equation*}
\chi^{2}=\frac{\left(p_{j}-\pi_{o}\right)^{2}}{\operatorname{Var}\left(p_{j}\right)}=\frac{r^{3}(c-1)^{2}\left(\frac{t_{j}}{r}-\pi_{o}\right)^{2}}{t(r(c-1)-t)}=\frac{r\left(p-\pi_{o}\right)^{2}}{p(1-p)} \tag{27}
\end{equation*}
$$

which has approximately a chi-square distribution with 1 degree of freedom. The test statistics of equation (27) may therefore similarly be used to test the null hypothesis that the proportion of positive responses or successes in the current, that is in the $j^{\text {th }}$ treatment condition is at least equal to the corresponding proportion of positive responses in the immediately preceding, that is in the $(j-1)^{\text {th }}$ treatment on experimental condition, although as suggested earlier all comparisons should preferably be made against critical chi-square values with $c-1$ degrees of freedom.

If subjects or candidates are required to significantly improve their success rates early in the study or experiment, for example, at the second trial so that the success rate at the second trial is expected to be significantly greater than the success rate in the first trial then the null hypothesis of no difference between the success rates in these two trials must be rejected. This implies that for a given value of $r$ and specified $\alpha$ level, the test statistics of equation (27) must be such that

$$
\chi^{2}=\frac{r^{3}\left(\frac{t_{2}}{r}-0\right)^{2}}{t_{2}\left(r-t_{2}\right)} \geq \chi_{1-\alpha ; 1}^{2},
$$
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and thus

$$
\begin{equation*}
\frac{p_{2}}{1-p_{2}} \geq \frac{\chi_{1-\alpha ; 1}^{2}}{r} \tag{28}
\end{equation*}
$$

(28) is an estimate of the odds that a randomly selected candidate or subject performs significantly better in the second than in the first trial. In other words for a given number of subjects $r$ and specified significance level $\alpha$, the estimated probability $p_{2}$ that a randomly selected subject for some experiment or study, performs significantly better or significantly improves his performance at the second trial relative to the first trial must be such that

$$
\begin{equation*}
p_{2} \geq \frac{\chi_{1-\alpha ; 1}^{2}}{r+\chi_{1-\alpha ; 1}^{2}} \tag{29}
\end{equation*}
$$

## Illustrative Examples

## Example 1

If $r=20$ and $\alpha=0.05$ or 0.01 , then

$$
p_{2} \geq \frac{3.841}{23.841}=0.161, \text { or } p_{2} \geq \frac{5.991}{25.991}=0.23
$$

Under these circumstances a randomly selected subject or candidate in the program of interest would have to earn at least 16.1 percent or 23.0 percent higher in the current or second trial relative to the immediately preceding or first trial to be able to continue with the experiment or program.

## Example 2

Shown in Table 3 are the grade-point-averages (GPAs) earned in each of the five years a random sample of 23 students who studied medical statistics at a certain university.

Table 3. Grade Point Averages (GPA) of a Random Sample of Students

| Student | Year I | Year 2 | Year of Study <br> Year 3 | Year 4 | Year 5 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 1 | 2.06 | 2.05 | 2.29 | 2.67 | 1.00 |
| 2 | 1.38 | 2.08 | 2.42 | 2.76 | 1.00 |
| 3 | 3.54 | 3.71 | 3.88 | 3.57 | 5.00 |
| 4 | 1.33 | 2.17 | 2.33 | 1.86 | 2.22 |
| 5 | 2.02 | 2.37 | 2.29 | 2.60 | 1.00 |
| 6 | 3.08 | 3.30 | 3.36 | 3.73 | 1.00 |
| 7 | 1.21 | 2.30 | 2.70 | 2.00 | 2.44 |
| 8 | 1.35 | 2.25 | 2.06 | 2.00 | 2.44 |
| 9 | 1.88 | 1.82 | 3.64 | 3.39 | 2.00 |
| 10 | 2.06 | 3.14 | 2.44 | 3.00 | 1.00 |
| 11 | 1.85 | 2.50 | 2.51 | 2.80 | 1.00 |
| 12 | 1.94 | 1.39 | 1.83 | 1.06 | 1.00 |
| 13 | 2.91 | 3.39 | 2.91 | 2.13 | 4.00 |
| 14 | 4.16 | 2.17 | 1.57 | 1.21 | 1.25 |
| 15 | 1.50 | 1.90 | 1.50 | 1.79 | 3.50 |
| 16 | 1.54 | 2.85 | 2.73 | 1.00 | 1.50 |
| 17 | 1.96 | 2.21 | 2.57 | 2.00 | 1.00 |
| 18 | 1.24 | 2.29 | 1.04 | 1.74 | 2.00 |
| 19 | 1.26 | 2.67 | 1.20 | 1.18 | 1.50 |
| 20 | 1.49 | 2.21 | 2.57 | 1.71 | 1.00 |
| 21 | 1.55 | 2.50 | 1.86 | 1.21 | 2.00 |
| 22 | 2.46 | 2.39 | 3.56 | 3.50 | 1.00 |
| 23 | 1.33 | 2.16 | 1.25 | 2.12 | 1.43 |

The research interest is to determine whether or not students in the program progressively improved their academic performance. To answer this question apply (1) with the data of Table 2 to generate the corresponding coded data of 1 's and 0 's shown in Table 4.
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Table 4. Patterns of 1's and 0's for Data in Table 3.


Now using the proportion of 1's or successes of Table 3 in (4), we have

$$
\begin{aligned}
\chi^{2} & =\frac{(23)(0.272)^{2}+(-0.032)^{2}+(-0.119)^{2}+(-0.119)^{2}}{(0.554)(0.446)} \\
& =\frac{(23)(0.074+0.001+0.014+0.014)}{0.247} \\
& =\frac{(23)(0.103)}{0.247}=\frac{2.3695}{0.247}=9.591
\end{aligned}
$$
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With $c-1=5-1=4$ degrees of freedom it is statistically significantly at $\alpha=0.05\left(\chi_{0.95,4}^{2}=9.488\right)$. This means that students' performance seems to differ significantly from year to year. In fact the results of Table 3 suggest that students' success rates declined progressively during the years of study. Further interest may now be in comparing some of the years in terms of success rates achieved to determine which ones may be responsible for the rejection of $H_{o}$. For example, one may wish to compare year 5 with year 2 to determine whether there is any significant difference in the relative success rates for the two years. That is interest may be in testing the null hypothesis of (18) with $\pi_{o} \geq 0$.

Again using the data of Table 3 with $p_{5}=0.435$ and $p_{2}=0.826$ in (26)

$$
\chi^{2}=\frac{(23)(0.435-0.826)^{2}}{(2)(0.554)(0.446)}=\frac{3.516}{0.4942}=7.117
$$

With $c-1=5-1=4$ degrees of freedom it is not statistically significant at $\alpha=0.05$.
Similar comparisons can also be made for other pairs of years. Pairwise comparisons for other years (e.g., year 2 versus year 1, year 3 versus year 2) may be conducted to ascertain whether the relative success rates for these pairs of years are statistically different from zero. Thus for year 3 versus year 2, from Table 3 that $p_{3}=0.522$. From (27) with $\pi_{o}=0$

$$
\chi^{2}=\frac{(23)(0.522)^{2}}{(0.554)(0.446)}=\frac{6.267}{0.247}=25.372
$$

which with 4 degrees of freedom is statistically significant at $\alpha=0.05$. Similarly for year 2 relative to year $1, p_{2}=0.826$,

$$
\chi^{2}=\frac{(23)(0.826)^{2}}{(0.554)(0.446)}=\frac{15.692}{0.247}=63.530
$$

and with 4 degrees of freedom is also statistically significant at $\alpha=0.05$.
These results indicate that students significantly improved their performances during their second and third years of study relative to the immediately preceding years. Note that if it is required that students must achieve some critical minimum
score at the end of the second year relative to the first year, then if $\alpha=0.05$, the required minimum score is from equation (29).

$$
p_{2} \geq \frac{3.841}{23+3.841}=\frac{3.841}{26.841}=0.143, \text { or } 14.3 \text { percent }
$$

which is much less than the average success rate of 82.6 percent achieved in year 2 relative to year 1 . Note also that for year 3 and year 2,

$$
\chi^{2}=\frac{23(0.522-0.826)^{2}}{2(0.544)(0.446)}=\frac{2.126}{0.486}=4.384
$$

which with 4 degrees of freedom is not statistically significant at $\alpha=0.05$. This implies that there is no statistical difference between the improvement rates of students at their junior year relative to their sophomore year and the improvement rates at the sophomore year relative to the freshman years. In other words the students may have improved their performances equally well in their third year relative to their second year as in the second relative the first year.

Other values of $q_{j k}$ are similarly calculated and the results are presented in Table 5.

Table 5. Values of $q_{j k}\left(\right.$ Under $H_{0}: \pi_{o}=0$ )

|  | $\boldsymbol{k}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{j}$ | $2(0.826)$ | $3(0.522)$ | $4(0.435)$ | $5(0.435)$ | Marginal |
| $2(0.826)$ | - | - | -- | -- | 63.530 |
| $3(0.522)$ | 4.302 | -- | -- | -- | 23.372 |
| $4(0.435)$ | 7.117 | 0.352 | -- | -- | 17.619 |
| $5(0.435)$ | 7.117 | 0.352 | 0.000 | -- | 17.619 |

Note: $j=$ Current Trial Relative Proportions; $k=$ Immediate Past Trial Relative Proportions

All chi-square values in Table 5 which are at least equal to 9.488 , the critical chi-square value with 4 degrees of freedom at $\alpha=0.05$ are statistically significant. Therefore, all the years are here responsible for the observed significant difference in the relative success rates of students during their study period.

In order to illustrate the efficiency of this proposed method, Friedman Twoway Analysis Of Variance is applied to the above data. The observations within
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each row ( $r$ ) or blocks are ranked from the largest to the smallest with the rank of ' 1 ' assigned to the largest value and the rank of ' 2 ' assigned to the next largest value and so on, until the rank $c$ is assigned to the smallest value, where $c$ is the number of treatments. The test statistics for ( $\mathrm{r} \geq 10, c \geq 4$ ) are given by

$$
\chi^{2}=\frac{12}{r c(c+1)} \sum_{i=1}^{c} R_{j}^{2}-3 r(c+1)
$$

Table 6. An illustration of the Friedman Two-way Analysis of Variance by Ranks.

| Student | Year 1 | Year 2 | Year 3 | Year 4 | Year 5 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 1 | $2.06(3)$ | $2.05(4)$ | $2.29(2)$ | $2.67(1)$ | $1.00(5)$ |
| 2 | $1.38(5)$ | $2.08(3)$ | $2.42(2)$ | $2.76(1)$ | $2.00(4)$ |
| 3 | $3.54(4)$ | $3.71(3)$ | $3.88(2)$ | $3.51(5)$ | $5.00(1)$ |
| 4 | $1.33(5)$ | $2.17(3)$ | $2.33(1)$ | $1.86(4)$ | $2.22(2)$ |
| 5 | $2.02(4)$ | $2.37(2)$ | $2.29(3)$ | $2.60(1)$ | $1.00(5)$ |
| 6 | $3.08(4)$ | $3.30(3)$ | $3.36(2)$ | $2.73(1)$ | $1.00(5)$ |
| 7 | $1.21(5)$ | $2.30(3)$ | $2.70(1)$ | $2.00(4)$ | $2.44(2)$ |
| 8 | $1.35(5)$ | $2.25(2)$ | $2.06(3)$ | $2.43(1)$ | $2.00(4)$ |
| 9 | $1.88(4)$ | $1.82(5)$ | $3.64(1)$ | $3.39(2)$ | $2.00(3)$ |
| 10 | $2.06(4)$ | $3.14(1)$ | $2.44(3)$ | $3.00(2)$ | $1.00(5)$ |
| 11 | $1.85(4)$ | $2.50(3)$ | $2.51(2)$ | $2.80(1)$ | $1.00(5)$ |
| 12 | $1.94(1)$ | $1.39(3)$ | $1.83(2)$ | $1.06(4)$ | $1.00(5)$ |
| 13 | $2.91(3.5)$ | $3.39(2)$ | $2.91(3.5)$ | $2.13(5)$ | $4.00(1)$ |
| 14 | $1.16(5)$ | $2.17(1)$ | $1.57(2)$ | $1.21(4)$ | $1.25(3)$ |
| 15 | $1.50(4.5)$ | $1.90(2)$ | $1.50(4.5)$ | $1.79(3)$ | $3.50(1)$ |
| 16 | $1.54(3)$ | $2.85(1)$ | $2.73(2)$ | $1.00(5)$ | $1.50(4)$ |
| 17 | $1.96(4)$ | $2.21(2)$ | $2.57(1)$ | $2.00(3)$ | $1.00(5)$ |
| 18 | $1.24(4)$ | $2.29(1)$ | $1.04(5)$ | $1.74(3)$ | $2.00(2)$ |
| 19 | $1.26(3)$ | $2.67(1)$ | $1.20(4)$ | $1.18(5)$ | $1.50(2)$ |
| 20 | $1.49(4)$ | $2.21(2)$ | $2.57(1)$ | $1.71(3)$ | $1.00(5)$ |
| 21 | $1.55(5)$ | $2.50(1)$ | $1.86(3)$ | $1.21(5)$ | $2.00(2)$ |
| 22 | $2.46(3)$ | $2.39(4)$ | $3.56(1)$ | $3.50(2)$ | $1.00(5)$ |
| 23 | $1.33(4)$ | $2.16(1)$ | $1.25(5)$ | $2.12(2)$ | $1.43(3)$ |
| Rank Sum (R) | 90 | 53 | 56 | 67 | 79 |

Now using

$$
\begin{aligned}
& \chi^{2}=\frac{12}{r c(c+1)} \sum_{i=1}^{c} R_{j}^{2}-3 r(c+1) \\
& \chi^{2}=\frac{12}{23(5)(5+1)}\left(90^{2}+53^{2}+56^{2}+67^{2}+79^{2}\right)-3(23)(5+1) \\
& \chi^{2}=\frac{12}{r c(c+1)} \sum_{i=1}^{c} R_{j}^{2}-3 r(c+1) \\
& \chi^{2}=16.76
\end{aligned}
$$

which is also significant at $\alpha=0.05$, because $\chi^{2}>\chi_{1-\alpha ; c-1}^{2}, 16.76>9.488$, and $\chi_{1-\alpha ; c-1}^{2}=\chi_{1-0.05 ; 5-1}^{2}=\chi_{0.95 ; 4}^{2}=9.488$. The results are also significant like the proposed methods.

## Conclusion

The proposed method of pairwise comparisons in repeated measures is suitable when interest is not only on testing whether the null hypothesis of no difference is rejected or accepted, but if the null hypothesis is rejected, which individual subjects or their combinations actually contributed to the rejection of the null hypothesis. It is at least as efficient and powerful as competitors.
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