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#### Abstract

The objective of this thesis is to study classical and quantum aspects of infinite derivative field theories and infinite derivative gravity. Infinite derivative theories of gravity can be made free from ghosts and classical singularities. In order to avoid ghosts, one modifies the graviton propagator by employing entire functions so that no new poles are introduced apart from the pole corresponding to the massless graviton of General Relativity. Inspired by infinite derivative gravity, we consider an infinite derivative scalar toy model and demonstrate renormalisability when the loop-order is arbitrarily large. Moreover, scattering diagrams within the framework of infinite derivative field theories are explicitly evaluated and it is shown that the cross section can be made finite. Finally, we perform a Hamiltonian analysis of an infinite derivative gravitational theory with a simpler action containing only the Ricci scalar and compute the number of relevant degrees of freedom.
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## Chapter 1

## Introduction

The impact of Albert Einstein's theory of General Relativity (GR) [1] on theoretical physics has been remarkable. Apart from being, probably, the most aesthetically pleasing and elegant physical theory formulated so far, GR has passed, to this day, all experimental and observational tests it has undergone. However, GR is not a flawless theory. At the classical level, it is beset by cosmological and black hole singularities. At the quantum level, it is perturbatively non-renormalisable and, thus, not complete in the ultraviolet (UV), that is, it is not complete at short distances or high energies.

Formulating a completely successful theory of quantum gravity [2, 3, 4, 5, 6] remains a goal to be achieved in theoretical physics. Renormalisability ${ }^{1}$ plays a very important role in establishing a consistent theory of quantum gravity. In four-dimensional spacetime, pure gravity is UV finite at 1-loop order [8]. That is, at 1-loop order, the counterterms vanish on mass-shell. However, when gravity is coupled to matter, the theory is non-renormalisable. Now, at 2-loop order, pure gravity has a UV divergence [8, 9, 10, 11]. Since infinitely many local counterterms would be required to eliminate the divergences, pure gravity is said to be a nonrenormalisable theory. By virtue of being non-renormalisable, pure gravity, as given by the Einstein-Hilbert action, is not a quantum theory of gravity, but, rather, an effective field theory, valid at scales much less than the (reduced) Planck mass $M_{P} \simeq 2.4 \times 10^{18} \mathrm{GeV}$.

[^0]Non-local theories provide a promising approach to quantising gravity. What we mean by the concept of locality is, schematically, that a particle is only affected by its neighbouring environment [12, 13]. Thus, in a non-local theory, the behaviour of a particle may be impinged on by particles far away from it and interactions take place in a finite region of space. Among many attempts to quantise gravity, i.e., string theory [14, 15], loop quantum gravity [16, 17], causal set approach [18], it can be readily observed that non-locality is present in many quantum gravitational theories; for instance, strings and branes are often regarded as non-local objects [19]. In string field theory (SFT) [20, 21, non-locality also plays an important role, for example, in $p$-adic strings [22], zeta strings [23] and strings quantised on a random lattice [24]. One may wonder whether non-locality is an essential attribute of spacetime.

String theory (ST) [14, 15] is a very well known candidate for a complete theory of quantum gravity. In string theory, strings are taken to be the most fundamental objects in nature and the excitations of strings give rise to particles. Within the framework of string theory, there has been substantial progress in unifying all interactions, that is, the strong force, the electroweak force and gravitation. On the other hand, in supergravity (SUGRA) [25], where both bosonic and fermionic degrees of freedom are present, divergences are eliminated when computing Feynman loop integrals. At two-loop order, there are no UV divergences, which is a striking result when juxtaposed with the two-loop divergences present in GR. However, supersymmetric theories of gravity are beset by various other shortcomings.

In this thesis, we shall focus on infinite derivative theories, which are a subclass of non-local theories ${ }^{\text {1 }}$. Infinite derivative gravitational theories contain an infinite series of higher-derivative terms, that is, terms containing more than two derivatives of the metric tensor. Recently, there has been great interest in infinite derivative gravitational theories as to addressing the Big Bang singularity problem [41, 42, 43, 44, 45, 46] and other cosmological applications 47, 48, 49, 50, 51, [52, 53, 54]. In particular, in [41], an infinite derivative gravitational action was considered and cosmological non-singular bouncing solutions were obtained,

[^1]thereby precluding Big Bang and Big Crunch. Consequently, in [42, 43], further progress was made in that direction and links to inflation were explored. Such an infinite derivative gravitational action can modify the Raychaudhuri equation [55], thereby yielding a non-singular bouncing cosmology without violating the null energy conditions. Moreover, in the case of microscopic black holes with mass much smaller than the Planck mass, singularities are avoided if one considers the Newtonian approximation where the gravitational potential is very weak [56].

In string theory literature, one can find infinite derivative actions of the following form (see Appendix A for the conventions and notations used in this thesis),

$$
\begin{equation*}
S=\int d^{D} x\left[\frac{1}{2} \phi \mathcal{K}(\square) \phi-V_{\mathrm{int}}(\phi)\right], \tag{1.1}
\end{equation*}
$$

where the kinetic operator $\mathcal{K}(\square)$ contains an infinite series of higher-derivative terms and $\square$ is the covariant d'Alembertian operator given by $\square=g^{\mu \nu} \nabla_{\mu} \nabla_{\nu}$. For stringy toy models based on $p$-adic numbers [22, 57, 58, 59 ] or random lattices [24, 60, 61, 62, 63], we find that $\mathcal{K}(\square)=e^{-\square / M^{2}}$. In SFT [20], we have $\mathcal{K}(\square)=\left(\square-m^{2}\right) e^{-\square / M^{2}}$, where $m^{2}$ and $M^{2}$ are proportional to the string tension. Perturbatively, these theories do not contain ghosts, that is, fields whose kinetic energy is negative (one can see Appendix B for more details on ghosts). In contrast, let us consider a fourth-order scalar theory where $\mathcal{K}(\square)=\square\left(1-\frac{\square}{m^{2}}\right)$. Then the propagator is

$$
\begin{equation*}
\Pi\left(-k^{2}\right) \sim \frac{m^{2}}{k^{2}\left(k^{2}+m^{2}\right)}=\frac{1}{k^{2}}-\frac{1}{k^{2}+m^{2}} . \tag{1.2}
\end{equation*}
$$

We observe that there are two poles and, hence, two physical states, but the massive pole has negative residue, denoting the presence of a ghost. Therefore, the classical theory is unstable while the quantum theory is not unitary [27] (see Appendix (C). On the other hand, when the kinetic term has the form of an exponential, which is an entire function ${ }^{1}$ with no zeroes, no new states (ghosts, etc) are introduced [41]. Many infinite derivative theoretical models in different

[^2]contexts have been proposed [65, 66, 67, 68, 69, 70, 71, 72, 73, 74, 75, 76, 77, 78, [79, 80, 81, 82, 83].

In [84, 85], Stelle proposed a four-derivative, quadratic in curvature gravitational theory which is perturbatively renormalisable. The action proposed by Stelle is given by

$$
\begin{equation*}
S=\int d^{4} x \sqrt{-g}\left[\alpha R+\beta R^{2}+\gamma R^{\mu \nu} R_{\mu \nu}\right] \tag{1.3}
\end{equation*}
$$

and, for aptly chosen values of the coupling constants $\alpha, \beta, \gamma$, the theory is renormalisable. However, for these values, the theory contains a ghost. Let us point out that we do not have to include $R^{\mu \nu \lambda \sigma} R_{\mu \nu \lambda \sigma}$ terms in (1.3) since the fourdimensional Gauss-Bonnet action,

$$
\begin{equation*}
S_{G B}=\int d^{4} x \sqrt{-g}\left[R^{\mu \nu \lambda \sigma} R_{\mu \nu \lambda \sigma}-4 R^{\mu \nu} R_{\mu \nu}+R^{2}\right] \tag{1.4}
\end{equation*}
$$

is an Euler topological invariant. The spin-2 component of the modified propagator is schematically given by

$$
\begin{equation*}
\Pi=\Pi_{G R}-\frac{\mathcal{P}^{2}}{k^{2}+m^{2}}, \tag{1.5}
\end{equation*}
$$

where $\Pi_{G R}$ is the graviton propagator in General Relativity and is defined as follows,

$$
\begin{equation*}
\Pi_{G R}=\frac{\mathcal{P}^{2}}{k^{2}}-\frac{1}{2 k^{2}} \mathcal{P}_{s}^{0} ; \tag{1.6}
\end{equation*}
$$

$\mathcal{P}^{2}$ and $\mathcal{P}_{s}^{0}$ are the spin- 2 and spin- 0 projector operators, respectively [86, 87]. We observe that there is an additional pole in the spin-2 sector of the propagator, which comes with a negative residue. It can be easily deduced that there is a massive spin-2 ghost, which is called the Weyl ghost, resulting in violation of unitarity.

On the other hand, it should be stressed that $f(R)$ gravity, which is given by the action 88]

$$
\begin{equation*}
S=\frac{1}{2} \int d^{4} x \sqrt{-g} f(R) \tag{1.7}
\end{equation*}
$$

where $f(R)$ is a function of the Ricci scalar, is ghost-free but is also non-renormalisable. One prominent example of $f(R)$ theories of gravity with applications in primordial inflation is the Starobinsky model [89],

$$
\begin{equation*}
S=\frac{1}{2} \int d^{4} x \sqrt{-g}\left[M_{P}^{2} R+\alpha_{0} R^{2}\right] \tag{1.8}
\end{equation*}
$$

where $\alpha_{0}$ is a constant.
In [86], a tensor Lagrangian devoid of ghosts was presented and relevant applications in gravity were discussed. Accordingly, in [41, 90, 91], attempts were made to construct ghost-free, infinite derivative gravitational theories which may be able to resolve spacetime singularities such as the ones present inside the black holes and at the Big Bang. To that end, it has recently been shown one can avoid ghosts in the context of infinite derivative gravitational theories [33, 34, 37, 38, 56, 87] 1]. Furthermore, in [29, 97], infinite derivative Lagrangians were considered and the super-renormalisability of the theories was demonstrated ${ }^{2}$. The interplay between unitarity and renormalisability is an important factor in the formulation of a successful theory of quantum gravity.

## Infrared Freedom and Asymptotic Freedom

If the coupling constant in a theory is small, the theory can be treated perturbatively. If the coupling constant increases as the energy scale increases and vanishes at long distances, the theory is said to be infrared free [12]; for example, QED is an infrared free theory. On the contrary, if the coupling constant decreases as the energy scale increases and vanishes at short distances, the theory is said to be asymptotically free [12]; for instance, QCD is an asymptotically free theory.

A covariant, quadratic in curvature, asymptotically free gravitational theory, which is devoid of ghosts and tachyons around constant curvature backgrounds,

[^3]was derived in [56, 87]. The form of the action $S$, which is an extension of (1.3), is given by
\[

$$
\begin{align*}
S & =S_{E H}+S_{U V},  \tag{1.9}\\
& =\frac{1}{2} \int d^{4} x \sqrt{-g}\left[M_{P}^{2} R+R \mathcal{F}_{1}(\bar{\square}) R+R_{\mu \nu} \mathcal{F}_{2}(\bar{\square}) R^{\mu \nu}+R_{\mu \nu \lambda \sigma} \mathcal{F}_{3}(\bar{\square}) R^{\mu \nu \lambda \sigma}\right] \tag{1.10}
\end{align*}
$$
\]

where $S_{E H}$ is the Einstein-Hilbert action, $S_{U V}$ constitutes the non-local modifications of $\mathrm{GR}, M_{P}$ is the Planck mass, $\square \equiv \square / M^{2}$ and $M$ is the mass scale at which the non-local modifications become important. The $\mathcal{F}_{i}$ 's are infinitederivative functions of $\bar{\square}$ and satisfy the constraint

$$
\begin{equation*}
2 \mathcal{F}_{1}(\bar{\square})+\mathcal{F}_{2}(\bar{\square})+2 \mathcal{F}_{3}(\bar{\square})=0 \tag{1.11}
\end{equation*}
$$

around a Minkowski background so that the action is ghost-free and corresponds to a massless graviton [56, 87]. In particular, we can choose the graviton propagator to be modulated by the exponential of an entire function, $a\left(-k^{2}\right)=$ $e^{k^{2} / M^{2}}$ [4],

$$
\begin{equation*}
\Pi\left(-k^{2}\right)=\frac{1}{k^{2} a\left(-k^{2}\right)}\left(\mathcal{P}^{2}-\frac{1}{2} \mathcal{P}_{s}^{0}\right)=\frac{1}{a\left(-k^{2}\right)} \Pi_{G R} . \tag{1.12}
\end{equation*}
$$

Note that the exponential of an entire function ${ }^{\text {1 }}$ does not give rise to poles. For an exponential entire function, the propagator becomes exponentially suppressed in the UV (see also applications regarding Regge behaviour 63] and Hagedorn transition [66, 67, 68]), while the vertex factors are exponentially enhanced. The fact that the propagators and vertex factors have opposing momentum dependence is a key feature of gauge theories. Meanwhile, in the IR, one recovers the physical graviton propagator of GR. In addition, this asymptotically free theory

[^4]addresses the classical singularities present in GR [56, 98]. This is in clear contrast with GR and other finite-order higher-derivative theories of gravity. Moreover, the UV behaviour of the theory is ameliorated, leading to convergent Feynman diagrams [98, 99, 100, 101, 102]. One may consult Appendix D with respect to the quantised infinite derivative gravitational action.

Inspired by the infinite-derivative gravitational action given by (1.10), we formulated a scalar toy model in [100] that captures the essential features of the UV behaviour of the aforementioned infinite derivative gravitational action. The action of the scalar toy model is given by

$$
\begin{align*}
S_{\text {scalar }} & =S_{\text {free }}+S_{\text {int }},  \tag{1.13}\\
& =\int d^{4} x\left[\frac{1}{2} \phi \square a(\bar{\square}) \phi+\frac{1}{4 M_{P}}\left(\phi \partial_{\mu} \phi \partial^{\mu} \phi+\phi \square \phi a(\bar{\square}) \phi-\phi \partial_{\mu} \phi a(\bar{\square}) \partial^{\mu} \phi\right)\right], \tag{1.14}
\end{align*}
$$

where $S_{\text {free }}$ is given by the quadratic in $\phi$ term, $S_{\text {int }}$ is given by the cubic in $\phi$ terms and $a(\bar{\square})=e^{-\bar{\square}} \equiv e^{-\square / M^{2}}$. The equation of motion for the action given by (1.14) satisfies the shift-scaling symmetry $\phi \rightarrow(1+\epsilon) \phi+\epsilon$, where $\epsilon$ is infinitesimal. In this thesis, we shall mainly focus on the above infinite derivative scalar toy model and study its UV quantum behaviour [98, 99, 100, 101, 102]; one may consult Chapters $2 \& 3$ for more details.

## Scattering Amplitudes

Evaluating scattering amplitudes [103] has long been of extremely high importance in theoretical high-energy particle physics. When analysing scattering diagrams, the behaviour of the corresponding cross sections is probably the most interesting aspect of the theory under consideration. If the cross section blows up at high energies, this implies that the theory is not physical and the ramifications for the viability of the theory are severe. For scalar field theories containing more than two derivatives of the scalar field, the cross section generically diverges when the external momenta become very large. As we shall see later on, this need not be the case for infinite derivative scalar field theories. By dressing
propagators and vertices, one can tame and, actually, eliminate the external momentum divergences arising when calculating the scattering matrix element and the cross section. This means that the relevant cross sections are finite, which is a comforting result.

In [99], the UV behaviour of scattering diagrams within the context of an infinite derivative scalar toy model was investigated and it was found that the external momentum dependence of the scattering diagrams is convergent for large external momenta. That was achieved by dressing the bare vertices of the scattering diagrams by considering renormalised propagator and vertex loop corrections to the bare vertices. As the loop order increases, the exponents in the dressed vertices decrease and eventually become negative at sufficiently high loop-order; one may consult Chapter 4 for more details. Finally it would be very interesting to replicate these results within the framework of the infinite derivative gravitational theory given by (1.10).

## Hamiltonian Formalism

Hamiltonian analysis provides a useful theoretical framework within which the stability or instability of a theory can be investigated and the number of physical degrees of freedom can be computed. To that end, it is well known that Ostrogradsky's theorem [104, 105] can help determine the stability of higherderivative gravitational theories. Let us expound on this statement.

Let us consider a Lagrangian density of the form

$$
\begin{equation*}
\mathcal{L}=\mathcal{L}(q, \dot{q}, \ddot{q}), \tag{1.15}
\end{equation*}
$$

which is non-degenerate on $\ddot{q}$, i.e., $\frac{\partial^{2} \mathcal{L}}{\partial \dot{q}^{2}} \neq 0$, where dots indicate derivatives with respect to some parameter $\bar{\lambda}$. Then the Euler-Lagrange equation is given by

$$
\begin{equation*}
\frac{\partial \mathcal{L}}{\partial q}-\frac{d}{d t} \frac{\partial \mathcal{L}}{\partial \dot{q}}+\frac{d^{2}}{d t^{2}} \frac{\partial \mathcal{L}}{\partial \ddot{q}}=0 . \tag{1.16}
\end{equation*}
$$

Because of the non-degeneracy of the Lagrangian, the initial data $q_{0}, \dot{q}_{0}, \ddot{q}_{0}, \dddot{q}_{0}$
determine the solutions. Making the following definitions,

$$
\begin{array}{ll}
Q_{1}=q, & P_{1}=\frac{\partial \mathcal{L}}{\partial \dot{q}}-\frac{d}{d t} \frac{\partial \mathcal{L}}{\partial \ddot{q}}, \\
Q_{2}=\dot{q}, & P_{2}=\frac{\partial \mathcal{L}}{\partial \ddot{q}}, \tag{1.18}
\end{array}
$$

we can write $\ddot{q}$ in terms of $Q_{1}, Q_{2}$ and $P_{2}$, that is, $\ddot{q}=f\left(Q_{1}, Q_{2}, P_{2}\right)$. Hence, the Hamiltonian density can be expressed as [105, 106]

$$
\begin{equation*}
\mathcal{H}=P_{1} Q_{1}+P_{2} f\left(Q_{1}, Q_{2}, P_{2}\right)-\mathcal{L}\left(Q_{1}, Q_{2}, f\right) . \tag{1.19}
\end{equation*}
$$

Such a theory exhibits instabilities. When the vacuum decays into both positive and negative kinetic energy states, this is termed the Ostrogradsky instability.

Higher-derivative gravitational theories usually exhibit the Ostrogradsky instability [19], which is normally signified by the presence of ghosts arising as extra poles in the propagator. The four-derivative gravitational theory proposed by Stelle is one such example. Nonetheless, $f(R)$ gravitational theories, which are given by (1.7), can be rendered ghost-free since $\ddot{q}$ cannot be written in terms of $Q_{1}, Q_{2}, P_{2}$. Let us also point out that there exists a single additional scalar degree of freedom in the propagator of such theories.

The Ostrogradsky argument relies on having a highest "momentum" associated with the highest derivative in the theory in which the energy is seen to be linear, as opposed to quadratic. However, the infinite derivative gravitational theory given by $(1.10)$ contains an infinite set of derivatives where no such highest momentum operator can be readily identified, nor are there any extra poles in the propagator which could correspond to new degrees of freedom, ghosts or otherwise. In [107], the Hamiltonian analysis of an infinite derivative gravitational theory was presented and it is the focus of Chapter 5 .

## Summary of Results

In this section, we present various results within the context of infinite derivative field theories and infinite derivative gravity, which are not the main focus of this
thesis.

## Field Equations

In [108], the most general, generally covariant, quadratic in curvature, infinite derivative gravitational action was studied. The full non-linear field equations for the theory were derived. Moreover, the corresponding Bianchi identities were explicitly checked while the linearised field equations around Minkowski spacetime were obtained. The linearised field equations around de Sitter (dS) spacetime can also be attained in a similar fashion [13].

## Newtonian Potential

In [56], the Newtonian potential around the weak field limit of the infinite derivative gravitational theory given by (1.10) was looked into. Making the choice $a(\bar{\square})=e^{-\bar{\square}}$ yields the following Newtonian potential,

$$
\begin{equation*}
\Phi(r)=-\frac{\kappa m_{g} \operatorname{Erf}\left(\frac{M r}{2}\right)}{8 \pi r} \tag{1.20}
\end{equation*}
$$

where $m_{g}$ is the mass of the object generating the gravitational potential. As $r \rightarrow \infty$, Minkowski space is recovered. On the other hand, as $r \rightarrow 0$, the potential tends to a constant. Therefore, the behaviour of the Newtonian potential is non-singular at short distances, as compared to the behaviour of the Newtonian potential in GR as $r \rightarrow \infty$. One may consult Appendix Efor more details on the derivation of the potential.
In [109], the Newtonian potential in an infinite derivative gravitational theory was analysed, for which $a(\bar{\square})=e^{\gamma(\bar{\square})}$ and $\gamma$ is an entire function, and, at large distances, the Newtonian potential was shown to decrease as $1 / r$. At short distances, the potential was found to be non-singular.
In [110], an even more expansive class of infinite derivative gravitational theories was probed, for which the Newtonian potential is non-singular and oscillating, thereby permitting the defocusing of null rays and geodesic completeness. By
use of the Raychaudhuri equation, the conditions for past-completeness of null geodesic congruences were presented while the Newtonian potential for the infinite derivative gravitational theory remains non-singular. Moreover, a class of Newtonian potentials bearing a supplemental degree of freedom in the scalar sector of the propagator was investigated and the potential of GR is recovered at large distances.

## Scale of Non-locality

In [111], an infinite derivative scalar field theory toy model was considered. The infinite derivative function in the toy model was chosen to be $e^{-\square / M^{2}}$. The mass scale $M$ ensures that the exponent $-\square / M^{2}$ is dimensionless and is called the scale of non-locality. It was demonstrated that, for such a theory, one can derive an effective mass scale $M_{\text {eff }}$ which can be computed by evaluating the relevant scattering amplitudes for systems of $n$ particles. The effective mass scale $M_{\text {eff }}$ was found to be proportional to the mass scale of non-locality $M$ and was, for large $n$, inversely proportional to the square root of the number of incoming particles in the scattering diagram, that is, $M_{\text {eff }} \sim M / \sqrt{n}$. Hence, the effective mass scale associated with the scattering amplitude was found to decrease as the number of incoming particles in the scattering diagram increased. Since, by dimensional analysis, one can relate the effective mass scale $M_{\text {eff }}$ to the effective length scale $L_{\mathrm{eff}}$, i.e., $\left[L_{\mathrm{eff}}\right]=\left[M_{\mathrm{eff}}\right]^{-1}$, the effective length scale of non-locality $L_{\text {eff }}$ was found to increase as the number of incoming particles in the scattering diagram increased; one can see Appendix F for more details.

## Generalised Boundary Term

In [112], the generalised Gibbons-Hawking-York (GHY) boundary term for the infinite derivative gravitational action given by (1.10) was explicitly computed. In order for the boundary term to be written down, coframe slicing within the Arnowitt-Deser-Misner (ADM) decomposition of spacetime in four dimensions was utilised. When $\square \rightarrow 0$, or $M \rightarrow \infty$, the GHY term for the Einstein-Hilbert action is recovered, serving as a check for the correctness of the generalised GHY
term presented in [112]. One may consult Appendix $G$ for more details on the derivation of this result.

## Wald Entropy

In [113], the gravitational Wald entropy of a static spherically symmetric black hole solution within the context of the infinite derivative gravitational action given by (1.10) was computed. In the non-linear regime, it was found that there exist corrections to the area law for the entropy ${ }^{1}$. In the linear regime, the gravitational Wald entropy was found to be given solely by the area law insofar as the massless graviton is the only propagating degree of freedom.
In [114], the gravitational Wald entropy for the infinite derivative gravitational action given by (1.10) around an (A)dS metric was evaluated and the corresponding corrections to the entropy were written down explicitly. Furthermore, the gravitational entropy of a non-singular bouncing cosmology at the bounce point for an infinite derivative gravitational action was presented. Finally, the propagator for the infinite derivative gravitational action given by (1.10) around $D$-dimensional Minkowski space was derived. One can see Appendix H for a concise discussion of Wald entropy in infinite derivative gravitational theories.

## Entropy of a Rotating Black Hole

In [115], the entropy of a rotating black hole for different modified theories of gravity (for instance, $f(R)$ theories of gravity, $f\left(R, R_{\mu \nu}\right)$ theories of gravity, etc) was derived. Furthermore, the corrections to the area law for the entropy in the context of a rotating black hole were computed for a higher-derivative gravitational action consisting of the Ricci scalar, the Ricci tensor and covariant

[^5]derivatives acting on them.

## Singularities

In [55, 116], the formulation of a singularity-free, infinite derivative theory of gravity was discussed. First, the definition of a singularity was presented while the Raychaudhuri equation was motivated and derived. Applications in cosmology were also outlined and the construction of non-singular bouncing cosmologies in the context of an infinite derivative theory of gravity was considered. Finally, the conditions for defocusing of null rays around Minkowski and de Sitter spacetimes were obtained within the framework of an infinite derivative gravitational theory [13.

## Infrared Modifications

In [117], non-local modifications to GR in the infrared (IR) were investigated. The gravitational action considered in [117] contains an infinite power series of inverse d'Alembertian ( $1 / \square$ ) operators. The full non-linear field equations were derived and the corresponding Bianchi identities were verified. The corrections to the Newtonian potentials were also evaluated. For a non-local model characterised by the exponential of the inverse d'Alembertian, it was found that the gravitational field weakens at large distances. Finally, one may consult [118] for relevant thermodynamic applications.

### 1.1 Organisation of thesis

The content of the thesis is organised as follows:
Chapter 2. In this chapter, an infinite derivative scalar field theory toy model, which is inspired by the infinite derivative gravitational action given by 1.10 , is motivated and derived. The modified superficial degree of divergence for the toy model is computed and contrasted with the superficial degree of divergence for GR.

Chapter 3. The focus of this chapter is the evaluation of Feynman integrals corresponding to Feynman diagrams within the framework of the infinite derivative scalar toy model presented in Chapter 2. The Feynman integrals for 1-loop \& 2-loop 2-point diagrams are explicitly computed. Moreover, the dressed propagator is derived and Feynman diagrams where the bare propagator has been replaced with the dressed one are studied. At the end, the UV finiteness of $n$-loop, $N$-point diagrams constructed out of lower-loop, $N_{i^{-}}$ point diagrams with respect to both internal loop momenta and external momenta is analysed and the renormalisability of the scalar field theory is extensively discussed.

Chapter 4. Scattering amplitudes and, correspondingly, cross sections are evaluated in this chapter. First, this analysis is performed for a finite order, higher derivative scalar toy model. Next, it is carried out for an infinite derivative scalar field theory toy model. Subsequently, it is implemented for the infinite derivative scalar toy model derived in Chapter 2. For each case, the behaviour of the cross section when the external momenta become large is investigated and compared to that for the other cases.

Chapter 5. Hamiltonian analysis for an infinite derivative gravitational (IDG) action containing only the Ricci scalar is performed in this chapter. At the beginning, primary/secondary and first-class/second-class constraints are defined and the formula for computing the relevant physical degrees of freedom is presented. Later on, this analysis is applied to an infinite derivative scalar field theory. Finally, the fundamentals of ADM formalism are outlined,
leading to the classification of the constraints for the IDG action and the computation of the physical degrees of freedom in various cases.

## Chapter 2

## Infinite derivative gravity and scalar toy model

In this chapter, starting from the infinite derivative gravitational action given by (1.10), we motivate and derive our infinite derivative scalar toy model.

### 2.1 Superficial degree of divergence for General Relativity

Let us consider metric perturbations around a Minkowski background,

$$
\begin{equation*}
g_{\mu \nu}=\eta_{\mu \nu}+h_{\mu \nu} . \tag{2.1}
\end{equation*}
$$

In GR, the propagator goes as $k^{-2}$ where $k$ denotes momentum (see (1.6) for the graviton propagator in GR), while the vertex factors go as $k^{2}$. This is the compensating feature which is a hallmark of gauge theories. Moreover, in $D$ dimensional spacetime, each loop momentum integration comes with a $d^{D} k$ integration measure. The superficial degree of divergence of a Feynman diagram in

GR is therefore given by [84]

$$
\begin{equation*}
E=D L-2 I+2 V \tag{2.2}
\end{equation*}
$$

where $D$ is the dimensionality of spacetime, $L$ is the number of loops, $V$ is the number of vertices and $I$ is the number of internal propagators. Using the following topological relation,

$$
\begin{equation*}
L=1+I-V, \tag{2.3}
\end{equation*}
$$

we get

$$
\begin{equation*}
E=(D-2) L+2 . \tag{2.4}
\end{equation*}
$$

In four-dimensional spacetime $(D=4)$, we obtain

$$
\begin{equation*}
E=2 L+2 \tag{2.5}
\end{equation*}
$$

Thus, the superficial degree of divergence increases as the number of loops increases, which is why GR is said to be a non-renormalisable theory.

In Stelle's four-derivative gravitational theory 84] (see (1.3)), the graviton propagator goes as $k^{-4}$, while the vertices go as $k^{4}$, leading to a constant degree of divergence,

$$
\begin{equation*}
E=4 \tag{2.6}
\end{equation*}
$$

In other words, the degree of divergence does not increase as the loop-order increases which enabled Stelle to prove that such a theory is renormalisable. Unfortunately, such a theory also contains a Weyl ghost which makes the theory non-unitary. We shall follow a different approach where we will introduce an infinite series of higher-derivative operators in a way that does not introduce any new states, ghosts or otherwise. We shall see that the divergence counting will also be different as it will be based on the exponents rather than the degree of the polynomial momentum dependences.

### 2.2 Derivation of infinite derivative gravitational action

The most general, quadratic in curvature, generally covariant four-dimensional gravitational action can be written as follows [56, 87],

$$
\begin{align*}
S & =S_{E H}+S_{U V}  \tag{2.7}\\
S_{E H} & =\frac{1}{2} \int d^{4} x \sqrt{-g} M_{P}^{2} R,  \tag{2.8}\\
S_{U V} & =\frac{1}{2} \int d^{4} x \sqrt{-g}\left(R_{\mu_{1} \nu_{1} \lambda_{1} \sigma_{1}} \mathcal{O}_{\mu_{2} \nu_{2} \lambda_{2} \sigma_{2}}^{\mu_{1} \nu_{1} \lambda_{1} \sigma_{1}} R^{\mu_{2} \nu_{2} \lambda_{2} \sigma_{2}}\right), \tag{2.9}
\end{align*}
$$

where $S_{E H}$ is the Einstein-Hilbert action and $S_{U V}$ represents the ultraviolet modifications of GR. The operator $\mathcal{O}_{\mu_{1} \nu_{1} \lambda_{1} \sigma_{1}}^{\mu_{2} \nu_{2} \lambda_{2} \sigma_{2}}$ maintains general covariance.

Expanding (2.9), we can write (2.7) as follows,

$$
\begin{align*}
S & =\int d^{4} x \frac{\sqrt{-g}}{2}\left[M_{P}^{2} R+R \mathcal{F}_{1}(\square) R+R \mathcal{F}_{2}(\square) \nabla_{\nu} \nabla_{\mu} R^{\mu \nu}+R_{\mu \nu} \mathcal{F}_{3}(\square) R^{\mu \nu}\right. \\
& +R_{\mu}^{\nu} \mathcal{F}_{4}(\square) \nabla_{\nu} \nabla_{\lambda} R^{\mu \lambda}+R^{\lambda \sigma} \mathcal{F}_{5}(\square) \nabla_{\mu} \nabla_{\sigma} \nabla_{\nu} \nabla_{\lambda} R^{\mu \nu}+R \mathcal{F}_{6}(\square) \nabla_{\mu} \nabla_{\nu} \nabla_{\lambda} \nabla_{\sigma} R^{\mu \nu \lambda \sigma} \\
& +R_{\mu \lambda} \mathcal{F}_{7}(\square) \nabla_{\nu} \nabla_{\sigma} R^{\mu \nu \lambda \sigma}+R_{\lambda}^{\rho} \mathcal{F}_{8}(\square) \nabla_{\mu} \nabla_{\sigma} \nabla_{\nu} \nabla_{\rho} R^{\mu \nu \lambda \sigma} \\
& +R^{\mu_{1} \nu_{1}} \mathcal{F}_{9}(\square) \nabla_{\mu_{1}} \nabla_{\nu_{1}} \nabla_{\mu} \nabla_{\nu} \nabla_{\lambda} \nabla_{\sigma} R^{\mu \nu \lambda \sigma}+R_{\mu \nu \lambda \sigma} \mathcal{F}_{10}(\square) R^{\mu \nu \lambda \sigma} \\
& +R^{\rho}{ }_{\mu \nu \lambda} \mathcal{F}_{11}(\square) \nabla_{\rho} \nabla_{\sigma} R^{\mu \nu \lambda \sigma}+R_{\mu \rho_{1} \nu \sigma_{1}} \mathcal{F}_{12}(\square) \nabla^{\rho_{1}} \nabla^{\sigma_{1}} \nabla_{\rho} \nabla_{\sigma} R^{\mu \rho \nu \sigma} \\
& +R_{\mu}^{\nu_{1} \rho_{1} \sigma_{1}} \mathcal{F}_{13}(\square) \nabla_{\rho_{1}} \nabla_{\sigma_{1}} \nabla_{\nu_{1}} \nabla_{\nu} \nabla_{\lambda} \nabla_{\sigma} R^{\mu \nu \lambda \sigma} \\
& \left.+R^{\mu_{1} \nu_{1} \rho_{1} \sigma_{1}} \mathcal{F}_{14}(\square) \nabla_{\rho_{1}} \nabla_{\sigma_{1}} \nabla_{\nu_{1}} \nabla_{\mu_{1}} \nabla_{\mu} \nabla_{\nu} \nabla_{\lambda} \nabla_{\sigma} R^{\mu \nu \lambda \sigma}\right], \tag{2.10}
\end{align*}
$$

where we have integrated by parts where appropriate. It should be noted that the $\mathcal{F}_{i}$ 's are analytic functions of $\square$ ( $\square$ is the covariant d'Alembertian operator given by $\square=g^{\mu \nu} \nabla_{\mu} \nabla_{\nu}$ while, around a Minkowski background, we have $\square=\eta^{\mu \nu} \partial_{\mu} \partial_{\nu}$ ),

$$
\begin{equation*}
\mathcal{F}_{i}(\bar{\square})=\sum_{n=0}^{\infty} f_{i_{n}} \bar{\square}^{n}, \tag{2.11}
\end{equation*}
$$

where$\square / M$ and $\square$
become important. Furthermore, the $f_{i_{n}}$ 's in (2.11) are real coefficients.
Using the antisymmetric properties of the Riemann tensor,

$$
\begin{equation*}
R_{(\mu \nu) \rho \sigma}=R_{\mu \nu(\rho \sigma)}=0, \tag{2.12}
\end{equation*}
$$

and the Bianchi identity

$$
\begin{equation*}
\nabla_{\alpha} R_{\nu \beta \gamma}^{\mu}+\nabla_{\beta} R_{\nu \gamma \alpha}^{\mu}+\nabla_{\gamma} R_{\nu \alpha \beta}^{\mu}=0 . \tag{2.13}
\end{equation*}
$$

we have that (2.10) reduces to

$$
\begin{align*}
S & =\int d^{4} x \frac{\sqrt{-g}}{2}\left[M_{P}^{2} R+R \mathcal{F}_{1}(\square) R+R_{\mu \nu} \mathcal{F}_{3}(\square) R^{\mu \nu}+R \mathcal{F}_{6}(\square) \nabla_{\mu} \nabla_{\nu} \nabla_{\lambda} \nabla_{\sigma} R^{\mu \nu \lambda \sigma}\right. \\
& +R_{\mu \nu \lambda \sigma} \mathcal{F}_{10}(\square) R^{\mu \nu \lambda \sigma}+R_{\mu}^{\nu_{1} \rho_{1} \sigma_{1}} \mathcal{F}_{13}(\square) \nabla_{\rho_{1}} \nabla_{\sigma_{1}} \nabla_{\nu_{1}} \nabla_{\nu} \nabla_{\lambda} \nabla_{\sigma} R^{\mu \nu \lambda \sigma} \\
& \left.+R^{\mu_{1} \nu_{1} \rho_{1} \sigma_{1}} \mathcal{F}_{14}(\square) \nabla_{\rho_{1}} \nabla_{\sigma_{1}} \nabla_{\nu_{1}} \nabla_{\mu_{1}} \nabla_{\mu} \nabla_{\nu} \nabla_{\lambda} \nabla_{\sigma} R^{\mu \nu \lambda \sigma}\right] . \tag{2.14}
\end{align*}
$$

Since we are considering perturbations around Minkowski space, the covariant derivatives become partial derivatives and commute freely. For example, one has $R \mathcal{F}_{6}(\square) \nabla_{\mu} \nabla_{\nu} \nabla_{\lambda} \nabla_{\sigma} R^{\mu \nu \lambda \sigma} \simeq \frac{1}{2} R \mathcal{F}_{6}(\square) \nabla_{\mu} \nabla_{\nu} \nabla_{\lambda} \nabla_{\sigma} R^{\mu \nu \lambda \sigma}+\frac{1}{2} R \mathcal{F}_{6}(\square) \nabla_{\mu} \nabla_{\nu} \nabla_{\lambda} \nabla_{\sigma} R^{\mu \nu \lambda \sigma}$.

Commuting covariant derivatives, we obtain

$$
\begin{equation*}
R \mathcal{F}_{6}(\square) \nabla_{\mu} \nabla_{\nu} \nabla_{\lambda} \nabla_{\sigma} R^{\mu \nu \lambda \sigma} \simeq \frac{1}{2} R \mathcal{F}_{6}(\square) \nabla_{\nu} \nabla_{\mu} \nabla_{\lambda} \nabla_{\sigma} R^{\mu \nu \lambda \sigma}+\frac{1}{2} R \mathcal{F}_{6}(\square) \nabla_{\mu} \nabla_{\nu} \nabla_{\lambda} \nabla_{\sigma} R^{\mu \nu \lambda \sigma}, \tag{2.16}
\end{equation*}
$$

where two expressions are defined to be equivalent (the equivalence is denoted by the sign " $\simeq$ ") if they differ by terms of third (or higher) order in products of the Riemann tensor. If we relabel the indices, we get

$$
\begin{equation*}
R \mathcal{F}_{6}(\square) \nabla_{\mu} \nabla_{\nu} \nabla_{\lambda} \nabla_{\sigma} R^{\mu \nu \lambda \sigma} \simeq R \mathcal{F}_{6}(\square) \nabla_{\mu} \nabla_{\nu} \nabla_{\lambda} \nabla_{\sigma} R^{(\mu \nu) \lambda \sigma} \simeq 0, \tag{2.17}
\end{equation*}
$$

which vanishes due to the antisymmetric properties of the Riemann tensor which are given by (2.12).

Therefore, the "simplest" infinite derivative gravitational action that can modify the propagator of the graviton without introducing any new states is given by [56, 87

$$
\begin{align*}
S & =S_{E H}+S_{U V},  \tag{2.18}\\
S_{E H} & =\frac{1}{2} \int d^{4} x \sqrt{-g} M_{P}^{2} R,  \tag{2.19}\\
S_{U V} & =\frac{1}{2} \int d^{4} x \sqrt{-g}\left[R \mathcal{F}_{1}(\bar{\square}) R+R_{\mu \nu} \mathcal{F}_{2}(\bar{\square}) R^{\mu \nu}+R_{\mu \nu \lambda \sigma} \mathcal{F}_{3}(\bar{\square}) R^{\mu \nu \lambda \sigma}\right] . \tag{2.20}
\end{align*}
$$

### 2.3 Propagator for infinite derivative gravitational action

If we consider metric perturbations around Minkowski space, $g_{\mu \nu}=\eta_{\mu \nu}+h_{\mu \nu}$, then the $\mathcal{O}\left(h^{2}\right)$ part of the following $D$-dimensional gravitational action (which is a generalisation of the gravitational action given by (2.18)-(2.20),

$$
\begin{equation*}
S=\frac{1}{2} \int d^{D} x \sqrt{-g}\left[M_{P}^{2} R+R \mathcal{F}_{1}(\bar{\square}) R+R_{\mu \nu} \mathcal{F}_{2}(\bar{\square}) R^{\mu \nu}+R_{\mu \nu \lambda \sigma} \mathcal{F}_{3}(\bar{\square}) R^{\mu \nu \lambda \sigma}\right], \tag{2.21}
\end{equation*}
$$

can be written as

$$
\begin{align*}
S^{(2)} & =\frac{1}{32 \pi G_{N}^{(D)}} \int d^{D} x\left[\frac{1}{2} h_{\mu \nu} \square a(\bar{\square}) h^{\mu \nu}+h_{\mu}^{\sigma} b(\bar{\square}) \partial_{\sigma} \partial_{\nu} h^{\mu \nu}\right. \\
& \left.+h c(\bar{\square}) \partial_{\mu} \partial_{\nu} h^{\mu \nu}+\frac{1}{2} h \square d(\bar{\square}) h+h^{\lambda \sigma} \frac{f(\bar{\square})}{2 \square} \partial_{\sigma} \partial_{\lambda} \partial_{\mu} \partial_{\nu} h^{\mu \nu}\right], \tag{2.22}
\end{align*}
$$

where $G_{N}^{(D)}$ is Newton's gravitational constant in $D$-dimensional spacetime and

$$
\begin{align*}
R \mathcal{F}_{1}(\bar{\square}) R & =\mathcal{F}_{1}(\bar{\square})\left[h \square^{2} h+h^{\lambda \sigma} \partial_{\sigma} \partial_{\lambda} \partial_{\mu} \partial_{\nu} h^{\mu \nu}-2 h \square \partial_{\mu} \partial_{\nu} h^{\mu \nu}\right]  \tag{2.23}\\
R_{\mu \nu} \mathcal{F}_{2}(\bar{\square}) R^{\mu \nu} & =\mathcal{F}_{2}(\bar{\square})\left[\frac{1}{4} h \square^{2} h+\frac{1}{4} h_{\mu \nu} \square^{2} h^{\mu \nu}-\frac{1}{2} h_{\mu}^{\sigma} \square \partial_{\sigma} \partial_{\nu} h^{\mu \nu}-\frac{1}{2} h \square \partial_{\mu} \partial_{\nu} h^{\mu \nu}\right. \\
& \left.+\frac{1}{2} h^{\lambda \sigma} \partial_{\sigma} \partial_{\lambda} \partial_{\mu} \partial_{\nu} h^{\mu \nu}\right],  \tag{2.24}\\
R_{\mu \nu \lambda \sigma} \mathcal{F}_{3}(\bar{\square}) R^{\mu \nu \lambda \sigma} & =\mathcal{F}_{3}(\bar{\square})\left[h_{\mu \nu} \square^{2} h^{\mu \nu}-2 h_{\mu}^{\sigma} \square \partial_{\sigma} \partial_{\nu} h^{\mu \nu}+h^{\lambda \sigma} \partial_{\sigma} \partial_{\lambda} \partial_{\mu} \partial_{\nu} h^{\mu \nu}\right] . \tag{2.25}
\end{align*}
$$

Hence, $a(\bar{\square}), b(\bar{\square}), c(\bar{\square}), d(\bar{\square})$ and $f(\bar{\square})$ are as follows,

$$
\begin{align*}
& a(\bar{\square})=1+M_{P}^{-2}\left(\mathcal{F}_{2}(\bar{\square}) \square+4 \mathcal{F}_{3}(\bar{\square}) \square\right)  \tag{2.26}\\
& b(\bar{\square})=-1-M_{P}^{-2}\left(\mathcal{F}_{2}(\bar{\square}) \square+4 \mathcal{F}_{3}(\bar{\square}) \square\right),  \tag{2.27}\\
& c(\bar{\square})=1-M_{P}^{-2}\left(4 \mathcal{F}_{1}(\bar{\square}) \square+\mathcal{F}_{2}(\bar{\square}) \square\right),  \tag{2.28}\\
& d(\bar{\square})=-1+M_{P}^{-2}\left(4 \mathcal{F}_{1}(\bar{\square}) \square+\mathcal{F}_{2}(\bar{\square}) \square\right),  \tag{2.29}\\
& f(\bar{\square})=2 M_{P}^{-2}\left(2 \mathcal{F}_{1}(\bar{\square}) \square+\mathcal{F}_{2}(\bar{\square}) \square+2 \mathcal{F}_{3}(\bar{\square}) \square\right) . \tag{2.30}
\end{align*}
$$

We observe that

$$
\begin{align*}
a(\bar{\square})+b(\bar{\square}) & =0,  \tag{2.31}\\
c(\bar{\square})+d(\bar{\square}) & =0,  \tag{2.32}\\
b(\bar{\square})+c(\bar{\square})+f(\bar{\square}) & =0 . \tag{2.33}
\end{align*}
$$

The field equations are as follows,

$$
\begin{align*}
-\kappa T_{\mu \nu} & =\frac{1}{2}\left[a(\square) \square h_{\mu \nu}+b(\square) \partial_{\sigma}\left(\partial_{\mu} h_{\nu}^{\sigma}+\partial_{\nu} h_{\mu}^{\sigma}\right)+c(\square)\left(\partial_{\nu} \partial_{\mu} h+\eta_{\mu \nu} \partial_{\sigma} \partial_{\tau} h^{\sigma \tau}\right)\right. \\
& \left.+d(\square) \eta_{\mu \nu} \square h+\frac{f(\square)}{\square} \partial_{\mu} \partial_{\nu} \partial_{\sigma} \partial_{\tau} h^{\sigma \tau}\right], \tag{2.34}
\end{align*}
$$

where $\kappa=8 \pi G_{N}^{(D)}=M_{P}^{-2}$ and $T_{\mu \nu}$ is the energy-momentum tensor. Employing the generalised Bianchi identity due to diffeomorphism invariance, $\nabla_{\mu} T_{\nu}^{\mu}=0$, we
obtain

$$
\begin{equation*}
(c+d) \square \partial_{\nu} h+(a+b) \square \partial_{\mu} h_{\nu}^{\mu}+(b+c+f) \partial_{\nu} \partial_{\alpha} \partial_{\mu} h^{\alpha \mu}=0 . \tag{2.35}
\end{equation*}
$$

We observe that (2.31)-(2.33) follow from (2.35).

One can express the field equations in terms of the inverse propagator $\Pi_{\mu \nu}^{-1 \sigma \tau}$,

$$
\begin{equation*}
\Pi_{\mu \nu}^{-1 \rho \sigma} h_{\rho \sigma}=\kappa T_{\mu \nu}, \tag{2.36}
\end{equation*}
$$

Now, let us write down the spin projector operators in $D$-dimensional Minkowski space [86, 87, 114]:

$$
\begin{gather*}
\mathcal{P}_{\mu \nu \rho \sigma}^{2}=\frac{1}{2}\left(\theta_{\mu \rho} \theta_{\nu \sigma}+\theta_{\mu \sigma} \theta_{\nu \rho}\right)-\frac{1}{D-1} \theta_{\mu \nu} \theta_{\rho \sigma},  \tag{2.37}\\
\mathcal{P}_{\mu \nu \rho \sigma}^{1}=\frac{1}{2}\left(\theta_{\mu \rho} \omega_{\nu \sigma}+\theta_{\mu \sigma} \omega_{\nu \rho}+\theta_{\nu \rho} \omega_{\mu \sigma}+\theta_{\nu \sigma} \omega_{\mu \rho}\right),  \tag{2.38}\\
\left(\mathcal{P}_{s}^{0}\right)_{\mu \nu \rho \sigma}=\frac{1}{D-1} \theta_{\mu \nu} \theta_{\rho \sigma}, \quad\left(\mathcal{P}_{w}^{0}\right)_{\mu \nu \rho \sigma}=\omega_{\mu \nu} \omega_{\rho \sigma},  \tag{2.39}\\
\left(\mathcal{P}_{s w}^{0}\right)_{\mu \nu \rho \sigma}=\frac{1}{\sqrt{D-1}} \theta_{\mu \nu} \omega_{\rho \sigma}, \quad\left(\mathcal{P}_{w s}^{0}\right)_{\mu \nu \rho \sigma}=\frac{1}{\sqrt{D-1}} \omega_{\mu \nu} \theta_{\rho \sigma}, \tag{2.40}
\end{gather*}
$$

where

$$
\begin{equation*}
\theta_{\mu \nu}=\eta_{\mu \nu}-\frac{k_{\mu} k_{\nu}}{k^{2}} \quad \text { and } \quad \omega_{\mu \nu}=\frac{k_{\mu} k_{\nu}}{k^{2}} . \tag{2.41}
\end{equation*}
$$

One may verify that

$$
\begin{equation*}
\eta_{\mu \nu}=\theta_{\mu \nu}+\omega_{\mu \nu} . \tag{2.42}
\end{equation*}
$$

Going to momentum space ( $\partial_{\mu} \rightarrow i k_{\mu} \& \square \rightarrow-k^{2}$ on a flat background), we
obtain

$$
\begin{align*}
a(\square) h_{\mu \nu} & \rightarrow a\left(-k^{2}\right)\left[\mathcal{P}^{2}+\mathcal{P}^{1}+\mathcal{P}_{s}^{0}+\mathcal{P}_{w}^{0}\right]_{\mu \nu}{ }^{\rho \sigma} h_{\rho \sigma}, \\
b(\square) \partial_{\sigma} \partial_{(\nu} h_{\mu)}^{\sigma} & \rightarrow-b\left(-k^{2}\right) k^{2}\left[\mathcal{P}^{1}+2 \mathcal{P}_{w}^{0}\right]_{\mu \nu}{ }^{\rho \sigma} h_{\rho \sigma}, \\
c(\square)\left(\eta_{\mu \nu} \partial_{\rho} \partial_{\sigma} h^{\rho \sigma}+\partial_{\mu} \partial_{\nu} h\right) & \rightarrow-c\left(-k^{2}\right) k^{2}\left[2 \mathcal{P}_{w}^{0}+\sqrt{D-1}\left(\mathcal{P}_{s w}^{0}+\mathcal{P}_{w s}^{0}\right)\right]_{\mu \nu}{ }^{\rho \sigma} h_{\rho \sigma}, \\
\eta_{\mu \nu} d(\square) h & \rightarrow d\left(-k^{2}\right)\left[(D-1) \mathcal{P}_{s}^{0}+\mathcal{P}_{w}^{0}+\sqrt{D-1}\left(\mathcal{P}_{s w}^{0}+\mathcal{P}_{w s}^{0}\right)\right]_{\mu \nu}{ }^{\rho \sigma} h_{\rho \sigma}, \\
f(\square) \partial^{\sigma} \partial^{\rho} \partial_{\mu} \partial_{\nu} h_{\rho \sigma} & \rightarrow f\left(-k^{2}\right) k^{4}\left(\mathcal{P}_{w}^{0}\right)_{\mu \nu}^{\rho \sigma} h_{\rho \sigma} . \tag{2.43}
\end{align*}
$$

We observe that the multiplets $\mathcal{P}^{2}, \mathcal{P}^{1}, \mathcal{P}_{s}^{0}, \mathcal{P}_{w}^{0}$ satisfy the following relation,

$$
\begin{equation*}
\left(\mathcal{P}^{2}+\mathcal{P}^{1}+\mathcal{P}_{s}^{0}+\mathcal{P}_{w}^{0}\right)_{\mu \nu \rho \sigma}=\frac{1}{2}\left(\eta_{\nu \rho} \eta_{\mu \sigma}+\eta_{\nu \sigma} \eta_{\mu \rho}\right) . \tag{2.44}
\end{equation*}
$$

Using (2.40), 2.41) and (2.44), we can express the inverse propagator (2.36) in terms of the spin projector operators $\mathcal{P}^{i}, i=1 \ldots, 6$, which are given by (2.37)(2.40):

$$
\begin{align*}
\Pi_{\mu \nu}^{-1 \rho \sigma} h_{\rho \sigma} & =\sum_{i=1}^{6} C_{i} \mathcal{P}_{\mu \nu}^{i}{ }^{\rho \sigma} h_{\rho \sigma} \\
& =\kappa\left(\mathcal{P}^{2}+\mathcal{P}^{1}+\mathcal{P}_{s}^{0}+\mathcal{P}_{w}^{0}\right)_{\mu \nu}^{\rho \sigma} T_{\rho \sigma} \\
& =\frac{1}{2} \kappa\left(\delta_{\nu}^{\rho} \delta_{\mu}^{\sigma}+\delta_{\nu}^{\sigma} \delta_{\mu}^{\rho}\right) T_{\rho \sigma} \\
& =\kappa T_{\mu \nu}, \tag{2.45}
\end{align*}
$$

where the coefficients $C_{i}$ are functions of $k^{2}$. Thus, (2.43) yields

$$
\begin{align*}
a k^{2} \mathcal{P}_{\mu \nu}^{2}{ }^{\rho \sigma} h_{\rho \sigma} & =\kappa \mathcal{P}_{\mu \nu}^{2}{ }^{\rho \sigma} T_{\rho \sigma}, \\
(a+b) k^{2} \mathcal{P}_{\mu \nu}^{1}{ }^{\rho \sigma} h_{\rho \sigma} & =\kappa \mathcal{P}_{\mu \nu}^{1}{ }^{\rho \sigma} T_{\rho \sigma}, \\
{\left[(a+(D-1) d) k^{2} \mathcal{P}_{s}^{0}+(c+d) k^{2} \sqrt{D-1} \mathcal{P}_{s w}^{0}\right]_{\mu \nu}^{\rho \sigma} h_{\rho \sigma} } & =\kappa\left(\mathcal{P}_{s}^{0}\right)_{\mu \nu}{ }^{\rho \sigma} T_{\rho \sigma}, \\
{\left[(c+d) k^{2} \sqrt{D-1} \mathcal{P}_{w s}^{0}+(a+2 b+2 c+d+f) k^{2} \mathcal{P}_{w}^{0}\right]_{\mu \nu}{ }^{\rho \sigma} h_{\rho \sigma} } & =\kappa\left(\mathcal{P}_{w}^{0}\right)_{\mu \nu}{ }^{\rho \sigma} T_{\rho \sigma} . \tag{2.46}
\end{align*}
$$

## Consequently,

$$
\begin{align*}
\mathcal{P}_{\mu \nu}^{2}{ }^{\rho \sigma} h_{\rho \sigma} & =\kappa\left(\frac{\mathcal{P}^{2}}{a k^{2}}\right){ }_{\mu \nu}^{\rho \sigma} T_{\rho \sigma}, \\
\mathcal{P}^{1}{ }_{\mu \nu}{ }^{\rho \sigma} T_{\rho \sigma} & =0, \\
\left(\mathcal{P}_{s}^{0}\right)_{\mu \nu}{ }^{\rho \sigma} h_{\rho \sigma} & =\kappa \frac{\left(\mathcal{P}_{s}\right)^{0}{ }_{\mu \nu}{ }^{\rho \sigma}}{(a-(D-1) c) k^{2}} T_{\rho \sigma}, \\
\kappa\left(\mathcal{P}_{w}^{0}\right)_{\mu \nu}{ }^{\rho \sigma} T_{\rho \sigma} & =0 . \tag{2.47}
\end{align*}
$$

Hence, the $D$-dimensional propagator around Minkowski space is (the indices on the spin projector operators are suppressed)

$$
\begin{equation*}
\Pi^{(D)}\left(-k^{2}\right)=\frac{\mathcal{P}^{2}}{k^{2} a\left(-k^{2}\right)}+\frac{\mathcal{P}_{s}^{0}}{k^{2}\left(a\left(-k^{2}\right)-(D-1) c\left(-k^{2}\right)\right)} . \tag{2.48}
\end{equation*}
$$

Therefore, the propagator in four dimensions $(D=4)$ is given by [56, 87]

$$
\begin{equation*}
\Pi\left(-k^{2}\right)=\frac{\mathcal{P}^{2}}{k^{2} a\left(-k^{2}\right)}+\frac{\mathcal{P}_{s}^{0}}{k^{2}\left(a\left(-k^{2}\right)-3 c\left(-k^{2}\right)\right)} . \tag{2.49}
\end{equation*}
$$

We want the scalar sector of 2.49 not to have any ghosts other than the benign ghost of GR, i.e., the $k^{2}=0$ pole.

As a result, $a-3 c$ in 2.49 can have at most one root ${ }^{1}$. Thus, $c(\bar{\square})$ has to

[^6]be of the form
\[

$$
\begin{equation*}
c(\bar{\square})=\frac{a(\bar{\square})}{3}\left[1+2\left(1-\frac{\square}{m^{2}}\right) \tilde{c}(\bar{\square})\right], \tag{2.52}
\end{equation*}
$$

\]

where $\tilde{c}(\bar{\square})$ must be an entire function having no zeroes. Then, (2.49) becomes

$$
\begin{equation*}
\Pi\left(-k^{2}\right)=\frac{1}{a\left(-k^{2}\right)}\left[\frac{\mathcal{P}^{2}}{k^{2}}-\frac{1}{2 \tilde{c}\left(-k^{2}\right)}\left(\frac{\mathcal{P}_{s}^{0}}{k^{2}}-\frac{\mathcal{P}_{s}^{0}}{k^{2}+m^{2}}\right)\right] \tag{2.53}
\end{equation*}
$$

To avoid tachyons, one should have $m^{2}>0$.
Choosing $f(\bar{\square})=0$ implies $a(\bar{\square})=c(\bar{\square})$, yielding the constraint

$$
\begin{equation*}
2 \mathcal{F}_{1}(\bar{\square})+\mathcal{F}_{2}(\bar{\square})+2 \mathcal{F}_{3}(\bar{\square})=0 \tag{2.54}
\end{equation*}
$$

Moreover, (2.49) reduces to [56, 87]

$$
\begin{equation*}
\Pi\left(-k^{2}\right)=\frac{1}{a\left(-k^{2}\right)}\left(\frac{\mathcal{P}^{2}}{k^{2}}-\frac{\mathcal{P}_{s}^{0}}{2 k^{2}}\right)=\frac{1}{a\left(-k^{2}\right)} \Pi_{G R} \tag{2.55}
\end{equation*}
$$

We choose $a(\bar{\square})$ to be an entire function having no zeroes, thereby ensuring that no new propagating degrees of freedom are introduced. In the infrared (IR), that is, as $k^{2} \rightarrow 0$, we have that $a(0)=1$, so we recover the physical graviton propagator in GR:

$$
\begin{equation*}
\lim _{k^{2} \rightarrow 0} \Pi\left(-k^{2}\right)=\frac{\mathcal{P}^{2}}{k^{2}}-\frac{\mathcal{P}_{s}^{0}}{2 k^{2}} . \tag{2.56}
\end{equation*}
$$

### 2.4 Motivating infinite derivative scalar toy model

It is well known that the field equations of General Relativity exhibit a global scaling symmetry,

$$
\begin{equation*}
g_{\mu \nu} \rightarrow \lambda g_{\mu \nu} . \tag{2.57}
\end{equation*}
$$

When we expand the metric around the Minkowski vacuum given by (2.1), the scaling symmetry translates to a symmetry for $h_{\mu \nu}$, whose infinitesimal version is given by

$$
\begin{equation*}
h_{\mu \nu} \rightarrow(1+\epsilon) h_{\mu \nu}+\epsilon \eta_{\mu \nu} \tag{2.58}
\end{equation*}
$$

where $\epsilon$ is infinitesimal. While we do not expect the scaling symmetry to be an unbroken fundamental symmetry of nature, the symmetry serves a rather useful purpose for us. It relates the free and interaction terms just like gauge symmetries do. Thus, we are going to use this combination of shift and scaling symmetry,

$$
\begin{equation*}
\phi \rightarrow(1+\epsilon) \phi+\epsilon, \tag{2.59}
\end{equation*}
$$

to arrive at a scalar toy model whose propagator and vertices preserve the compensating nature found in infinite derivative gravity. Although this symmetry manifests itself only at the level of classical equations of motion, it will allow us to incorporate the compensating feature of exponential suppression and enhancement in propagators and interactions, respectively, which arises in infinite derivative gravity. Inspired by the discussion in the previous section, we will now consider a scalar toy model with a free action motivated by string field theory,

$$
\begin{equation*}
S_{\text {free }}=\frac{1}{2} \int d^{4} x(\phi \square a(\square) \phi), \tag{2.60}
\end{equation*}
$$

where we are going to make the following choice [56, 87],

$$
\begin{equation*}
a(\bar{\square})=e^{-\bar{\square}} . \tag{2.61}
\end{equation*}
$$

In general, one is free to choose any entire function, while keeping in mind that $a\left(-k^{2}\right) \rightarrow 1$ as $k^{2} \rightarrow 0$ so that the physical graviton propagator is recovered in the IR. It should be pointed out that the sign of the exponent in $a(\bar{\square})$ is important in order to recover the correct Newtonian potential as shown in Refs. [56, 87] ${ }^{1}$.

$$
{ }^{1} \text { If we had chosen } a(\bar{\square}) \text { to be } \quad a(\bar{\square})=e^{\bar{\square},}
$$

where $M^{2}>0$, then we can perform the loop integrals for $a(\bar{\square})=e^{-\bar{\square}}$, assuming $M^{2}>0$, and then analytically continue to $M^{2}<0$. Hence, the Newtonian potentials $\Phi(r) \& \Psi(r)$ would be given by

$$
\begin{equation*}
\Psi(r)=\Phi(r)=\frac{2 i m \pi^{2}}{M_{p}^{2} r} \operatorname{Erfi}\left(\frac{M r}{2}\right), \tag{2.63}
\end{equation*}
$$

where

$$
\begin{equation*}
\operatorname{Erfi}(z)=\frac{\operatorname{Erf}(i z)}{i} \tag{2.64}
\end{equation*}
$$

### 2.5 Deriving infinite derivative scalar toy model

Now if we compute the $\mathcal{O}\left(h^{3}\right)$ part of the Einstein-Hilbert action given by (2.19), we obtain the following type of term:

$$
h \partial_{\mu} h \partial^{\mu} h
$$

So let us compute the $\mathcal{O}\left(h^{3}\right)$ part of 2.20, keeping in mind that $\sqrt{-g}=1+$ $\frac{1}{2} h+\frac{1}{8} h^{2}-\frac{1}{4} h_{\nu}^{\mu} h_{\mu}^{\nu}+\mathcal{O}\left(h^{3}\right)$, where $h=h_{\mu}^{\mu}=\eta^{\mu \nu} h_{\mu \nu}$.

We shall need the following relation for the double sums appearing in the last two lines of (2.66):

$$
\begin{equation*}
T \delta\left(\bar{\square}^{n}\right) S=\sum_{m=0}^{n-1} \bar{\square}^{m} T \delta(\bar{\square}) \bar{\square}^{n-m-1} S, \tag{2.65}
\end{equation*}
$$

where $n \geq 1 . \delta(\bar{\square})$ indicates the variation of the $\bar{\square}$ operator and $\delta\left(\bar{\square}^{n}\right)$ indicates the variation of the $\square^{n}$ operator. $S$ and $T$ are tensors constructed out of the Riemann curvatures and the metric.

Then, by applying integration by parts where appropriate, we obtain

$$
\begin{align*}
S_{U V}^{(3)} & =\frac{1}{2} \int d^{4} x \frac{1}{2} h\left[R^{(1)} \mathcal{F}_{1}(\bar{\square}) R^{(1)}+R_{\mu \nu}^{(1)} \mathcal{F}_{2}(\bar{\square}) R^{(1) \mu \nu}+R_{\mu \nu \lambda \sigma}^{(1)} \mathcal{F}_{3}(\bar{\square}) R^{(1) \mu \nu \lambda \sigma}\right] \\
& +\frac{1}{2} \int d^{4} x\left[2 R^{(2)} \mathcal{F}_{1}(\bar{\square}) R^{(1)}+R_{\mu \nu}^{(1)} \mathcal{F}_{2}(\bar{\square}) R^{(2) \mu \nu}+R_{\mu \nu}^{(2)} \mathcal{F}_{2}(\bar{\square}) R^{(1) \mu \nu}\right. \\
& \left.+R_{\mu \nu \lambda \sigma}^{(1)} \mathcal{F}_{3}(\bar{\square}) R^{(2) \mu \nu \lambda \sigma}+R_{\mu \nu \lambda \sigma}^{(2)} \mathcal{F}_{3}(\bar{\square}) R^{(1) \mu \nu \lambda \sigma}\right] \\
& +\frac{1}{2} \sum_{n=1}^{\infty} \sum_{m=0}^{n-1} \int d^{4} x\left[f_{1_{n}} \bar{\square}^{m} R^{(1)} \delta(\bar{\square}) \bar{\square}^{n-m-1} R^{(1)}+f_{2_{n}} \bar{\square}^{m} R_{\mu \nu}^{(1)} \delta(\bar{\square}) \bar{\square}^{n-m-1} R^{(1) \mu \nu}\right. \\
& \left.+f_{3_{n}} \bar{\square}^{m} R_{\mu \nu \lambda \sigma}^{(1)} \delta(\bar{\square}) \bar{\square}^{n-m-1} R^{(1) \mu \nu \lambda \sigma}\right] \tag{2.66}
\end{align*}
$$

where $S_{U V}^{(3)}$ is the $\mathcal{O}\left(h^{3}\right)$ part of $S_{U V}$ given in (2.9), $R^{(1)}$ is the $\mathcal{O}(h)$ part of the Ricci scalar $R, R_{\mu \nu}^{(1)}$ is the $\mathcal{O}(h)$ part of the Ricci tensor $R_{\mu \nu}, R_{\mu \nu \lambda \sigma}^{(1)}$ is the $\mathcal{O}(h)$
is the imaginary error function, admitting real values for real $z$. In that case, the Newtonian potential is purely imaginary, signifying an unphysical theory.
part of the Riemann tensor $R_{\mu \nu \lambda \sigma}, R^{(2)}$ is the $\mathcal{O}\left(h^{2}\right)$ part of the Ricci scalar $R$, $R_{\mu \nu}^{(2)}$ is the $\mathcal{O}\left(h^{2}\right)$ part of the Ricci tensor $R_{\mu \nu}$ and $R_{\mu \nu \lambda \sigma}^{(2)}$ is the $\mathcal{O}\left(h^{2}\right)$ part of the Riemann tensor $R_{\mu \nu \lambda \sigma}$. We have that $R^{\rho}{ }_{\sigma \mu \nu}=\partial_{\mu} \Gamma_{\nu \sigma}^{\rho}-\partial_{\nu} \Gamma_{\mu \sigma}^{\rho}+\Gamma_{\mu \lambda}^{\rho} \Gamma_{\nu \sigma}^{\lambda}-\Gamma_{\nu \lambda}^{\rho} \Gamma_{\mu \sigma}^{\lambda}$. Moreover, $R_{\mu \nu}=R^{\sigma}{ }_{\mu \sigma \nu}$ and $R=g^{\mu \nu} R_{\mu \nu}$. When we lower or raise an index in the Riemann tensors, that is always done with the use of $g_{\mu \nu}=\eta_{\mu \nu}+h_{\mu \nu}$ and $g^{\mu \nu}=\eta^{\mu \nu}-h^{\mu \nu}+\ldots$ respectively. For instance, $R^{(2) \mu \nu}=\eta^{\mu \rho} \eta^{\nu \sigma} R_{\rho \sigma}^{(2)}-2 \eta^{\mu \rho} h^{\nu \sigma} R_{\rho \sigma}^{(1)}$ and $R^{(2)}=\eta^{\mu \nu} R_{\mu \nu}^{(2)}-h^{\mu \nu} R_{\mu \nu}^{(1)}$. Let us mention that

$$
\begin{align*}
R_{\mu \nu \lambda \sigma}^{(1)} & =\frac{1}{2}\left(\partial_{\nu} \partial_{\lambda} h_{\mu \sigma}+\partial_{\mu} \partial_{\sigma} h_{\nu \lambda}-\partial_{\mu} \partial_{\lambda} h_{\nu \sigma}-\partial_{\nu} \partial_{\sigma} h_{\mu \lambda}\right),  \tag{2.67}\\
R_{\mu \nu}^{(1)} & =\frac{1}{2}\left(\partial_{\sigma} \partial_{\mu} h_{\nu}^{\sigma}+\partial_{\nu} \partial_{\sigma} h_{\mu}^{\sigma}-\partial_{\mu} \partial_{\nu} h-\square h_{\mu \nu}\right),  \tag{2.68}\\
R^{(1)} & =\partial_{\mu} \partial_{\nu} h^{\mu \nu}-\square h . \tag{2.69}
\end{align*}
$$

Following the same method, we can derive the $\mathcal{O}\left(h^{2}\right)$ expressions for the Riemann tensors.

The terms involving double sums give rise to technical complications when evaluating the Feynman loop integrals. While several $\mathcal{F}_{i}$ 's can satisfy (2.54), we make the following choice,

$$
\begin{equation*}
a(\bar{\square})=e^{-\bar{\square}} \quad \& \quad \mathcal{F}_{3}(\bar{\square})=0 \Rightarrow \mathcal{F}_{1}(\bar{\square})=-\frac{M_{P}^{2}}{2} \frac{e^{-\bar{\square}}-1}{\square}=-\frac{\mathcal{F}_{2}(\bar{\square})}{2} \tag{2.70}
\end{equation*}
$$

$a(\bar{\square})$ having been defined in 2.26$)$. Hence, we obtain a ghost-free infinite derivative gravitational action [56, 87],

$$
\begin{equation*}
S=\frac{M_{P}^{2}}{2} \int d^{4} x \sqrt{-g}\left\{R-\frac{1}{2} R\left[\frac{e^{-\bar{\square}}-1}{\square}\right] R+R_{\mu \nu}\left[\frac{e^{-\bar{\square}}-1}{\square}\right] R^{\mu \nu}\right\} . \tag{2.71}
\end{equation*}
$$

Making these assumptions and enforcing a conformal flatness condition, $h_{\mu \nu}=$ $\Omega^{2}(x) \eta_{\mu \nu}$, where $\Omega(x)$ is a smooth, strictly positive function $\left(\Omega^{2}=h / 4\right.$ in fourdimensional spacetime) so as to get scalar-type gravitational terms, we obtain
the following types of $\mathcal{O}\left(h^{3}\right)$ terms:

$$
\begin{array}{ll}
\partial_{\mu} h \partial_{\nu} h\left(\frac{a(\bar{\square})-1}{\square}\right) \partial^{\mu} \partial^{\nu} h, & \partial_{\rho} h \partial^{\rho} h\left(\frac{a(\square)-1}{\square}\right) \square h, \\
h \partial_{\mu} \partial_{\nu} h\left(\frac{a(\square)-1}{\square}\right) \partial^{\mu} \partial^{\nu} h, & h \square h\left(\frac{a(\square)-1}{\square}\right) \square h .
\end{array}
$$

Inspired by the infinite derivative gravitational action given by (2.71), we wish to construct a scalar field theory toy model that will capture its essential properties and behaviour. After integrating by parts, the terms above which are relevant to the construction of such a scalar field theory toy model are

$$
h \partial_{\mu} h \partial^{\mu} h, \quad h \square h a(\square) h, \quad h \partial_{\mu} h a(\bar{\square}) \partial^{\mu} h .
$$

Therefore, if we choose the free part, $S_{\text {free }}$, of the action of our scalar field theory toy model to be given by (2.60), the interaction part, $S_{\text {int }}$, will be of the form

$$
\begin{equation*}
S_{\mathrm{int}}=\frac{1}{M_{P}} \int d^{4} x\left(\alpha_{1} \phi \partial_{\mu} \phi \partial^{\mu} \phi+\alpha_{2} \phi \square \phi a(\bar{\square}) \phi+\alpha_{3} \phi \partial_{\mu} \phi a(\bar{\square}) \partial^{\mu} \phi\right), \tag{2.72}
\end{equation*}
$$

where $\alpha_{1}, \alpha_{2}$ and $\alpha_{3}$ are real coefficients.
Hence, the action of our scalar toy model is given by

$$
\begin{equation*}
S_{\mathrm{scalar}}=S_{\mathrm{free}}+S_{\mathrm{int}} \tag{2.73}
\end{equation*}
$$

where

$$
\begin{equation*}
S_{\mathrm{free}}=\frac{1}{2} \int d^{4} x(\phi \square a(\bar{\square}) \phi) \tag{2.74}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{\mathrm{int}}=\frac{1}{M_{P}} \int d^{4} x\left(\alpha_{1} \phi \partial_{\mu} \phi \partial^{\mu} \phi+\alpha_{2} \phi \square \phi a(\bar{\square}) \phi+\alpha_{3} \phi \partial_{\mu} \phi a(\bar{\square}) \partial^{\mu} \phi\right) . \tag{2.75}
\end{equation*}
$$

We want the equation of motion of $S_{\text {scalar }}$ to satisfy the following symmetry: $\phi \rightarrow(1+\epsilon) \phi+\epsilon$. This requirement 1 will fix the values of the coefficients $\alpha_{1}, \alpha_{2}$

[^7]and $\alpha_{3}$.
After integrating by parts, we can write $S_{\text {free }}$ and $S_{\text {int }}$ as follows:
\[

$$
\begin{gather*}
S_{\text {free }}=\int d^{4} x\left(\frac{1}{2} \phi \square \phi+\frac{1}{2} \phi \tilde{a}(\bar{\square}) \phi\right)  \tag{2.76}\\
S_{\mathrm{int}}=\frac{1}{M_{P}} \int d^{4} x\left[\left(\alpha_{1}+\alpha_{3}-2 \alpha_{2}\right) \phi \partial_{\mu} \phi \partial^{\mu} \phi+\alpha_{2} \phi \square \phi \tilde{a}(\bar{\square}) \phi+\alpha_{3} \phi \partial_{\mu} \phi \tilde{a}(\bar{\square}) \partial^{\mu} \phi\right], \tag{2.77}
\end{gather*}
$$
\]

where

$$
\begin{equation*}
\tilde{a}(\bar{\square})=a(\bar{\square})-1 . \tag{2.78}
\end{equation*}
$$

Hence, $S_{\text {scalar }}$ can be written as

$$
\begin{align*}
S_{\text {scalar }} & =\int d^{4} x\left(\frac{1}{2} \phi \square \phi+\frac{1}{M_{P}}\left(\alpha_{1}+\alpha_{3}-2 \alpha_{2}\right) \phi \partial_{\mu} \phi \partial^{\mu} \phi\right) \\
& +\int d^{4} x\left(\frac{1}{2} \phi \tilde{a}(\bar{\square}) \phi+\frac{1}{M_{P}}\left(\alpha_{2} \phi \square \phi \tilde{a}(\bar{\square}) \phi+\alpha_{3} \phi \partial_{\mu} \phi \tilde{a}(\bar{\square}) \partial^{\mu} \phi\right)\right) . \tag{2.79}
\end{align*}
$$

Each of the two lines in (2.79), when considered separately, should have invariant equations of motion under the symmetry: $\phi \rightarrow(1+\epsilon) \phi+\epsilon$. Let us write $S_{\text {scalar }}$ as

$$
\begin{equation*}
S_{\mathrm{scalar}}=S_{1}+S_{2}, \tag{2.80}
\end{equation*}
$$

where $S_{1}$ is the first line in (2.79), and $S_{2}$ is the second line in (2.79).
If we vary $S_{1}$, we obtain

$$
\begin{align*}
\delta S_{1} & =\int d^{4} x\left(\epsilon \phi \square \phi+\frac{\epsilon}{2} \square \phi+\frac{1}{M_{P}}\left(3 \epsilon\left(\alpha_{1}+\alpha_{3}-2 \alpha_{2}\right) \phi \partial_{\mu} \phi \partial^{\mu} \phi+\epsilon\left(\alpha_{1}+\alpha_{3}-2 \alpha_{2}\right) \partial_{\mu} \phi \partial^{\mu} \phi\right)\right) \\
& =\int d^{4} x\left(\epsilon\left(1+2 \alpha_{2}-\alpha_{1}-\alpha_{3}\right) \phi \square \phi+\frac{3 \epsilon}{M_{P}}\left(\alpha_{1}+\alpha_{3}-2 \alpha_{2}\right) \phi \partial_{\mu} \phi \partial^{\mu} \phi\right), \tag{2.81}
\end{align*}
$$

up to a total divergence and after integrating by parts, it should be proportional that $\delta S_{\text {scalar }}$ should be proportional to $S_{\text {scalar }}$.
to $S_{1}$. Therefore, we should have

$$
\begin{equation*}
1+2 \alpha_{2}-\alpha_{1}-\alpha_{3}=\frac{3}{2} \tag{2.82}
\end{equation*}
$$

Now, varying $S_{2}$ yields

$$
\begin{align*}
\delta S_{2} & =\int d^{4} x\left(\epsilon \phi \square \tilde{a}(\bar{\square}) \phi+\frac{\epsilon}{2} \square \tilde{a}(\bar{\square}) \phi+\frac{3 \epsilon}{M_{P}} \alpha_{2} \phi \square \phi \tilde{a}(\bar{\square}) \phi+\epsilon \alpha_{2} \square \phi \tilde{a}(\bar{\square}) \phi\right. \\
& \left.+\frac{3 \epsilon}{M_{P}} \alpha_{3} \phi \partial_{\mu} \phi \tilde{a}(\bar{\square}) \partial^{\mu} \phi+\epsilon \alpha_{3} \partial_{\mu} \phi \tilde{a}(\bar{\square}) \partial^{\mu} \phi\right) \\
& =\int d^{4} x\left(\epsilon\left(1+\alpha_{2}-\alpha_{3}\right) \phi \square \tilde{a}(\bar{\square}) \phi+\frac{1}{M_{P}}\left(3 \epsilon \alpha_{2} \phi \square \phi \tilde{a}(\bar{\square}) \phi+3 \epsilon \alpha_{3} \phi \partial_{\mu} \phi \tilde{a}(\bar{\square}) \partial^{\mu} \phi\right)\right), \tag{2.83}
\end{align*}
$$

up to a total divergence and after integration by parts. Again, it should be proportional to the original action, so

$$
\begin{equation*}
1+\alpha_{2}-\alpha_{3}=\frac{3}{2} \tag{2.84}
\end{equation*}
$$

From (2.82) \& (2.84, we get

$$
\begin{equation*}
\alpha_{1}=\alpha_{2}=\alpha_{3}+\frac{1}{2} . \tag{2.85}
\end{equation*}
$$

One solution satisfying (2.85) is given by

$$
\begin{equation*}
\alpha_{1}=\alpha_{2}=-\alpha_{3}=\frac{1}{4} \tag{2.86}
\end{equation*}
$$

As a result, we can write

$$
\begin{equation*}
S_{\mathrm{int}}=\frac{1}{M_{P}} \int d^{4} x\left(\frac{1}{4} \phi \partial_{\mu} \phi \partial^{\mu} \phi+\frac{1}{4} \phi \square \phi a(\bar{\square}) \phi-\frac{1}{4} \phi \partial_{\mu} \phi a(\bar{\square}) \partial^{\mu} \phi\right) . \tag{2.87}
\end{equation*}
$$

Thus,
$S_{\mathrm{scalar}}=\int d^{4} x\left[\frac{1}{2} \phi \square a(\bar{\square}) \phi+\frac{1}{4 M_{P}}\left(\phi \partial_{\mu} \phi \partial^{\mu} \phi+\phi \square \phi a(\bar{\square}) \phi-\phi \partial_{\mu} \phi a(\bar{\square}) \partial^{\mu} \phi\right)\right]$.

### 2.6 Modified superficial degree of divergence for infinite derivative scalar toy model

Since every propagator comes with an exponential suppression, while every vertex comes with an exponential enhancement, the superficial degree of divergence, where we count exponents, is given by

$$
\begin{equation*}
E_{\text {modified }}=V-I \tag{2.89}
\end{equation*}
$$

By using the topological relation given in (2.3), we obtain

$$
\begin{equation*}
E_{\text {modified }}=1-L \tag{2.90}
\end{equation*}
$$

Thus, except for $L=1, E_{\text {modified }}<0$, and the corresponding loop amplitudes are superficially convergent. In the next chapter, we shall compute Feynman diagrams for our infinite derivative scalar toy model and investigate renormalisability.

### 2.7 Summary

In this chapter, we have written down the infinite derivative gravitational action which is the crux of this thesis. Moreover, we have presented the corresponding tree-level propagator when metric perturbations around a Minkowski background, $g_{\mu \nu}=\eta_{\mu \nu}+h_{\mu \nu}$, are considered. Inspired by the shift-scaling symmetries of the field equations in GR, we have motivated an infinite derivative scalar toy model which encapsulates the basic features and behaviour of infinite derivative gravity.

The free part of the infinite derivative scalar toy model gives rise to a propagator which is exponentially suppressed in the UV. Furthermore, after considering metric perturbations around a Minkowski background, we have computed the $\mathcal{O}\left(h^{3}\right)$ part of the infinite derivative gravitational theory given by (1.10). As a result, we derived the interaction terms in the infinite derivative scalar toy model. The interaction terms give rise to exponentially enhanced vertex factors. We observe that the propagator and the vertex factors exhibit opposing momentum dependence. This compensatory behaviour is a generic feature of gauge field theories.

Finally, we have derived the modified superficial degree of divergence for the infinite derivative scalar toy model. In contrast to the superficial degree of divergence for GR, where the superficial degree of divergence increases as the number of loops increases, rendering GR non-renormalisable, the modified superficial degree of divergence for the infinite derivative scalar toy model decreases as the number of loops $L$ increases. Consequently, loop amplitudes are superficially convergent when $L>1$. This fact is a promising hint as far as the renormalisability of the infinite derivative scalar toy model is concerned. In the next chapter, we shall explicitly compute Feynman diagrams within the framework of the infinite derivative scalar toy model with a view to making the scalar field theory renormalisable.

## Chapter 3

## Ultraviolet finiteness of Feynman

## diagrams

In this chapter, we consider the ultraviolet finiteness of Feynman diagrams within the context of infinite derivative theories.

Within the framework of infinite derivative field theories and gravity, we should start by explaining first what we mean by ultraviolet (UV) finiteness. When a Feynman diagram is finite in the UV, it means that the corresponding Feynman integral is convergent in the UV, i.e., at very high energies (or short distances). That is, there are no UV divergences, with respect to the internal loop momentum variable $k^{\mu}$. As far as renormalisability is concerned, this implies that no counterterms are required to cancel possible UV divergences. One should keep in mind that, if all UV divergences with respect to internal loop momenta, which arise in one-particle irreducible (1PI) diagrams, can be removed by adding to the action finitely many counterterms, renormalisability is automatically ensured.

Nevertheless, one could also study UV finiteness with respect to external momenta. For instance, when computing scattering diagrams, if the scattering diagram exhibits no external momentum growth, it is convergent in the UV, that is, for large external momenta. In that case, the corresponding cross section of the scattering diagram is finite and does not blow up when the external momenta become very large.

In this chapter, we shall derive the Feynman rules for propagators and vertices for the infinite derivative scalar toy model given by (1.14), show that scattering amplitudes for the scalar toy model are superficially convergent for $L>1$, where $L$ is the number of loops, that the highest divergence of the 1-loop, 2-point function with non-vanishing external momenta $p \&-p$ is $\Lambda^{4}$, where $\Lambda$ is a hard cutoff, and that the highest divergence of the 2-loop, 2-point function with vanishing external momenta is also $\Lambda^{4}$. In addition, we shall demonstrate that the dressed propagator is more exponentially suppressed than the bare propagator and that dressed vertices behave as exponentials of external momenta when the external momenta are large; therefore, by employing dressed propagators and dressed vertices, $n$-loop, 2- \& 3-point diagrams constructed out of lower-loop, 2- \& 3point diagrams become finite in the UV with respect to internal loop momentum $k^{\mu}$, that is, no UV divergences arise and no new counterterm is required.

Expanding on the results outlined above, we shall investigate UV finiteness with respect to both internal loop momenta and external momenta for the most general class of Feynman diagrams within the context of infinite-derivative field theories. Thus, we shall generalise the results presented in Refs. 99, 100 and show that, by employing dressed propagators and dressed vertices, $n$-loop, $N$ point diagrams constructed out of lower-loop, 2- \& 3-point and, in general, $N_{i^{-}}$ point diagrams are finite in the UV with respect to the internal loop momentum $k^{\mu}$ while the exponential momentum dependences in those diagrams decrease as the loop-order increases and external momentum divergences are eliminated at sufficiently high loop-order. It should be pointed out that $n$-loop, $N$-point diagrams constructed out of lower-loop, $N_{i}$-point diagrams are the most general one-particle irreducible (1PI) Feynman diagrams.

### 3.1 Preliminaries

A Feynman diagram is said to be one-particle irreducible (1PI) if it cannot be cut in two by cutting a single propagator [119]. Green's functions can be constructed out of one-particle irreducible diagrams. Consequently, the value of
any $S$-matrix (or scattering amplitude, in general) is purely determined by oneparticle irreducible diagrams.

When finitely many Feynman diagrams within the framework of a quantum field theory (QFT) superficially diverge, the theory is called super-renormalisable [119]. Now, when finitely many loop amplitudes superficially diverge with divergences arising at each loop-order, the theory is called renormalisable [119]. Finally, when all loop amplitudes diverge at a sufficiently high loop-order, the theory is called non-renormalisable [119].

In order to derive the dressed propagator, one should consider one-particle irreducible diagrams [120]. For example, the sum of the following geometric series containing infinitely many terms yields the dressed propagator $\widetilde{\Pi}\left(k^{2}\right)$ :

$$
\begin{aligned}
\widetilde{\Pi}\left(k^{2}\right) & =\Pi\left(k^{2}\right)+\Pi\left(k^{2}\right)\left[\Gamma\left(k^{2}\right)\right] \Pi\left(k^{2}\right) \\
& +\Pi\left(k^{2}\right)\left[\Gamma\left(k^{2}\right)\right] \Pi\left(k^{2}\right)\left[\Gamma\left(k^{2}\right)\right] \Pi\left(k^{2}\right)
\end{aligned}
$$

$$
\begin{equation*}
\ldots \tag{3.1}
\end{equation*}
$$

where $\Pi\left(k^{2}\right)$ is the bare propagator and $\Gamma\left(k^{2}\right)$ is given by the sum of one-particle irreducible diagrams ${ }^{1}$.

### 3.2 Feynman rules

All the Feynman integral computations in this thesis are carried out in Euclidean space after analytic continuation $\left(k_{0} \rightarrow i k_{0} \& k^{2} \rightarrow k_{E}^{2}\right.$ using the mostly plus metric signature; we shall drop the $E$ subscript for notational simplicity).

The propagator in momentum space is given by

$$
\begin{equation*}
\Pi\left(k^{2}\right)=\frac{-i}{k^{2} e^{\bar{k}^{2}}}, \tag{3.2}
\end{equation*}
$$

where barred 4 -momentum vectors from now on will denote the momentum di-

[^8]vided by the mass scale $M$. The vertex factor for three incoming momenta $k_{1}, k_{2}, k_{3}$ satisfying the following conservation law,
\[

$$
\begin{equation*}
k_{1}+k_{2}+k_{3}=0, \tag{3.3}
\end{equation*}
$$

\]

is given by

$$
\begin{equation*}
\frac{1}{M_{P}} V\left(k_{1}, k_{2}, k_{3}\right)=\frac{i}{M_{P}} C\left(k_{1}, k_{2}, k_{3}\right)\left[1-e^{\bar{k}_{1}^{2}}-e^{\bar{k}_{2}^{2}}-e^{\bar{k}_{3}^{2}}\right], \tag{3.4}
\end{equation*}
$$

where

$$
\begin{equation*}
C\left(k_{1}, k_{2}, k_{3}\right)=\frac{1}{4}\left(k_{1}^{2}+k_{2}^{2}+k_{3}^{2}\right) . \tag{3.5}
\end{equation*}
$$

Let us briefly explain how we obtain the vertex factor. The first term originates from the term, $\frac{1}{4} \phi \partial_{\mu} \phi \partial^{\mu} \phi$, which using (3.3) in the momentum space, reads

$$
\begin{equation*}
-\frac{i}{2}\left(k_{1} \cdot k_{2}+k_{2} \cdot k_{3}+k_{3} \cdot k_{1}\right)=\frac{i}{4}\left(k_{1}^{2}+k_{2}^{2}+k_{3}^{2}\right) . \tag{3.6}
\end{equation*}
$$

The second term comes from the terms, $\frac{1}{4} \phi \square \phi a(\square) \phi$, and $-\frac{1}{4} \phi \partial_{\mu} \phi a(\square) \partial^{\mu} \phi$. In the momentum space, again using (3.3), we get

$$
\begin{equation*}
\frac{i}{4}\left(k_{3} \cdot k_{1}+k_{1} \cdot k_{2}-k_{3}^{2}-k_{2}^{2}\right) e^{\bar{k}_{1}^{2}}=-\frac{i}{4}\left(k_{1}^{2}+k_{2}^{2}+k_{3}^{2}\right) e^{\bar{k}_{1}^{2}} \tag{3.7}
\end{equation*}
$$

The third and the fourth terms (3.4) arise in an identical fashion.
For future convenience, let us consider the special case when one of the momenta is zero. For instance, choosing $k_{3}=0$, we obtain $k_{1}=-k_{2}=k$, which then gives us

$$
\begin{equation*}
V(k) \equiv V(k,-k, 0)=-i k^{2} e^{\bar{k}^{2}} \tag{3.8}
\end{equation*}
$$

We will also often encounter the square of the vertex factor, which is given by

$$
\begin{align*}
V^{2}\left(k_{1}, k_{2}, k_{3}\right) & =i^{2} C^{2}\left(k_{1}, k_{2}, k_{3}\right)\left[1-2 e^{\bar{k}_{1}^{2}}-2 e^{\bar{k}_{2}^{2}}-2 e^{\bar{k}_{3}^{2}}+2 e^{\bar{k}_{1}^{2}} e^{\bar{k}_{2}^{2}}\right. \\
& \left.+2 e^{\bar{k}_{2}^{2}} e^{\bar{k}_{3}^{2}}+2 e^{\bar{k}_{3}^{2}} e^{\bar{k}_{1}^{2}}+e^{2 \bar{k}_{1}^{2}}+e^{2 \bar{k}_{2}^{2}}+e^{2 \bar{k}_{3}^{2}}\right] . \tag{3.9}
\end{align*}
$$



Figure 3.1: Left: 1-loop, 2-point diagram $\Gamma_{2}$. Right: The 1-loop, $N$-point diagram $\Gamma_{N}$. The dots indicate an arbitrary number of (bare) vertices and (bare) propagators for the scalar field.

### 3.3 1-loop, 2-point function with vanishing external momenta

Let us start with the 1-loop 2-point function. There is only one Feynman diagram as depicted in Fig. 3.1 (left). According to the Feynman rules, we have

$$
\begin{equation*}
\Gamma_{2}=\frac{i}{2 M_{P}^{2}} \int \frac{d^{4} k}{(2 \pi)^{4}} \frac{V^{2}(k)}{i^{2} k^{4} e^{2 \bar{k}^{2}}} . \tag{3.10}
\end{equation*}
$$

Note that we are working in Euclidean space and that the symmetry factor is 2. The angular integrations can be performed trivially, see Appendix I.1 for details, as the integrand only depends on the norm of the external momentum, leaving us with

$$
\begin{equation*}
\Gamma_{2}=\frac{i}{2 M_{P}^{2}} \frac{4 \pi}{(2 \pi)^{4}} \int_{0}^{\Lambda} d k \frac{\pi k^{3}}{2} . \tag{3.11}
\end{equation*}
$$

Integrating with respect to $k$ from 0 to $\Lambda$, where $\Lambda$ is a hard cutoff, we obtain

$$
\begin{equation*}
\Gamma_{2}=\frac{i \Lambda^{4}}{64 M_{P}^{2} \pi^{2}} \tag{3.12}
\end{equation*}
$$

We see that the integral goes like $\int d^{4} k$, and is therefore sensitive to the UV cutoff. This result is in complete accordance with the analysis of superficial degree of divergence according to which at 1-loop level the exponential non-locality does not affect the integrals. The divergence structure is exactly the same as that of

GR at 1-loop.

## 3.4 $N$-point function with vanishing external momenta

An interesting fact for gravitational theories is that the superficial degree of divergence does not depend on the number of external vertices. This is true both in GR, see (2.5), as well as in infinite derivative gravity and in infinite derivative scalar field theory, see (2.90). Let us then calculate the $N$-point function at one loop, see Fig. 3.1 (right). As one can see, the $N$-point diagram is not particularly different from the 2-point diagram; it is an $N$-polygon with $N$ vertices and $N$ edges. Thus, instead of a square of the propagator and vertex factor, one now has $N$ powers of them:

$$
\begin{align*}
\Gamma_{N} & =\frac{i}{M_{P}^{N}} \int \frac{d^{4} k}{(2 \pi)^{4}} \frac{V^{N}(k)}{i^{N} k^{2 N} e^{N \bar{k}^{2}}}  \tag{3.13}\\
& =(-1)^{N} \frac{i \Lambda^{4}}{32 M_{P}^{N} \pi^{2}}, \tag{3.14}
\end{align*}
$$

where again $\Lambda$ is the hard cutoff. As expected, its divergence is the same as that of the 2-point function precisely as predicted by the divergence power-counting. The above diagrams are also known as ring diagrams, and they contribute to the effective potential. The symmetry factor is $2 N \mathbb{1}$, and summing all the 1-loop

[^9]diagrams, one obtains the 1-loop contribution to the effective potential,
\[

$$
\begin{align*}
V_{\mathrm{eff}}^{(1)}(\phi) & =i \sum_{N=1}^{\infty} \Gamma_{N} \phi^{N}  \tag{3.15}\\
& =\sum_{N=1}^{\infty} \frac{(-1)^{N+1}}{2 N} \frac{\Lambda^{4}}{32 M_{P}^{N} \pi^{2}} \phi^{N}  \tag{3.16}\\
& =\frac{\Lambda^{4}}{64 \pi^{2}} \log \left(1+\frac{\phi}{M_{P}}\right), \tag{3.17}
\end{align*}
$$
\]

as is typical, see also [70, 71, 121] for similar computations. In a theory of gravity, we do not expect to find such an effective potential as that would violate general covariance; diagrams coming from different order interactions must cancel the contributions. We obtain these terms in our toy model since the scaling symmetry is only a symmetry of the field equations and not the entire action, and therefore is expected to be broken at the quantum level.

The prescription that was used in [70] to eliminate these divergent terms while preserving the pole mass is to simply add an opposing counterterm. This is also the prescription that is followed in standard field theoretic calculations (renormalisation conditions), and we will adopt the same convention as we move on to higher-loop diagrams.

Our calculations corroborated the expected divergence structure, see (2.90), in infinite derivative theories, or any covariant theory of gravity for that matter. To prove renormalisability, the real challenge will be to demonstrate that once these 1-loop divergences (subdivergences) are eliminated by counterterms in higher loop subdiagrams, the remaining loop integrals yield finite results. This means that the higher than 1-loop diagrams cannot diverge more than the bare vertex. This is what we now want to check in the remaining sections.


Figure 3.2: Left: The 2-loop, 2-point diagram $\Gamma_{2,2 a}$. Right: The 2-loop, 2-point diagram $\Gamma_{2,2 b}$.

### 3.5 2-point function at 2-loop order

### 3.5.1 General structure

We wish to now investigate the second feature of the divergence formula (2.90), namely, that for higher than 1-loop no new divergences should emerge. Since there are always subdivergent 1-loop graphs within a 2-loop diagram, we do not expect in general finite results, but what we wish to find here is that the 2-loop graph should have the same divergence behavior as that of the 1-loop counterpart. In other words, they should diverge at most as $\Lambda^{4}$. This result will be in contrast with the case in GR, where the 2-loop diagrams diverge as $\Lambda^{6}$.

There are two Feynman diagrams as depicted in Fig. 3.2. The Feynman diagram with zero external momenta in Fig. 3.2 (left) is given by

$$
\begin{equation*}
\Gamma_{2,2 a}=\frac{i^{2}}{2 i^{5} M_{P}^{4}} \int \frac{d^{4} k_{1}}{(2 \pi)^{4}} \frac{d^{4} k_{2}}{(2 \pi)^{4}} \frac{V\left(k_{1}\right) V\left(k_{2}\right) V^{2}\left(k_{1}, k_{2}, k_{3}\right)}{k_{3}^{2} k_{2}^{4} k_{1}^{4} e^{\bar{k}_{3}^{2}} e^{2 \bar{k}_{2}^{2}} e^{2 \bar{k}_{1}^{2}}}, \tag{3.18}
\end{equation*}
$$

where $k_{3}=-k_{1}-k_{2}$, and the expression is symmetric in $k_{1}$ and $k_{2}$. The numerator contains a sum of different exponents, so that the overall integral can be written in the form

$$
\begin{equation*}
\Gamma_{2,2 a}=\frac{i}{2 M_{P}^{4}} \int \frac{d^{4} k_{1}}{(2 \pi)^{4}} \frac{d^{4} k_{2}}{(2 \pi)^{4}} \frac{C^{2}}{k_{1}^{2} k_{2}^{2} k_{3}^{2}} \sum_{i} \lambda_{i} \exp \left[E_{i}\left(k_{1}, k_{2}\right)\right], \tag{3.19}
\end{equation*}
$$

where $C$ is given by (3.5) and the $E_{i}$ 's are quadratic polynomials of $k_{1} \& k_{2}$ and $\lambda_{i}$ are constants taking on the values $-2,-1,+1,+2$. Firstly, let us note that one can always find linear combinations of $k_{1}, k_{2}$, call them $q_{1}, q_{2}$, such that $E_{i}$
is diagonal:

$$
\begin{equation*}
E_{i}=a_{1} q_{1}^{2}+a_{2} q_{2}^{2} \tag{3.20}
\end{equation*}
$$

Now, depending upon the value of the $a_{i}$ 's, one can classify the terms in three groups:
(I) If both $a_{1}, a_{2}<0$, both the momentum integrals can be performed to provide a finite answer.
(II) If both $a_{i}$ 's are nonzero, but one of them is positive, then one can obtain the integrals by suitably analytically continuing results from the $a_{i}<0$ to $a_{i}>0$ region.
(III) Finally, there are cases when one of the $a_{i}$ 's is zero. We expect that this represents the divergent contribution from the 1-loop subdiagram embedded within the 2-loop graph. We shall check whether this provides a $\Lambda^{4}$ divergence, or a $\Lambda^{6}$ divergence as in GR.

### 3.5.2 Group (I) terms

Let us first look at the group (I) terms. The overall exponential factors for the group (I) type terms are given by

$$
e^{-\bar{k}_{1}^{2}} e^{-\bar{k}_{2}^{2}} e^{-\bar{k}_{3}^{2}}, e^{-\bar{k}_{2}^{2}} e^{-\bar{k}_{1}^{2}}, e^{-\bar{k}_{1}^{2}} e^{-\bar{k}_{3}^{2}}, e^{-\bar{k}_{2}^{2}} e^{-\bar{k}_{3}^{2}}
$$

The first integrand gives

$$
\frac{3 i M^{6} \log (4 / 3)}{4096 M_{P}^{4} \pi^{4}}
$$

while each of the other three evaluates to

$$
-\frac{i M^{6}(3+\log (4))}{2048 M_{P}^{4} \pi^{4}} .
$$

Summing, we obtain

$$
\begin{equation*}
\Gamma_{2,2, \mathrm{i}}=\frac{3 i M^{6}}{2048 M_{P}^{4} \pi^{4}}\left[\frac{1}{2} \log \left(\frac{4}{3}\right)-(3+\log 4)\right] . \tag{3.21}
\end{equation*}
$$

### 3.5.3 Group (II) \& (III) terms and the divergence structure

Next let us look at the integrals originating from the last three terms in (3.9). With overall exponents

$$
e^{\bar{k}_{1}^{2}} e^{-\bar{k}_{2}^{2}} e^{-\bar{k}_{3}^{2}}, e^{\bar{k}_{2}^{2}} e^{-\bar{k}_{1}^{2}} e^{-\bar{k}_{3}^{2}}, e^{\bar{k}_{3}^{2}} e^{-\bar{k}_{1}^{2}} e^{-\bar{k}_{2}^{2}}
$$

these form the group (II) set with one eigenvalue positive and one negative. These integrals can also be evaluated by employing suitable analytic continuation methods, see Appendix I. 2 for details.

Again, all the terms contribute equally, yielding

$$
\begin{equation*}
\Gamma_{2,2, \mathrm{ii}}=\frac{3 i M^{4}}{4096 \pi^{4} M_{P}^{4}}\left(M^{2}(\log (4)-8)-4 \Lambda^{2}\right) . \tag{3.22}
\end{equation*}
$$

We are left to tackle the group (III) terms originating from the fifth, sixth and seventh terms in (3.9), whose exponential contributions coming from the vertices are given by

$$
e^{\bar{k}_{1}^{2}} e^{2 \bar{k}_{2}^{2}} e^{\bar{k}_{3}^{2}}, e^{\bar{k}_{2}^{2}} e^{2 \bar{k}_{1}^{2}} e^{\bar{k}_{3}^{2}}, e^{2 \bar{k}_{1}^{2}} e^{2 \bar{k}_{2}^{2}}
$$

Since the exponential contribution of the propagators is given by

$$
e^{-2 \bar{k}_{1}^{2}} e^{-2 \bar{k}_{2}^{2}} e^{-\bar{k}_{3}^{2}}
$$

the overall exponents, $E_{i}$, for the three above cases are

$$
-\bar{k}_{1}^{2},-\bar{k}_{2}^{2},-\bar{k}_{3}^{2} .
$$

Clearly, there is no exponential damping along the directions orthogonal to $k_{1}, k_{2}$ and $k_{3}$ respectively. Accordingly, while one of the momentum integrals is convergent due to the presence of the exponential, the other one can only be computed using a hard cutoff. The result is identical for all the three diagrams,
and one obtains

$$
\begin{align*}
\Gamma_{2,2, \mathrm{iii}} & =\frac{i M^{2}}{4096 M_{P}^{4} \pi^{4}}\left[2 M^{4}\left(6 \log \left(\frac{\Lambda}{M}\right)+5 e^{-\frac{\Lambda^{2}}{M^{2}}}-3 \operatorname{Ei}\left(-\frac{\Lambda^{2}}{M^{2}}\right)+3 \gamma-5\right)\right. \\
& \left.+\Lambda^{2} M^{2}\left(e^{-\frac{\Lambda^{2}}{M^{2}}}+15\right)+\Lambda^{4}\left(6-e^{-\frac{\Lambda^{2}}{M^{2}}}\right)-\frac{\Lambda^{6} \operatorname{Ei}\left(-\frac{\Lambda^{2}}{M^{2}}\right)}{M^{2}}\right] \tag{3.23}
\end{align*}
$$

where

$$
\begin{equation*}
\operatorname{Ei}(z) \equiv-f_{-z}^{\infty} d t \frac{e^{-t}}{t} \tag{3.24}
\end{equation*}
$$

is the exponential-integral function, see Ref. [122], and has a branch cut discontinuity in the complex $z$-plane running from 0 to $\infty$. The sign $f$ indicates that the principal value of the integral is taken. We note that, for large negative $z$, the Ei function falls off as a Gaussian and therefore can be ignored in the $\Lambda \rightarrow \infty$ limit. Moreover, $\gamma$ is the Euler-Mascheroni constant,

$$
\begin{equation*}
\gamma=\lim _{n \rightarrow \infty}\left(\sum_{l=1}^{n} \frac{1}{l}-\log n\right) . \tag{3.25}
\end{equation*}
$$

Therefore, the surviving divergent pieces read

$$
\begin{equation*}
\Gamma_{2,2, \mathrm{iii}}=\frac{i M^{2}}{4096 M_{P}^{4} \pi^{4}}\left[12 M^{4} \log \left(\frac{\Lambda}{M}\right)+15 \Lambda^{2} M^{2}+6 \Lambda^{4}+2 M^{4}(3 \gamma-5)\right] . \tag{3.26}
\end{equation*}
$$

Firstly, we see that the highest divergence is indeed proportional to $\Lambda^{4}$, as the superficial divergence argument suggested, and does not grow as $\Lambda^{6}$, as one would find in GR.

We note that all the results obtained in this section have been divided by a symmetry factor 2 for the diagram. Summing all the integrals, we obtain our
final result:
$\Gamma_{2,2 a}=\frac{i M^{2}}{4096 M_{P}^{4} \pi^{4}}\left[M^{4}\left(12 \log \left(\frac{\Lambda}{M}\right)-52+2(3 \gamma-5)-3 \log (3)\right)+3 \Lambda^{2} M^{2}+6 \Lambda^{4}\right]$.
To reiterate, $\Gamma_{2,1} \sim \Gamma_{2,2} \sim \Lambda^{4}$, as the counting of superficial degree of divergence would suggest. While we have not explicitly calculated higher than two loop graphs, we would expect the same pattern to continue to hold, i.e., we do not expect larger than quartic divergence in any loop order.

### 3.5.4 The other 2-loop diagram

After setting the external momenta equal to zero, the Feynman diagram in Fig. 3.2 (right) becomes

$$
\begin{equation*}
\Gamma_{2,2 b}=\frac{i^{2}}{2 i^{5} M_{P}^{4}} \int \frac{d^{4} k_{1}}{(2 \pi)^{4}} \frac{d^{4} k_{2}}{(2 \pi)^{4}} \frac{V^{2}\left(k_{1}\right) V^{2}\left(k_{1},-\frac{k_{1}}{2}+k_{2}-\frac{k_{1}}{2}-k_{2}\right)}{k_{1}^{6}\left(\frac{k_{1}}{2}+k_{2}\right)^{2}\left(\frac{k_{1}}{2}-k_{2}\right)^{2} e^{3 \bar{k}_{1}^{2}} e^{\left(\frac{\bar{k}_{1}}{2}+\bar{k}_{2}\right)^{2}} e^{2\left(\frac{\bar{k}_{1}}{2}-\bar{k}_{2}\right)^{2}}}, \tag{3.28}
\end{equation*}
$$

where we have assumed symmetrical routing of momenta and the symmetry factor of the diagram is 2 . Again, the numerator contains a sum of different exponents, so that the overall integral can be written in the form

$$
\begin{equation*}
\Gamma_{2,2 b}=\frac{i}{2 M_{P}^{4}} \int \frac{d^{4} k_{1}}{(2 \pi)^{4}} \frac{d^{4} k_{2}}{(2 \pi)^{4}} \frac{D^{2}}{k_{1}^{2}\left(\frac{k_{1}}{2}+k_{2}\right)^{2}\left(\frac{k_{1}}{2}-k_{2}\right)^{2}} \sum_{i} \mu_{i} \exp \left[F_{i}\left(k_{1}, k_{2}\right)\right] \tag{3.29}
\end{equation*}
$$

where $F_{i}$ 's are quadratic polynomials of $k_{1}, k_{2}$, and $\mu_{i}$ are constants which take on the values $-2,-1,+1,+2$, similar to the first 2-loop diagram. Also,

$$
\begin{equation*}
D=\frac{1}{4}\left(k_{1}^{2}+\left(\frac{k_{1}}{2}+k_{2}\right)^{2}+\left(\frac{k_{1}}{2}-k_{2}\right)^{2}\right) . \tag{3.30}
\end{equation*}
$$

If we change variables $k_{1} \rightarrow k_{1}^{\prime}, \quad-\frac{k_{1}}{2}-k_{2} \rightarrow k_{2}^{\prime}$ (or, equivalently, $k_{1} \rightarrow k_{1}^{\prime}$ and $\left.-\frac{k_{1}}{2}+k_{2} \rightarrow k_{2}^{\prime}\right)$ in $\Gamma_{2,1}$, we get $\Gamma_{2,2}$, since the Jacobian is 1 , that is, (3.29) is
exactly equivalent to (3.19):

$$
\begin{equation*}
\Gamma_{2,2 b}=\Gamma_{2,2 a} . \tag{3.31}
\end{equation*}
$$

Hence, the results for both the 2-loop diagrams are exactly the same. To reiterate, $\Gamma_{2,1} \sim \Gamma_{2,2} \sim \Lambda^{4}$, which would seem to corroborate the counting of superficial degree of divergence (2.90).

### 3.6 Arbitrary loop diagrams

The calculations in the earlier subsection supported our naive divergence counting argument in Section 2.6, which suggested that the highest divergence for all 1loop diagrams should be proportional to $\Lambda^{4}$, and that this divergence should not increase as we go to higher loops. While this agreement is encouraging, merely the fact that the divergence does not increase at higher loops does not ensure renormalisability. To achieve renormalisability, one has to check, for instance, that once the 1-loop subdivergences are removed from a higher-loop diagram, the diagram becomes finite. This requires keeping track of the UV behaviour of the external momenta while performing the various loops. Let us illustrate the point with a few examples.

Consider the 2-loop diagram in Fig. 3.2 (left). This contains a sub-divergent 3 -point, 1-loop diagram. If we had found a prescription to make the 1-loop diagram finite (for instance by adding appropriate counterterms as suggested in the previous section ${ }^{1}$ ), then the 2-loop diagram should really be replaced by Fig. 3.3 (left), where we now have a finite renormalised 3-point function. We then have to perform a loop integral involving the renormalised 1-loop, 3-point function $\Gamma_{3,1 r}$ :

$$
\begin{align*}
\Gamma_{2,2 a} & =\frac{i^{2}}{2 i^{5} M_{P}^{4}} \int \frac{d^{4} k_{1}}{(2 \pi)^{4}} \frac{d^{4} k_{2}}{(2 \pi)^{4}} \frac{V\left(k_{1}\right) V\left(k_{2}\right) V^{2}\left(k_{1}, k_{2}, k_{3}\right)}{k_{1}^{4} k_{2}^{4} k_{3}^{2} e^{2 \bar{k}_{1}^{2}+2 \bar{k}_{2}^{2}+\bar{k}_{3}^{2}}} \\
& \rightarrow \int \frac{d^{4} k_{1}}{(2 \pi)^{4}} \frac{V\left(k_{1}\right) \Gamma_{3,1 r}\left(k_{1},-k_{1}, 0\right)}{k_{1}^{4} e^{2 \bar{k}_{1}^{2}}}, \tag{3.32}
\end{align*}
$$

[^10]

Figure 3.3: Left: 2-loop, 2-point diagram, $\Gamma_{2,2 a}$, now containing the renormalised 1-loop 3-point function (dark blob), $\Gamma_{3,1}$. Right: Second 2-loop, 2-point diagram, $\Gamma_{2,2 b}$, containing the renormalised 1-loop 2-point function (dark blob), $\Gamma_{2,1}$.
where $k_{3}=-k_{1}-k_{2}$. The key question then is whether this integral is finite. A very similar reasoning can be applied to the 2-loop diagram in Fig. 3.2 (right), where one can think of replacing the 2-point 1-loop subdiagram with the renormalised 1-loop, 2-point function $\Gamma_{2,1 r}$, see Fig. 3.3 (right), and then perform the remaining loop integral:

$$
\begin{align*}
\Gamma_{2,2 b} & =\frac{i^{2}}{2 i^{5} M_{P}^{4}} \int \frac{d^{4} k_{1}}{(2 \pi)^{4}} \frac{d^{4} k_{2}}{(2 \pi)^{4}} \frac{V^{2}\left(k_{1}\right) V^{2}\left(k_{1},-\frac{k_{1}}{2}+k_{2},-\frac{k_{1}}{2}-k_{2}\right)}{k_{1}^{6}\left(\frac{k_{1}}{2}+k_{2}\right)^{2}\left(\frac{k_{1}}{2}-k_{2}\right)^{2} e^{3 \bar{k}_{1}^{2}+\left(\frac{\bar{k}_{1}}{2}+\bar{k}_{2}\right)^{2}+\left(\frac{\bar{k}_{1}}{2}-\bar{k}_{2}\right)^{2}}}  \tag{3.33}\\
& \rightarrow \int \frac{d^{4} k_{1}}{(2 \pi)^{4}} \frac{V^{2}\left(k_{1}\right) \Gamma_{2,1 r}\left(k_{1},-k_{1}\right)}{k_{1}^{6} e^{3 \bar{k}_{1}^{2}}} . \tag{3.34}
\end{align*}
$$

Actually, this is a very general prescription, any $n$-loop diagram can be thought of as a 1-loop integral over a graph containing renormalised vertex corrections and dressed propagators, see Fig. 3.4 (right) for illustration. To prove renormalisability recursively, one should prove that if all loops up to $n-1$ order are finite, then the remaining 1 -loop integral remains finite too.

Now, we have already seen from counting arguments in in the previous section that if the vertices and the propagators are enhanced and suppressed respectively by the same exponential factor then a 1-loop diagram remains divergent. This argument can clearly be applied to $n$-loop graphs when viewed as 1-loop diagrams involving renormalised vertices, and (most importantly) renormalised propagators. What the argument suggests is that to have a chance at renormalisability, the renormalised vertices must be growing less strongly than the renormalised or the "dressed" propagators. In the next section, we are going to compute ex-


Figure 3.4: Left: $N$-point diagram with dressed propagators (shaded blobs). The dots indicate an arbitrary number of (bare) vertices and dressed propagators. Right: $n$-loop, $N$-point diagram constructed out of lower-loop $N_{i}$-point diagrams with loop corrections to the vertices (dark blobs) and dressed propagators (shaded blobs). The internal dots indicate an arbitrary number of renormalised vertex corrections and dressed propagators. The external dots indicate an arbitrary number of external lines.
ternal momentum dependence of the 2-point function at 1-loop, and discuss its ramifications.

### 3.7 1-loop, 2-point function with arbitrary external momenta

Calculating the dressed propagator amounts to calculating the 2-point function with external momenta. At the 1-loop level with external momenta $p,-p$ (we assume the convention that the external momenta are incoming and sum to zero), and symmetrical routing of momenta, the Feynman integral is given by (see Appendix I. 1 for details),

$$
\begin{equation*}
\Gamma_{2,1}\left(p^{2}\right)=\frac{i}{2 i^{2} M_{P}^{2}} \int \frac{d^{4} k}{(2 \pi)^{4}} \frac{V^{2}\left(-p, \frac{p}{2}+k, \frac{p}{2}-k\right)}{\left(\frac{p}{2}+k\right)^{2}\left(\frac{p}{2}-k\right)^{2} e^{\left(\frac{\bar{p}}{2}+\bar{k}\right)^{2}} e^{\left(\frac{\bar{p}}{2}-\bar{k}\right)^{2}}}, \tag{3.35}
\end{equation*}
$$

where

$$
\begin{align*}
V^{2}\left(-p, \frac{p}{2}+k, \frac{p}{2}-k\right) & =i^{2} C^{2}\left[1-2 e^{\left(\frac{\bar{p}}{2}+\bar{k}\right)^{2}}-2 e^{\left(\frac{\bar{p}}{2}-\bar{k}\right)^{2}}-2 e^{\bar{p}^{2}}+2 e^{\left(\frac{\bar{p}}{2}+\bar{k}\right)^{2}} e^{\left(\frac{\bar{p}}{2}-\bar{k}\right)^{2}}\right. \\
& \left.+2 e^{\left(\frac{\bar{p}}{2}-\bar{k}\right)^{2}} e^{\bar{p}^{2}}+2 e^{\bar{p}^{2}} e^{\left(\frac{\bar{p}}{2}+\bar{k}\right)^{2}}+e^{2\left(\frac{\bar{p}}{2}+\bar{k}\right)^{2}}+e^{2\left(\frac{\overline{\bar{p}}}{2}-\bar{k}\right)^{2}}+e^{2 \bar{p}^{2}}\right]  \tag{3.36}\\
& =i^{2} C^{2}\left[1-2 e^{\left(\frac{\bar{p}}{2}+\bar{k}\right)^{2}}-2 e^{\left(\frac{\bar{p}}{2}-\bar{k}\right)^{2}}-2 e^{\bar{p}^{2}}+4 e^{\left(\frac{\bar{p}}{2}+\bar{k}\right)^{2}} e^{\left(\frac{\bar{p}}{2}-\bar{k}\right)^{2}}\right. \\
& +2 e^{\left(\frac{\bar{p}}{2}-\bar{k}\right)^{2}} e^{\bar{p}^{2}}+2 e^{\bar{p}^{2}} e^{\left(\frac{\bar{p}}{2}+\bar{k}\right)^{2}}+\left(e^{2\left(\frac{\bar{p}}{2}+\bar{k}\right)^{2}}-e^{\left(\frac{\bar{p}}{2}+\bar{k}\right)^{2}} e^{\left(\frac{\bar{p}}{2}-\bar{k}\right)^{2}}\right) \\
& \left.+\left(e^{2\left(\frac{\bar{p}}{2}-\bar{k}\right)^{2}}-e^{\left(\frac{\bar{p}}{2}+\bar{k}\right)^{2}} e^{\left(\frac{\bar{p}}{2}-\bar{k}\right)^{2}}\right)+e^{2 \bar{p}^{2}}\right] \tag{3.37}
\end{align*}
$$

and

$$
\begin{equation*}
C=\frac{1}{4}\left[p^{2}+\left(\frac{p}{2}+k\right)^{2}+\left(\frac{p}{2}-k\right)^{2}\right] . \tag{3.38}
\end{equation*}
$$

While using a cut-off scheme to regulate the integral is more instructive to see the divergent structure, technically it is much more convenient to use dimensional regularisation, which is what we will employ from here onwards. The integral in (3.35) contains several terms coming from the various sums of exponents that make up the vertex functions. The different integrals arising from the sum in $V^{2}$ can be grouped in three ways:
(I) When the integrand contains no exponentials, this comes from the fifth term in (3.37), and gives a divergent result.
(II) When we have a Gaussian damping term present in (3.37). This is the case for all the terms except the fifth, eighth and the ninth terms and gives a convergent answer.
(III) The eighth and the ninth terms in (3.37) give rise to integrals containing the terms $e^{2 \bar{p} \cdot \bar{k}}-1$ and $e^{-2 \bar{p} \cdot \bar{k}}-1$, respectively, but they are not particularly important for our discussion as will become clear soon. Let us discuss these terms separately now.

### 3.7.1 Group (I) terms

The divergent integral corresponding to the fifth term can again be calculated straightforwardly using dimensional regularisation (see Appendix J), and one obtains

$$
\begin{equation*}
\Gamma_{2,1, i}\left(p^{2}\right)=\frac{i p^{4}}{128 \pi^{2} M_{P}^{2}}\left(\frac{2}{\epsilon}-\log \left(\frac{p^{2}}{4 \pi M^{2}}\right)-\gamma+2\right) \tag{3.39}
\end{equation*}
$$

where $\epsilon=4-D$ ( $D$ is the dimensionality of spacetime) and $\gamma$ is the EulerMascheroni constant. Let us make a couple of comments: firstly, the $p^{2} \rightarrow 0$ limit is well defined, i.e., none of the expressions diverge. If it did, that would make the low energy limit ill-defined, ruling out such modifications phenomenologically even as an effective theory. Secondly, the counterterm needed to cancel the divergence is given by

$$
\begin{equation*}
\mathcal{L}_{c t}=-\frac{1}{128 \epsilon \pi^{2} M_{P}^{2}} \int d^{4} x\left(\phi \square^{2} \phi\right), \tag{3.40}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
\Gamma_{2,1, \mathrm{ct}}\left(p^{2}\right)=-\frac{i p^{4}}{64 \pi^{2} M_{P}^{2}} \frac{1}{\epsilon} . \tag{3.41}
\end{equation*}
$$

We observe that the counterterm is not of the same form as the original action given by (2.88). This happens because the symmetry principle we used to write down the action given by 2.88 was not a symmetry of the action, but only that of the field equations.

### 3.7.2 Group (II) terms

The group (II) type integrals are all convergent due to the presence of the exponential damping factor. They can therefore be evaluated rather straightforwardly
to yield

$$
\begin{align*}
& \Gamma_{2,1, i i}\left(p^{2}\right)=\frac{i M^{4} e^{-\bar{p}^{2}}}{512 M_{P}^{2} \pi^{2} \bar{p}^{2}}\left[-2 e^{\bar{p}^{2}}\left(e^{2 \bar{p}^{2}}-1\right) \bar{p}^{6} \operatorname{Ei}\left(-\bar{p}^{2}\right)+\left(e^{\bar{p}^{2}}-1\right)\left(-2\left(\bar{p}^{4}+3 \bar{p}^{2}+2\right)\right.\right. \\
& \left.\left.+\left(e^{\frac{3 \bar{p}^{2}}{2}}-e^{\frac{\bar{p}^{2}}{2}}\right)\left(2 \bar{p}^{4}+5 \bar{p}^{2}+4\right)+e^{\bar{p}^{2}}\left(e^{\bar{p}^{2}}-1\right) \bar{p}^{6} \operatorname{Ei}\left(-\frac{\bar{p}^{2}}{2}\right)+2 e^{\bar{p}^{2}}\left(7\left(\bar{p}^{4}+\bar{p}^{2}\right)+2\right)\right)\right] \tag{3.42}
\end{align*}
$$

Again, the expression is regular as $p^{2} \rightarrow 0$. This again shows that the theory has a well defined low energy limit. However, to assess the renormalisability of the theory we need to look at the UV behaviour, and especially track any exponential growth. With this in mind, let us look at the various terms that grow as a Gaussian as $p^{2} \rightarrow \infty$ :

$$
\begin{align*}
\Gamma_{2,1, i i}\left(p^{2}\right) & =\frac{i M^{2}}{512 M_{P}^{2} \pi^{2} p^{2}}\left[e^{\frac{3 \bar{p}^{2}}{2}}\left(4 M^{4}+5 M^{2} p^{2}+2 p^{4}\right)+2 e^{\bar{p}^{2}}\left(2 M^{4}+7 M^{2} p^{2}+7 p^{4}\right)\right. \\
& \left.-2 e^{\frac{\bar{p}^{2}}{2}}\left(4 M^{4}+5 M^{2} p^{2}+2 p^{4}\right)\right]-\frac{i M^{2} p^{2}}{256 M_{p}^{2} \pi^{2}}\left[\left(1-2 M^{2} p^{-2}+8 M^{4} p^{-4}\right) e^{\frac{3 \bar{p}^{2}}{2}}\right. \\
& \left.-2 e^{\frac{\bar{p}^{2}}{2}}-e^{\bar{p}^{2}}\right]+\ldots, \tag{3.43}
\end{align*}
$$

where the $\ldots$ indicate subleading terms or terms which are growing at most as a polynomial, and we have used the following relation [123],

$$
\begin{equation*}
\lim _{x \rightarrow+\infty} x^{2} e^{\alpha x^{2}} \operatorname{Ei}\left(-\alpha x^{2}\right)=-\frac{1}{\alpha} \tag{3.44}
\end{equation*}
$$

where $\alpha$ is positive, to obtain the asymptotic behaviour. In particular, as $p^{2} \rightarrow \infty$, we find

$$
\begin{equation*}
\Gamma_{2,1, i i}\left(p^{2}\right) \rightarrow \frac{i M^{4} e^{\frac{3 p^{2}}{2}}}{512 M_{P}^{2} \pi^{2}}\left[9-12 \bar{p}^{-2}+\ldots\right] \tag{3.45}
\end{equation*}
$$

As we see, the correction to the propagator grows with a larger exponent than the "bare" inverse propagator, which grows as $e^{\bar{p}^{2}}$ when $p^{2}$ is large, and this will be crucial in proving finiteness of the 1-loop diagrams and in our arguments on renormalisability of the theory.

### 3.7.3 Group (III) terms

For the purpose of completeness, let us also compute the group (III) integrals using dimensional regularisation (see Appendix Jfor details). We find that the $e^{2 \bar{p} \cdot \bar{k}}$ integrals do not give rise to any poles. In fact, we have that (see Appendix J.1)

$$
\begin{equation*}
\Gamma_{2,1, i i i}\left(p^{2}\right)=0 \tag{3.46}
\end{equation*}
$$

As we can see, the $\Gamma_{2,1, i i}\left(p^{2}\right)$ term dominates for large momentum, and is therefore going to be the most important for understanding the UV behaviour of the quantum theory.

To summarise, from our preceding calculations in the UV limit we have

$$
\begin{equation*}
\Gamma_{2,1}\left(p^{2}\right)=\Gamma_{2,1, i}\left(p^{2}\right)+\Gamma_{2,1, i i}\left(p^{2}\right)+\Gamma_{2,1, i i i}\left(p^{2}\right) \approx \frac{9 i M^{4} e^{3 \bar{p}^{2} / 2}}{512 M_{P}^{2} \pi^{2}} . \tag{3.47}
\end{equation*}
$$

In other words, the 2-point "vertex" grows more strongly than even the momentum dependence, $\sim e^{\bar{p}^{2}}$, of the bare 3-point vertex. Also note that the term is finite and therefore it is expected to survive even after we have renormalised the divergent part in the 1-loop 2-point function, which naively looks not helpful at all. For instance, it is easy to see that this leads to an additional divergence in the 2-loop diagram, Fig. 3.3 (right), which contains the 1-loop 2-point subdiagram. In (3.34), since $\Gamma_{2,1 r}\left(k^{2}\right)$ goes as $e^{\frac{3 \bar{k}^{2}}{2}}$, the integrand now diverges exponentially as $e^{\frac{\bar{k}^{2}}{2}}$. This is worse than the power law divergence of 1-loop. As we shall see in the next section, it is precisely this strong exponential dependence which can make all the higher loops finite.

### 3.8 Dressed propagator \& 1-loop integrals

We saw in the earlier section that additional divergences may arise in higher loops from the 1-loop, 2-point functions. However, we know that, in quantum field theory, the 1-loop correction is only the first term in a sequence of graphs, see Figs. 3.5, which can be resummed as a geometric series in the region of con-


Figure 3.5: Top: The 1-loop, 2-point contribution of 1PI diagrams. The cross denotes a counterterm vertex. Bottom: The dressed propagator as the sum of an infinite geometric series. The dressed propagator is denoted by the shaded blob.
vergence and then analytically continued to the entire momentum space. In other words, the bare propagators need to be replaced by the dressed propagator while performing calculations for higher-point Green's functions or higher loops. Note that no such infinite sequence exists for interaction vertices, the loop contributions simply add to the bare vertex. Thus, a rather remarkable consequence of this resummation will be that for infinite derivative theories the dressed propagators will be more exponentially suppressed than their bare counterparts at large momentum, and therefore going to overwhelm the exponential enhancements coming from the vertices 亿. In particular, we will explicitly see that this will make the UV part of all higher (than two) point 1-loop graphs finite.

The UV part of the 2-loop integrals, and here we will only illustrate the 2point function, will also become finite. We will argue that it is possible to extend this reasoning to all higher loop graphs. In other words, except for the 1-loop, 2-point function, all graphs in this toy model for quantum gravity converge in the UV.

The 1-loop, 2-point contribution schematically reads (see Fig. 3.5 (top) for a diagrammatic representation):

$$
\begin{equation*}
\Gamma_{2,1}\left(p^{2}\right)+\Gamma_{2,1, \mathrm{ct}}\left(p^{2}\right)=\Gamma_{2,1 \mathrm{r}}\left(p^{2}\right)=\frac{i M^{4}}{M_{P}^{2}} f\left(\bar{p}^{2}\right), \tag{3.48}
\end{equation*}
$$

[^11]where $\Gamma_{2,1 \mathrm{r}}$ is the renormalised 1-loop, 2-point function and
\[

$$
\begin{align*}
f\left(\bar{p}^{2}\right) & =\frac{\bar{p}^{4}}{128 \pi^{2}}\left(-\log \left(\frac{\bar{p}^{2}}{4 \pi}\right)-\gamma+2\right) \\
& +\frac{e^{-\bar{p}^{2}}}{512 \pi^{2} \bar{p}^{2}}\left[-2 e^{\bar{p}^{2}}\left(e^{2 \bar{p}^{2}}-1\right) \bar{p}^{6} \operatorname{Ei}\left(-\bar{p}^{2}\right)+\left(e^{\bar{p}^{2}}-1\right)\left(-2\left(\bar{p}^{4}+3 \bar{p}^{2}+2\right)\right.\right. \\
& \left.\left.+\left(e^{\frac{3 \bar{p}^{2}}{2}}-e^{\frac{\bar{p}^{2}}{2}}\right)\left(2 \bar{p}^{4}+5 \bar{p}^{2}+4\right)+e^{\bar{p}^{2}}\left(e^{\bar{p}^{2}}-1\right) \bar{p}^{6} \operatorname{Ei}\left(-\frac{\bar{p}^{2}}{2}\right)+2 e^{\bar{p}^{2}}\left(7\left(\bar{p}^{4}+\bar{p}^{2}\right)+2\right)\right)\right] . \tag{3.49}
\end{align*}
$$
\]

$f\left(\bar{p}^{2}\right)$ is a regular analytic function of $\bar{p}^{2}$ which grows as $e^{3 \bar{p}^{2} / 2}$ as $p^{2} \rightarrow \infty$. One can observe that $f\left(\bar{p}^{2}\right) \rightarrow 0$ as $p^{2} \rightarrow 0$. Hence, $\Gamma_{2,1 \mathbf{r}}\left(p^{2}\right) \rightarrow 0$ as $p^{2} \rightarrow 0$, thereby implying that the renormalised 1-loop, 2-point function has a well defined lowenergy limit. The dressed propagator then represents the geometric series of all the graphs with 1-loop, 2-point insertions as shown in Fig. 3.5 (bottom), analytically continued to the entire complex $p^{2}$-plane. Mathematically, this is equivalent to replacing the bare propagator, $\Pi\left(p^{2}\right)$, with the dressed propagator, $\widetilde{\Pi}\left(p^{2}\right):$

$$
\begin{equation*}
\widetilde{\Pi}\left(p^{2}\right)=\frac{\Pi\left(p^{2}\right)}{1-\Pi\left(p^{2}\right) \Gamma_{2,1 \mathrm{r}}\left(p^{2}\right)}=\frac{-i}{p^{2} e^{\bar{p}^{2}}-\frac{M^{4}}{M_{P}^{2}} f\left(\bar{p}^{2}\right)} \tag{3.50}
\end{equation*}
$$

where the bare propagator, $\Pi\left(p^{2}\right)$, is given by (3.2). Since in this case $\Pi\left(p^{2}\right) \Gamma_{2,1 \mathrm{r}}\left(p^{2}\right)$ grows with large momenta in the UV limit, we have

$$
\begin{equation*}
\widetilde{\Pi}\left(p^{2}\right) \rightarrow \Gamma_{2,1 \mathrm{r}}^{-1}\left(p^{2}\right) \approx\left(9-12 \bar{p}^{-2}\right)^{-1} e^{-\frac{3 \bar{p}^{2}}{2}} \tag{3.51}
\end{equation*}
$$

Clearly, the dressed propagator is more strongly suppressed than the bare propagator. This is a very crucial result that is now going to ensure that the UV contribution of quantum fluctuations for all the other higher-point 1-loop graphs are finite.

Let us now revisit the 1-loop calculations of the $N$-point diagrams. Once the infinite sum of diagrams leading to the dressed propagators are taken into


Figure 3.6: A log-plot for 3-point diagrams $\Gamma_{3}$ (in units of $i M_{P}$ ), 4-point diagrams $\Gamma_{4}$ (in units of $i$ ) and 5-point diagrams $\Gamma_{5}$ (in units of $i M_{P}^{-1}$ ) where $M / M_{P}$ ranges from 0.1 to 1 . The red, green and blue curves represents Eq. (3.53) for $N=3,4$ and 5 , respectively.
account, see Fig. 3.4 (left), the UV part of the 1-loop integral reduces to

$$
\begin{align*}
\Gamma_{N, U V} & \approx \frac{i}{i^{N} M_{P}^{N}} \int \frac{d^{4} k}{(2 \pi)^{4}} \frac{V^{N}(k)}{\left[-\frac{M^{4}}{M_{P}^{2}} f(\bar{k})\right]^{N}}  \tag{3.52}\\
& =\frac{i M^{4}}{M_{P}^{N}} \int \frac{d^{4} \bar{k}}{(2 \pi)^{4}} \frac{\bar{k}^{2 N} e^{N \bar{k}^{2}}}{\left[\frac{M^{2}}{M_{P}^{2}} f(\bar{k})\right]^{N}} \tag{3.53}
\end{align*}
$$

This integral is finite and we have provided numerical plots as a function of $M / M_{P}$, see Fig. 3.6. We note that the amplitudes remain well behaved even in the limits $M \ll M_{P}$ and $M_{P} \ll M$.

Now if we replace the bare propagators with dressed propagators in the 1-loop, 2-point function with external momenta $p \&-p$ while the vertices stay bare, the


Figure 3.7: The 1-loop, 2-point function with dressed propagators. The shaded blobs denote dressed propagators.

Feynman integral, see Fig. 3.7, is given by

$$
\begin{align*}
\Gamma_{2,1 \mathrm{dressed}}\left(p^{2}\right) & =\frac{1}{2 i M_{P}^{2}} \int \frac{d^{4} k}{(2 \pi)^{4}} \frac{V^{2}\left(-p, \frac{p}{2}+k, \frac{p}{2}-k\right)}{\left[\left(\frac{p}{2}+k\right)^{2} e^{\left(\frac{\bar{p}}{2}+\bar{k}\right)^{2}}-\frac{M^{4}}{M_{P}^{2}} f\left(\left(\frac{\bar{p}}{2}+\bar{k}\right)^{2}\right)\right]} \\
& \times \frac{1}{\left[\left(\frac{p}{2}-k\right)^{2} e^{\left(\frac{\bar{p}}{2}-\bar{k}\right)^{2}}-\frac{M^{4}}{M_{P}^{2}} f\left(\left(\frac{\bar{p}}{2}-\bar{k}\right)^{2}\right)\right]} . \tag{3.54}
\end{align*}
$$

As $|k| \rightarrow \infty$, the integrand goes as $\sim e^{-k^{2}}$. Therefore, the integral is convergent since there are no internal loop momentum divergences. On the other hand, we observe that $\Gamma_{2, \text { ddressed }}$ goes in terms of external momentum $p$ as $\sim e^{\frac{5 \bar{p}^{2}}{4}}$ for large $p^{2}$. We observe that the exponential momentum dependence of $\Gamma_{2,1 \text { dressed }}$ is less divergent than the exponential momentum dependence of the renormalised 1-loop, 2-point function $\Gamma_{2,1 \mathrm{r}}\left(p^{2}\right)$.

### 3.9 UV convergence of 2-loop diagrams

In the previous section we have seen how when we make the transition from the bare to the dressed propagator, the 1-loop diagrams in infinite derivative theories become finite. This means that to renormalise at the 1-loop level, all we have to do is to renormalise the divergence in the 2-point function. This is not very different from the situation in local field theories. For instance, in $\lambda \phi^{4}$ theory, once the 2 -point and 4 -point functions are renormalised, all the higher-point Green's functions become finite. We shall see that this procedure can be extended to all loop orders. To that end, let us investigate 2-loop, 2-point Feynman diagrams where the bare propagators have been replaced with dressed propagators. We


Figure 3.8: Left: The 2-loop, 2-point diagram $\Gamma_{2,3 a}$. The shaded blobs denote dressed propagators. Right: The 2-loop, 2-point diagram $\Gamma_{2,3 b}$. The shaded blobs denote dressed propagators.
shall see that they become finite as opposed to the $\Lambda^{4}$ divergence found in (3.27).
Consider first the Fig. 3.8 (right) that resembles the 1-loop, 2-point Fig. 3.2 (right), except that now the bare propagator has been replaced by the dressed propagator. Again, to determine the finiteness of the graph it is sufficient to focus on the zero external momenta case. The Feynman integral is given by

$$
\begin{align*}
\Gamma_{2,3 b} & =\frac{i^{2}}{2 i^{5} M_{P}^{4}} \int \frac{d^{4} k_{1}}{(2 \pi)^{4}} \frac{d^{4} k_{2}}{(2 \pi)^{4}} \frac{V^{2}\left(k_{1}\right) V^{2}\left(k_{1},-\frac{k_{1}}{2}+k_{2},-\frac{k_{1}}{2}-k_{2}\right)}{\left[k_{1}^{2} e^{\bar{k}_{1}^{2}}-\frac{M^{4}}{M_{P}^{2}} f\left(\bar{k}_{1}^{2}\right)\right]^{3}\left[\left(\frac{k_{1}}{2}+k_{2}\right)^{2} e^{\left(\frac{\bar{k}_{1}}{2}+\bar{k}_{2}\right)^{2}}-\frac{M^{4}}{M_{P}^{2}} f\left(\left(\frac{\bar{k}_{1}}{2}+\bar{k}_{2}\right)^{2}\right)\right]} \\
& \times \frac{1}{\left[\left(\frac{k_{1}}{2}-k_{2}\right)^{2} e^{\left(\frac{\bar{k}_{1}}{2}-\bar{k}_{2}\right)^{2}}-\frac{M^{4}}{M_{P}^{2}} f\left(\left(\frac{\bar{k}_{1}}{2}-\bar{k}_{2}\right)^{2}\right)\right]} . \tag{3.55}
\end{align*}
$$

Making the redefinition $k_{1} \rightarrow k_{1},-\frac{k_{1}}{2}-k_{2} \rightarrow k_{2}$ and $k_{3}=-k_{1}-k_{2}$, we get

$$
\begin{equation*}
\Gamma_{2,3 b}=\frac{1}{2 i^{3} M_{P}^{4}} \int \frac{d^{4} k_{1}}{(2 \pi)^{4}} \frac{d^{4} k_{2}}{(2 \pi)^{4}} \frac{V^{2}\left(k_{1}\right) V^{2}\left(k_{1}, k_{2}, k_{3}\right)}{\left[k_{1}^{2} e^{\bar{k}_{1}^{2}}-\frac{M^{4}}{M_{P}^{2}} f\left(\bar{k}_{1}^{2}\right)\right]^{3}\left[k_{2}^{2} e^{\bar{k}_{2}^{2}}-\frac{M^{4}}{M_{P}^{2}} f\left(\bar{k}_{2}^{2}\right)\right]\left[\bar{k}_{3}^{2} \bar{k}_{3}^{2}-\frac{M^{4}}{M_{P}^{2}} f\left(\bar{k}_{3}^{2}\right)\right]} . \tag{3.56}
\end{equation*}
$$

To see whether the integrals are convergent or not, we need to look at large values of $k_{1}, k_{2}$ where the exponentials dominate. One can check that the integrand goes as

$$
\sim \exp \left[-\left(\frac{k_{1}}{2}-k_{2}\right)^{2}-\frac{7}{4} k_{1}^{2}\right],
$$

ensuring that both the $k_{1}$ and $k_{2}$ integrals are convergent.
The other 2-loop diagram for the 2-point function, see Fig. 3.8(left), reads as
follows,
$\Gamma_{2,3 a}=\frac{i^{2}}{2 i^{5} M_{P}^{4}} \int \frac{d^{4} k_{1}}{(2 \pi)^{4}} \frac{d^{4} k_{2}}{(2 \pi)^{4}} \frac{V\left(k_{1}\right) V\left(k_{2}\right) V^{2}\left(k_{1}, k_{2}, k_{3}\right)}{\left[k_{1}^{2} e^{\bar{k}_{1}^{2}}-\frac{M^{4}}{M_{P}^{2}} f\left(\bar{k}_{1}^{2}\right)\right]^{2}\left[k_{2}^{2} e^{\bar{k}_{2}^{2}}-\frac{M^{4}}{M_{P}^{2}} f\left(\bar{k}_{2}^{2}\right)\right]^{2}\left[k_{3}^{2} e^{\bar{k}_{3}^{2}}-\frac{M^{4}}{M_{P}^{2}} f\left(\bar{k}_{3}^{2}\right)\right]}$,
where $k_{3}=-k_{1}-k_{2}$. The exponential dependence of the integrand as $\left|k_{1}\right|,\left|k_{2}\right| \rightarrow$ $\infty$, goes as

$$
\sim \exp \left[-\frac{3}{2}\left(k_{1}-\frac{k_{2}}{3}\right)^{2}-\frac{4}{3} k_{2}^{2}\right]
$$

again leading to a convergent integral.

### 3.10 Higher vertices and prospects for a finite theory

We have just now seen how strong exponential suppression of the dressed propagator can make the 1-loop and 2-loop integrals finite. We believe that this remarkable feature continues to higher loops. The basic reason is that, even for the 1-loop diagrams, the suppression coming from the propagators is stronger than the enhancements coming from the vertices. This ensures two things: first it makes the loops finite, and second the UV growth of the finite diagrams with respect to the external momenta becomes weaker in every subsequent loop. Thus, finiteness of higher loops is guaranteed recursively. We will now sketch heuristic arguments to demonstrate finiteness of the particular set of 2 - and 3 -point diagrams that can be constructed out of lower-loop 2- and 3-point diagrams, see Fig. 3.9.

The basic approach is the following - in order to understand whether any diagram converges in the UV or not, we only need to keep track of the exponential momentum dependences. We already know that the dressed propagators, represented by the shaded blobs, decay in the UV as $e^{-3 \bar{k}^{2} / 2}$. Conservatively, we are therefore going to assume $\widetilde{\Pi}\left(k^{2}\right) \xrightarrow{U V} e^{-3 \bar{k}^{2} / 2}$. The 3-point function (represented


Figure 3.9: Left: 2-point diagram constructed out of lower-loop 2-point \& 3point diagrams. The shaded blobs indicate dressed propagators and the dark blobs indicate renormalised vertex corrections. Right: 3-point diagram constructed out of lower-loop 2 -point \& 3-point diagrams. The shaded blobs indicate dressed internal propagators and the dark blobs indicate renormalised vertex corrections. The loop order of the dark blob on the left is $n$ while the loop order of the dark blobs on the right is $n-1$. The external momenta are $p_{1}, p_{2}, p_{3}$ and the internal (that is, inside the loop) momenta are $k+\frac{p_{1}}{3}-\frac{p_{2}}{3}, k+\frac{p_{2}}{3}-\frac{p_{3}}{3}, k+\frac{p_{3}}{3}-\frac{p_{1}}{3}$.
by the dark blobs) can, on the other hand, be written as

$$
\begin{equation*}
\Gamma_{3} \xrightarrow{U V} \sum_{\alpha, \beta, \gamma} e^{\alpha \bar{p}_{1}^{2}+\beta \bar{p}_{2}^{2}+\gamma \bar{p}_{3}^{2}}, \tag{3.58}
\end{equation*}
$$

with the convention ( $\gamma$ in this section is not the Euler-Mascheroni constant)

$$
\begin{equation*}
\alpha \geq \beta \geq \gamma, \tag{3.59}
\end{equation*}
$$

where $p_{1}, p_{2}, p_{3}$ are the three external momenta. This is because once all the lower-loop subdiagrams have been integrated out, what remains are expressions in terms of the corresponding external momenta. Some of these external momenta can then become the internal loop momentum in a subsequent higher loop diagram, see Fig. 3.9 for a pictorial representation of the recursive construction.

The sum over the exponents $\{\alpha, \beta, \gamma\}$ in (3.58) indicates that there could be many different exponential terms including the permutations needed to symmetrize the vertices over the three internal momenta. We are going to assume that these exponents satisfy certain properties, up to say ( $n-1$ )-loop order. These conditions will allow us to demonstrate that the loops remain finite. Moreover, we will recursively argue that these properties are also satisfied at the $n$-th
loop-order.

### 3.10.1 2-point diagram

First, let us look at the zero external momentum limit. It is easy to see that the most divergent UV part of the 2-point diagram reads

$$
\begin{equation*}
\Gamma_{2, n} \longrightarrow \int \frac{d^{4} k}{(2 \pi)^{4}} \frac{e^{\left(\alpha_{1}+\alpha_{2}+\beta_{1}+\beta_{2}\right) \bar{k}^{2}}}{e^{3 \bar{k}^{2}}}, \tag{3.60}
\end{equation*}
$$

where $k$ is the loop momentum variable in Fig. 3.9 (left). We have two propagators $e^{\frac{3 \tilde{k}^{2}}{2}}$ while the (most divergent UV parts of the) vertex factors originating from lower-loop diagrams are $e^{\alpha_{1} \bar{k}^{2}+\beta_{1} \bar{k}^{2}}$ and $e^{\alpha_{2} \bar{k}^{2}+\beta_{2} \bar{k}^{2}}$ (we get no $\gamma_{1}, \gamma_{2}$ terms in the exponents, since the external momenta are set equal to zero). Clearly, the integral is finite if

$$
\begin{equation*}
\alpha_{i}+\beta_{i}<\frac{3}{2} \tag{3.61}
\end{equation*}
$$

where $i=1,2$. One can check that the same condition ensures finiteness of the diagram even when one includes non-zero external momenta.

### 3.10.2 3-point diagram

First, let us check whether the 3-point diagram (see Fig. 3.9, right) is finite or not for zero external momenta. Again the most divergent UV contribution comes when the momentum associated with exponents, $\alpha$ 's and $\beta$ 's, run in the internal loop giving rise to

$$
\begin{equation*}
\Gamma_{3, n} \longrightarrow \int \frac{d^{4} k}{(2 \pi)^{4}} \frac{e^{\left(\alpha_{1}+\alpha_{2}+\alpha_{3}+\beta_{1}+\beta_{2}+\beta_{3}\right) \bar{k}^{2}}}{e^{\frac{9 \bar{k}^{2}}{2}}} \tag{3.62}
\end{equation*}
$$

where $k$ is the loop momentum variable in Fig. 3.9, right. Similarly to the argument for the 2-point function, we have three propagators $e^{\frac{3 \bar{k}^{2}}{2}}$, while the (most divergent UV parts of the) vertex factors originating from lower-loop diagrams are $e^{\alpha_{1} \bar{k}^{2}+\beta_{1} \bar{k}^{2}}, e^{\alpha_{2} \bar{k}^{2}+\beta_{2} \bar{k}^{2}}$ and $e^{\alpha_{3} \bar{k}^{2}+\beta_{3} \bar{k}^{2}}$. Again the integral converges if Eq. (3.61) is valid.

To prove the validity of (3.61), let us try to find out how one can get the largest exponents for the external momenta. First, let us consider how one can get the largest sum of all the exponents, i.e., $\alpha+\beta+\gamma$. Although all the arguments below can be conducted for three different sets of exponents in the three 3 -point vertices making up the 1-loop triangle, Fig. 3.9 (right), for simplicity, here we will look at what happens when all the three vertices have the same exponents. Clearly, the best way to obtain the largest exponents for the external momenta is to have the $\alpha$ exponent correspond to the external momenta. For a symmetric distribution of $(\beta, \gamma)$ among the internal loops, we get

$$
\begin{equation*}
\Gamma_{3, n} \longrightarrow \int \frac{d^{4} k}{(2 \pi)^{4}} \frac{e^{\alpha^{n-1}\left(\bar{p}_{1}^{2}+\bar{p}_{2}^{2}+\bar{p}_{3}^{2}\right)}}{e^{\left[\frac{3}{2}-\beta^{n-1}-\gamma^{n-1}\right]\left[\bar{k}^{2}+\frac{1}{3}\left(\bar{p}_{1}^{2}+\bar{p}_{2}^{2}+\bar{p}_{3}^{2}\right)\right]}}, \tag{3.63}
\end{equation*}
$$

where $p_{1}, p_{2}, p_{3}$ are the external momenta for the 1-loop triangle, and the superscript in the $\alpha, \beta, \gamma$ indicates that these are coefficients that one obtains from contributions up to $n-1$-loop order (the superscripts are clearly not powers). Before proceeding to obtain the $n$-th loop coefficients, let us briefly explain how we got (3.63). Assuming symmetrical routing of momenta in the 1-loop triangle, we get the propagators $e^{-\frac{3}{2}\left(\bar{k}+\frac{\bar{p}_{1}}{3}-\frac{\bar{p}_{2}}{3}\right)^{2}}, e^{-\frac{3}{2}\left(\bar{k}+\frac{\bar{p}_{2}}{3}-\frac{\bar{p}_{3}}{3}\right)^{2}}$ and $e^{-\frac{3}{2}\left(\bar{k}+\frac{\bar{p}_{3}}{3}-\frac{\bar{p}_{1}}{3}\right)^{2}}$, and the vertex factors $e^{\alpha^{n-1} \bar{p}_{1}^{2}+\beta^{n-1}\left(\bar{k}+\frac{\bar{p}_{3}}{3}-\frac{\bar{p}_{1}}{3}\right)^{2}+\gamma^{n-1}\left(\bar{k}+\frac{\bar{p}_{1}}{3}-\frac{\bar{p}_{2}}{3}\right)^{2}}, e^{\alpha^{n-1} \bar{p}_{2}^{2}+\beta^{n-1}\left(\bar{k}+\frac{\bar{p}_{1}}{3}-\frac{\bar{p}_{2}}{3}\right)^{2}+\gamma^{n-1}\left(\bar{k}+\frac{\bar{p}_{2}}{3}-\frac{\bar{p}_{3}}{3}\right)^{2}}$ and $e^{\alpha^{n-1} \bar{p}_{3}^{2}+\beta^{n-1}\left(\bar{k}+\frac{\bar{p}_{2}}{3}-\frac{\bar{p}_{3}}{3}\right)^{2}+\gamma^{n-1}\left(\bar{k}+\frac{\bar{p}_{3}}{3}-\frac{\bar{p}_{1}}{3}\right)^{2} \text {. Conservation of momenta then yields (3.63). }}$

By integrating (3.63), we have

$$
\begin{equation*}
\alpha^{n}=\beta^{n}=\gamma^{n}=\alpha^{n-1}+\frac{1}{3}\left(\beta^{n-1}+\gamma^{n-1}\right)-\frac{1}{2} . \tag{3.64}
\end{equation*}
$$

In particular, for the 1-loop, 3-point graph, one has to use the 3-point bare vertices: $\alpha^{0}=1$ and $\beta^{0}=\gamma^{0}=0$. One then obtains

$$
\begin{equation*}
\alpha^{1}=\beta^{1}=\gamma^{1}=\frac{1}{2}, \tag{3.65}
\end{equation*}
$$

leading to an overall symmetric vertex $e^{\frac{1}{2}\left(\bar{p}_{1}^{2}+\bar{p}_{2}^{2}+\bar{p}_{3}^{2}\right)}$ and $\alpha^{1}+\beta^{1}+\gamma^{1}=\frac{3}{2}$. Since we expect the exponents to decrease as we increase loops, we therefore conjecture
that the sum of exponents satisfies the inequality

$$
\begin{equation*}
\alpha^{n}+\beta^{n}+\gamma^{n} \leq \frac{3}{2} \tag{3.66}
\end{equation*}
$$

From (3.64), we see that this is satisfied provided a further condition is satisfied by the exponents, that is,

$$
\begin{equation*}
\alpha^{n-1}+\frac{1}{3}\left(\beta^{n-1}+\gamma^{n-1}\right) \leq 1 \tag{3.67}
\end{equation*}
$$

To summarise, so far we have shown that if, up to $n$ - 1-loop order, (3.67) is satisfied, then, at the $n$-th loop-order, (3.66) is also satisfied. To complete the recursive proof, we must argue that (3.67) is also satisfied at the $n$-th loop-order. For the loop contribution we are discussing, we have

$$
\begin{equation*}
\alpha^{n}+\frac{1}{3}\left(\beta^{n}+\gamma^{n}\right)=\frac{5}{3}\left[\alpha^{n-1}+\frac{1}{3}\left(\beta^{n-1}+\gamma^{n-1}\right)-\frac{1}{2}\right] \leq \frac{5}{6}<1, \tag{3.68}
\end{equation*}
$$

and (3.67) is indeed satisfied.
One may wonder whether there are other ways of distributing the exponents which could violate (3.66). For instance, one can try to maximise $\alpha^{n}$ by distributing $\alpha^{n-1}$ in two of the vertices to run along the internal loop. However, one can check that (3.67) still remains valid.

The final point is that the sum of the exponents is maximised by distributing the largest exponents to all the external momentum, thereby ensuring that (3.61) follows from (3.66). While we do not yet have a rigorous proof of these above arguments, in all the cases we have looked at so far, the inequalities (3.61), (3.66) and (3.67) seem to hold up.

### 3.10.3 $n$-loop, $N$-point diagrams constructed out of lowerloop, 2- \& 3-point diagrams

Now we shall look into the UV finiteness of $n$-loop, $N$-point diagrams constructed out of lower-loop, 2- \& 3-point diagrams. Let us point out that $n$-loop, $N$-point


Figure 3.10: $n$-loop, $N$-point diagram constructed out of lower-loop 2- \& 3-point diagrams with loop corrections to the vertices (dark blobs) and dressed propagators (shaded blobs). The internal dots indicate an arbitrary number of renormalised vertex corrections and dressed propagators.
diagrams constructed out of lower-loop, 2- \& 3-point diagrams are one-particle irreducible (1PI) diagrams. We know the following:

- the dressed propagators represented by the shaded blobs decay in the UV as $e^{-3 \bar{k}^{2} / 2}$ (see (3.51)).
- the 3-point function represented by the dark blobs (see Figs. 3.9 (right) \& 3.10) can be written (after first integrating out the internal loop momentum $k^{\mu}$ in the 1-loop triangle) as

$$
\begin{equation*}
\Gamma_{3} \xrightarrow{U V} \sum_{\alpha, \beta, \gamma} e^{\alpha \bar{p}_{1}^{2}+\beta \bar{p}_{2}^{2}+\gamma \bar{p}_{3}^{2}} \tag{3.69}
\end{equation*}
$$

with the convention (since we assume $p_{1}+p_{2}+p_{3}=0$, terms such as $p_{i} \cdot p_{j}$, where $i, j=1,2,3$, can be written as a sum of $p_{l}^{2}, l=1,2,3$, terms)

$$
\begin{equation*}
\alpha \geq \beta \geq \gamma, \tag{3.70}
\end{equation*}
$$

where $p_{1}, p_{2}, p_{3}$ are the three external momenta.

Now one can generalise (3.69) and write the $N$-point function in the following form (again after first integrating out the internal loop momentum $k^{\mu}$ in the

1-loop $N$-polygon, see also Appendix $\overline{\mathrm{K}}$ :

$$
\begin{equation*}
\Gamma_{N} \xrightarrow{U V} \sum_{\alpha_{l}} e^{\sum_{l=1}^{N} \alpha_{l} \bar{p}_{l}^{2}}, \tag{3.71}
\end{equation*}
$$

with the convention

$$
\begin{equation*}
\alpha_{1} \geq \alpha_{2} \geq \cdots \geq \alpha_{N} \tag{3.72}
\end{equation*}
$$

where $p_{1}, p_{2}, \ldots, p_{N}$ are the $N$ external momenta.

Now, let us look at the case where the external momenta are arbitrary; we wish to find out how one can get the largest exponents for the external momenta. First, let us consider how one can get the largest sum of all the exponents, i.e., $\sum_{l=1}^{N} \alpha_{l}$. Even though all the arguments below can be conducted for $N$ different sets of exponents in the $N$ 3-point vertices, see Fig. 3.9 (right), making up the 1-loop $N$-polygon, see Fig. 3.10, for simplicity, here we will look at what happens when all the $N$ vertices have the same exponents. The best way to obtain the largest exponents for the external momenta is to have the $\alpha$ exponent correspond to the external momenta (we assume a symmetric distribution of $(\beta, \gamma)$ among the internal loops and symmetrical routing of momenta in the 1-loop $N$-polygon). We have that $p_{1}, p_{2}, \ldots, p_{N}$ are the external momenta for the 1-loop triangle, and the superscript in the $\alpha^{n-1}, \beta^{n-1}, \gamma^{n-1}$ indicates that these are coefficients that one obtains from contributions up to $n-1$-loop order (again, the superscripts are clearly not powers). The internal momenta of the $N$-point diagram are given
by

$$
\begin{align*}
q_{N-1} & =\frac{1}{N}\left[\sum_{l=1}^{N-2}\left(l p_{l}\right)-p_{N-1}\right] \\
q_{N} & =\frac{1}{N}\left[\sum_{l=1}^{N-2}\left(l p_{l+1}\right)-p_{N}\right], \\
& \vdots \\
q_{N-3} & =\frac{1}{N}\left[p_{N-1}+2 p_{N}+\sum_{l=1}^{N-4}\left((l+2) p_{l}\right)-p_{N-3}\right],  \tag{3.73}\\
q_{N-2} & =\frac{1}{N}\left[p_{N}+\sum_{l=1}^{N-3}\left((l+1) p_{l}\right)-p_{N-2}\right] .
\end{align*}
$$

That is,

- the dressed propagators are given by $e^{-\frac{3}{2}\left(\bar{k}+\bar{q}_{l}\right)^{2}}, l=1, \ldots, N$,
- and the vertex factors are of the form $e^{\alpha^{n-1} \bar{p}_{l}^{2}+\beta^{n-1}\left(\bar{k}+\bar{q}_{l}\right)^{2}+\gamma^{n-1}\left(\bar{k}+\bar{q}_{l+1}\right)^{2}}$.

Hence, conservation of momenta then yields

$$
\begin{equation*}
\Gamma_{N, n} \longrightarrow \int \frac{d^{4} k}{(2 \pi)^{4}} \frac{e^{\alpha^{n-1}\left(\bar{p}_{1}^{2}+\bar{p}_{2}^{2}+\cdots+\bar{p}_{N}^{2}\right)}}{e^{\left[\frac{3}{2}-\beta^{n-1}-\gamma^{n-1}\right]\left[N \bar{k}^{2}+c_{N}\left(\bar{p}_{1}^{2}+\bar{p}_{2}^{2}+\cdots+\bar{p}_{N}^{2}\right)\right]}}, \tag{3.74}
\end{equation*}
$$

where $c_{N}$ is a coefficient depending on $N$, the number of external lines, that satisfies $c_{N}>0$ for all $N$ (see Appendix K).

- Internal momentum: we observe that the integrand in (3.74) is of the form $e^{-s \bar{k}^{2}}$, where $s>0$. That is,

$$
\begin{equation*}
\beta^{n-1}+\gamma^{n-1}<\frac{3}{2} \tag{3.75}
\end{equation*}
$$

Hence, the integral in (3.74) is convergent and the diagram is UV finite with respect to internal loop momentum.

- External momenta: by integrating (3.74), we have

$$
\begin{equation*}
\alpha_{1}^{n}=\alpha_{2}^{n}=\cdots=\alpha_{N}^{n}=\alpha^{n-1}+c_{N}\left(\beta^{n-1}+\gamma^{n-1}\right)-\frac{3 c_{N}}{2} . \tag{3.76}
\end{equation*}
$$

In particular, for the one-loop, three-point graph, one has to use the 3 -point bare vertices: $\alpha^{0}=1$ and $\beta^{0}=\gamma^{0}=0$. Using (3.64), one can see that the coefficients $\alpha^{n-1}, \beta^{n-1}, \gamma^{n-1}$, that is, the exponents in the dressed vertices, decrease as the loop-order increases and, at sufficiently high loop-order, become negative. In particular, we have that, for $n=1$ ( $n$ is the loop-order of the three-point dressed vertices),

$$
\begin{equation*}
\alpha^{1}=\beta^{1}=\gamma^{1}=\frac{1}{2}, \tag{3.77}
\end{equation*}
$$

for $n=2$,

$$
\begin{equation*}
\alpha^{2}=\beta^{2}=\gamma^{2}=\frac{1}{3}, \tag{3.78}
\end{equation*}
$$

for $n=3$,

$$
\begin{equation*}
\alpha^{3}=\beta^{3}=\gamma^{3}=\frac{1}{18}, \tag{3.79}
\end{equation*}
$$

for $n=4$,

$$
\begin{equation*}
\alpha^{4}=\beta^{4}=\gamma^{4}=-\frac{11}{27} . \tag{3.80}
\end{equation*}
$$

We conclude that, for $n \geq 4, \alpha^{n}$, $\beta^{n}$ and $\gamma^{n}$ become negative.
Hence, from (3.76) we see that the coefficients $\alpha_{1}^{n}, \alpha_{2}^{n}, \ldots, \alpha_{N}^{n}$ also decrease as the loop-order increases and at sufficiently high loop-order become negative. Thus, the external momentum dependences of $n$-loop, $N$-point diagrams constructed out of lower-loop, 2- \& 3-point diagrams decrease as the loop-order increases and the external momentum divergences are eliminated at sufficiently high loop-order, that is, the exponents in (3.71) corresponding to the external momenta become negative when the loop order is sufficiently large.

Consequently, this class of diagrams are finite in the UV, both with respect to internal loop momentum and at sufficiently high loop-order external momenta
as well. One could also consider the case where the loop-order of the dressed vertices is not the same for all of the dressed vertices, that is, each dressed vertex is of different loop-order. Again the results would be the same as far as UV finiteness with respect to both internal loop momentum and external momenta is concerned.

As a check, when the external momenta tend to zero, it is easy to see that the most divergent UV part of the $N$-point diagram reads

$$
\begin{equation*}
\Gamma_{N, n} \longrightarrow \int \frac{d^{4} k}{(2 \pi)^{4}} \frac{e^{\left(\alpha_{1}+\cdots+\alpha_{N}+\beta_{1}+\cdots+\beta_{N}\right) \bar{k}^{2}}}{e^{\frac{3 N \bar{k}^{2}}{2}}} \tag{3.81}
\end{equation*}
$$

where $k$ is the loop momentum variable in Fig. 3.10. There are $N$ propagators $e^{\frac{3 \bar{k}^{2}}{2}}$ while the (most divergent UV parts of the) vertex factors originating from lower-loop diagrams are $e^{\alpha_{1} \bar{k}^{2}+\beta_{1} \bar{k}^{2}}, \ldots, e^{\alpha_{N} \bar{k}^{2}+\beta_{N} \bar{k}^{2}}$ (we get no $\gamma_{1}, \gamma_{2}$ terms in the exponents, since the external momenta are set equal to zero). Clearly, the integral is finite if

$$
\begin{equation*}
\alpha_{i}+\beta_{i}<\frac{3}{2} \tag{3.82}
\end{equation*}
$$

where $i=1,2, \ldots, N$.

### 3.10.4 $n$-loop, $N$-point diagrams constructed out of lowerloop, $N_{i}$-point diagrams

Now let us look at $n$-loop, $N$-point diagrams constructed out of lower-loop, $N_{i}$ point diagrams. Let us mention again that $n$-loop, $N$-point diagrams constructed out of lower-loop, $N_{i}$-point diagrams are the most general one-particle irreducible (1PI) diagrams. Any $n$-loop diagram can be thought of as a 1-loop integral over a graph containing renormalised vertex corrections and dressed propagators, see Fig. 3.4 (right). At the $i$-th dressed vertex, we have $N_{i}-2$ external lines (excluding the two internal propagators in the $n$-loop, $N$-point diagram that are attached to each dressed vertex).

In general, the lower-loop, $N_{i}$-point diagrams can be constructed out of $N_{j^{-}}$ point diagrams whose loop-order is even lower. In turn, the $N_{j}$-point diagrams
can be constructed out of $N_{k}$-point diagrams whose loop-order is even lower and so on. It can be easily deduced that the basic building blocks of all Feynman diagrams within the framework of our infinite derivative scalar toy model are three-point vertices.

For simplicity, we take all the vertices to have the same exponents. We have $m$ dressed vertices with $N_{i}$ external lines attached to each dressed vertex; thus,

$$
\begin{equation*}
N=\sum_{i=1}^{m}\left(N_{i}-2\right) . \tag{3.83}
\end{equation*}
$$

Regarding the external momenta, we use the following notation:

$$
\begin{equation*}
p_{i}^{\prime}=\sum_{l=1}^{N_{i}-2} p_{i_{l}} \tag{3.84}
\end{equation*}
$$

where $i=1, \ldots, m$ and $p_{i_{l}}$ are the external momenta to the $i$-th dressed vertex. For each dressed vertex, the $N_{i}$-point function can be written as follows,

$$
\begin{equation*}
\Gamma_{N_{i}} \xrightarrow{U V} \sum_{\alpha_{i_{i}}, \beta_{i}, \gamma_{i}} e^{\sum_{l=1}^{N_{i}-2} \alpha_{i l} \bar{p}_{i_{l}}^{2}+\beta_{i} \bar{q}_{1}^{2}+\gamma_{i} \bar{q}_{2}^{2}}, \tag{3.85}
\end{equation*}
$$

where $q_{1}$ and $q_{2}$ are internal propagators in the $N$-point diagram, with the convention

$$
\begin{equation*}
\alpha_{i_{1}} \geq \alpha_{i_{2}} \geq \cdots \geq \alpha_{i_{N_{i}-2}} \geq \beta_{i} \geq \gamma_{i} . \tag{3.86}
\end{equation*}
$$

The internal momenta of the $N$-point diagram are given by

$$
\begin{align*}
q_{m-1}^{\prime} & =\frac{1}{m}\left[\sum_{l=1}^{m-2}\left(l p_{l}^{\prime}\right)-p_{m-1}^{\prime}\right] \\
q_{m}^{\prime} & =\frac{1}{m}\left[\sum_{l=1}^{m-2}\left(l p_{l+1}^{\prime}\right)-p_{m}^{\prime}\right] \\
& \vdots \\
q_{m-3}^{\prime} & =\frac{1}{m}\left[p_{m-1}^{\prime}+2 p_{m}^{\prime}+\sum_{l=1}^{m-4}\left((l+2) p_{l}^{\prime}\right)-p_{m-3}^{\prime}\right] \\
q_{m-2}^{\prime} & =\frac{1}{m}\left[p_{m}^{\prime}+\sum_{l=1}^{m-3}\left((l+1) p_{l}^{\prime}\right)-p_{m-2}^{\prime}\right] . \tag{3.87}
\end{align*}
$$

That is,

- the dressed propagators are given by $e^{-\frac{3}{2}\left(\bar{k}+\bar{q}_{i}^{\prime}\right)^{2}}, i=1, \ldots, m$,
- and the vertex factors are of the form $e^{\sum_{l=1}^{N_{i}-2} \alpha_{i_{l}}^{n-1} \bar{p}_{i_{l}}^{2}+\beta_{i}^{n-1}\left(\bar{k}+\bar{q}_{i}^{\prime}\right)^{2}+\gamma_{i}^{n-1}\left(\bar{k}+\bar{q}_{i+1}^{\prime}\right)^{2}}$.

Hence, conservation of momenta then yields

$$
\begin{equation*}
\Gamma_{N, n} \longrightarrow \int \frac{d^{4} k}{(2 \pi)^{4}} \frac{e^{\sum_{i=1}^{m} \sum_{l=1}^{N_{i}-2} \alpha_{i_{l}}^{n-1} \bar{p}_{i l}^{2}}}{e^{\left[\frac{3 m}{2}-\sum_{i=1}^{m}\left(\beta_{i}^{n-1}+\gamma_{i}^{n-1}\right)\right] \bar{k}^{2}} e^{\sum_{i=1}^{m} \sum_{l=1}^{N_{i}-2}\left[\frac{3}{2} b_{i}-\beta_{i}^{n-1} c_{i_{l}}-\gamma_{i}^{n-1} d_{\left.i_{l}\right]}\right] \bar{p}_{l}^{2}}} \tag{3.88}
\end{equation*}
$$

where $b_{i_{l}}, c_{i_{l}}$ and $d_{i_{l}}$ are coefficients depending on $i \& l$ and satisfy $b_{i_{l}}, c_{i_{l}}, d_{i_{l}}>0$ for all values of $i$ and $l$.

- Internal momentum: we observe that the integrand in (3.88) is of the form $e^{-s \bar{k}^{2}}$, where $s>0$. That is,

$$
\begin{equation*}
\sum_{i=1}^{m}\left(\beta_{i}^{n-1}+\gamma_{i}^{n-1}\right)<\frac{3 m}{2} \tag{3.89}
\end{equation*}
$$

Hence, the integral in (3.88) is convergent and the diagram is UV finite with respect to internal loop momentum.

- External momenta: by integrating (3.88), we have

$$
\begin{equation*}
\alpha_{1}^{n}=\alpha_{2}^{n}=\cdots=\alpha_{N}^{n}=\alpha_{i_{l}}^{n-1}+c_{i_{l}} \beta_{i}^{n-1}+d_{i_{l}} \gamma_{i}^{n-1}-\frac{3 b_{i_{l}}}{2} . \tag{3.90}
\end{equation*}
$$

From Section 3.10.3, one can see that the coefficients $\alpha_{i_{l}}^{n-1}, \beta_{i}^{n-1}, \gamma_{i}^{n-1}$, that is, the exponents in the dressed vertices, decrease as the loop-order increases and at sufficiently high loop-order become negative. Hence, from (3.90) we see that the coefficients $\alpha_{1}^{n}, \alpha_{2}^{n}, \ldots, \alpha_{N}^{n}$ also decrease as the loop-order increases and at sufficiently high loop-order become negative. Thus, the external momentum dependences of $n$-loop, $N$-point diagrams constructed out of lower-loop, $N_{i}$-point diagrams decrease as the loop-order increases and the external momentum divergences are eliminated at sufficiently high loop-order, that is, the exponents in (3.85) corresponding to the external momenta become negative when the loop order is sufficiently large.

It should be pointed out that, if each dressed vertex were of different looporder, we would still obtain the same results regarding UV finiteness with respect to internal loop momentum and external momenta. Moreover, in the limit of vanishing external momenta, again we recover the condition given by (3.82). Hence, $n$-loop, $N$-point diagrams constructed out of lower-loop, $N_{i}$-point diagrams are finite in the UV, both with respect to internal loop momentum and at sufficiently high loop-order external momenta as well.

### 3.11 Summary

In this chapter, we have looked into radiative corrections for an infinite derivative scalar field theory toy model resembling the UV properties of infinite derivative gravity. If we expand the infinite derivative gravitational action given by (1.10) around a Minkowski background, we can derive the propagator from the $\mathcal{O}\left(h^{2}\right)$ terms and the vertex factors from the $\mathcal{O}\left(h^{3}\right)$ terms. Moreover, the scalar toy model satisfies a shift-scaling symmetry which determines the opposing momentum dependence of the propagator and vertex factors.

We have written down the Feynman rules for our toy model, that is, the propagator and the vertex factors. Next, we evaluated the 1-loop, 2-point diagram with arbitrary external momenta, which gives rise to a $\Lambda^{4}$ divergence, where $\Lambda$ is a momentum cutoff. The highest divergence for 2-loop diagrams with vanishing external momenta is $\Lambda^{4}$ as well, meaning that we do not get higher divergences as the loop-order increases. In the 1-loop, 2-point function, we got a $e^{\frac{3 \tilde{p}^{2}}{2}}$ external momentum dependence at high energies, which appears as a subdivergence in higher-loop diagrams. This property renders all higher-loop and higher-point diagrams finite after, in place of bare propagators, dressed ones are considered. Specifically, the exponential suppression coming from the dressed propagator is stronger than the exponential enhancement engendered by the vertices. When we replace the bare propagators with dressed propagators in the 1-loop, 2-point function, the corresponding Feynman integrals are convergent. The 1-loop, $N$ point functions with vanishing external momenta are now finite in the UV; the same holds for 2-loop integrals with zero external momenta. To that end, we have also established the UV finiteness of $n$-loop, 2- \& 3-point diagrams constructed out of lower-loop, 2- \& 3-point diagrams.

Generalising, we have shown that, by employing dressed vertices and dressed propagators, $n$-loop, $N$-point diagrams constructed out of lower-loop, 2- \& 3point and, in general, $N_{i}$-point diagrams are UV finite. This implies that the most general one-particle irreducible (1PI) Feynman diagrams within the framework of infinite-derivative field theories are finite in the UV. Hence, no UV divergences arise and no new counterterm is necessary.

Finally, we have demonstrated that the external momentum dependences of $n$-loop, $N$-point diagrams constructed out of lower-loop, 2- \& 3-point and, in general, $N_{i}$-point diagrams decrease as the loop-order increases and the external momentum divergences are eliminated at sufficiently high loop-order.

## Chapter 4

## Scattering diagrams

Scattering diagrams play an important role in quantum field theory (QFT). By studying scattering diagrams, one can obtain the scattering matrix element and, ultimately, the cross section. A cross section that blows up at high energies signifies an unphysical theory. Typically, in non-renormalisable theories, the cross section blows up at finite-order [125. For example, scalar field theories containing more than two derivatives are one such example. Other examples are GR and SUGRA [103]. Besides studying whether the amplitudes are finite or not, there are very interesting applications in cosmology and in formation of microscopic black holes in trans-Plankian scatterings of plane waves [126, 127, 128 , 129, 130, 131, 132, 133, 134. In all these cases, the cross section of a scattering diagram, especially involving gravitons, blows up for large external momenta, i.e., in the UV. On the other hand, string theory has been conjectured to be UV-finite [14, 15]. However, the problem here lies in higher-order corrections in string coupling $g_{s}$ and $\alpha^{\prime}$, which would naturally induce corrections beyond the Einstein-Hilbert action. Unfortunately, many of these corrections cannot be computed so easily in a time-dependent cosmological background. Nevertheless, there have been many studies in a fixed background in the context of string scatterings [14, 15, 136, 137, 138, 139, 140]. Indeed, none of these analyses moti-

[^12]vated from strings or supergravity can probe the region of space-time singularity while neither string theory nor supergravity in its current form can avoid forming a black hole or cosmological singularity. Besides string theory, there are other approaches of quantum gravity, such as loop quantum gravity [16, 17] or the causal set approach [18], where it is possible to set up similar physical problems to study the behaviour at short distances and at small time scales, as well as high-momentum scatterings.

One common thread in all these quantum and semiclassical approaches is the presence of non-locality, where the interactions happen in a finite region of space. It has been conjectured by many that such non-local interactions may ameliorate the UV behaviour of scattering amplitudes, see [63, 65, 90, 91, 126, 131, 132 , 138, 139, 141, 142, 143, 144, 145] (see also [66, 67, 68, 70] for finite temperature effects of non-local field theories). It is expected that any such realistic theory of quantum gravity should be able to resolve short-distance and small-timescale singular behaviour present in GR, both in static and in time-dependent backgrounds. Indeed, close to the singularity or close to super-Planckian energies, one would naturally expect higher-derivative corrections to the Einstein-Hilbert action. Such higher-derivative corrections may as well open a door for non-local interactions in a very interesting way.

In this chapter, we shall consider scattering diagrams within the framework of infinite derivative theories. For the purposes of this chapter, we shall work perturbatively about a specific background in Euclidean momentum space.

### 4.1 Preliminaries

Let us now define the Mandelstam variables $s, t$ and $u$. We have that $\left(p_{1}, p_{2}, p_{3}\right.$, $p_{4}$ are the four external momenta in a 4 -point scattering diagram)

$$
\begin{equation*}
s=-\left(p_{1}+p_{2}\right)^{2}=-\left(p_{3}+p_{4}\right)^{2}=-E_{\mathrm{CM}}^{2}, \tag{4.1}
\end{equation*}
$$

where $p_{1}+p_{2}=p_{3}+p_{4}$ and $E_{C M}$ is the total energy in the centre-of-mass frame. Moreover,

$$
\begin{equation*}
t=-\left(p_{1}-p_{3}\right)^{2}=-\left(p_{2}-p_{4}\right)^{2} \tag{4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
u=-\left(p_{1}-p_{4}\right)^{2}=-\left(p_{2}-p_{3}\right)^{2} . \tag{4.3}
\end{equation*}
$$

We have that $s, t, u$ are all negative in Euclidean space and satisfy $s=u+t$. It should be pointed out that massless particles are considered in this chapter.

The total cross section, $\sigma$, in the centre-of-mass (CM) frame is given by

$$
\begin{equation*}
\sigma=\frac{1}{S} \int_{t_{\min }}^{t_{\max }} d t \frac{d \sigma}{d t}, \tag{4.4}
\end{equation*}
$$

where $t$ is given by

$$
\begin{equation*}
t=-2 E_{1} E_{3}+2\left|\mathbf{p}_{1}\right|\left|\mathbf{p}_{3}\right| \cos \theta \tag{4.5}
\end{equation*}
$$

When $\cos \theta=-1$, we get $t_{\text {min }}$ and, when $\cos \theta=+1$, we obtain $t_{\text {max }}$ ( $\theta$ is the angle between $\left|\mathbf{p}_{1}\right|$ and $\left.\left|\mathbf{p}_{3}\right|\right)$. $S$ is the symmetry factor for $n_{i}^{\prime}$ identical outgoing particles of type $i$,

$$
\begin{equation*}
S=\prod_{i} n_{i}^{\prime}! \tag{4.6}
\end{equation*}
$$

and, for two outgoing particles (after we analytically continue to Euclidean space), we have that

$$
\begin{equation*}
\frac{d \sigma}{d t}=-\frac{1}{64 \pi s\left|\mathbf{p}_{1}\right|^{2}}|\mathcal{T}|^{2}, \tag{4.7}
\end{equation*}
$$

where $d \sigma$ is the differential cross section and $\mathcal{T}$ is the scattering matrix element. In the CM frame, we also have

$$
\begin{equation*}
\left|\mathbf{p}_{1}\right|=\left|\mathbf{p}_{2}\right|=\left|\mathbf{p}_{3}\right|=\left|\mathbf{p}_{4}\right|=E_{1}=E_{2}=E_{3}=E_{4}=\frac{\sqrt{-s}}{2} \tag{4.8}
\end{equation*}
$$

Furthermore, we have that $t_{\min }=s$ and $t_{\max }=0$. Since the two outgoing particles are identical, the symmetry factor is $S=2$. Moreover, in Euclidean space,

$$
\begin{equation*}
t=\frac{s}{2}(1-\cos \theta) \tag{4.9}
\end{equation*}
$$

and

$$
\begin{equation*}
u=\frac{s}{2}(1+\cos \theta) . \tag{4.10}
\end{equation*}
$$

### 4.2 Scatterings in scalar field theory with higher derivative interactions

Let us now begin with a simple massless scalar field with a higher-derivative interaction term,

$$
\begin{equation*}
S=S_{\mathrm{free}}+S_{\mathrm{int}} \tag{4.11}
\end{equation*}
$$

where

$$
\begin{equation*}
S_{\mathrm{free}}=\frac{1}{2} \int d^{4} x(\phi \square \phi) \tag{4.12}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{\mathrm{int}}=\lambda \int d^{4} x(\phi \square \phi \square \phi) . \tag{4.13}
\end{equation*}
$$

$\lambda$ is a coupling constant and $\lambda \ll \mathcal{O}(1)$, so that we are within the perturbative limit. We will be working in Euclidean space; hence, the propagator in momentum space is then given by

$$
\begin{equation*}
\Pi\left(k^{2}\right)=\frac{-i}{k^{2}}, \tag{4.14}
\end{equation*}
$$

while the vertex factor is given by

$$
\begin{equation*}
\lambda V\left(k_{1}, k_{2}, k_{3}\right)=2 i \lambda\left(k_{1}^{2} k_{2}^{2}+k_{2}^{2} k_{3}^{2}+k_{3}^{2} k_{1}^{2}\right), \tag{4.15}
\end{equation*}
$$

where

$$
\begin{equation*}
k_{1}+k_{2}+k_{3}=0 . \tag{4.16}
\end{equation*}
$$

We can compute the tree-level amplitudes for the $s, t, u$ channels, see Fig. 4.1,

$$
\begin{equation*}
i \mathcal{T}_{\text {tree-level }}^{\text {S-channel }}=-\frac{25}{4} \lambda^{2} s^{4}\left(\frac{i}{s}\right), \tag{4.17}
\end{equation*}
$$



Figure 4.1: The $s$-channel, tree-level scattering diagram $p_{1} p_{2} \rightarrow p_{3} p_{4}$.


Figure 4.2: Left: The $t$-channel, tree-level scattering diagram $p_{1} p_{2} \rightarrow p_{3} p_{4}$. Right: The $u$-channel, tree-level scattering diagram $p_{1} p_{2} \rightarrow p_{3} p_{4}$ (it should be pointed out that the two outgoing momenta $p_{3}, p_{4}$ do not cross).
where $s=-\left(p_{1}+p_{2}\right)^{2}$. Similarly, see Fig. 4.2 (left),

$$
\begin{equation*}
i \mathcal{T}_{\text {tree-level }}^{- \text {-channel }}=-4 \lambda^{2} s^{2}\left(t+\frac{s}{4}\right)^{2}\left(\frac{i}{t}\right) \tag{4.18}
\end{equation*}
$$

and, see Fig. 4.2 (right),

$$
\begin{equation*}
i \mathcal{T}_{\text {tree-level }}^{u-\text {-channel }}=-4 \lambda^{2} s^{2}\left(u+\frac{s}{4}\right)^{2}\left(\frac{i}{u}\right), \tag{4.19}
\end{equation*}
$$

where $t=-\left(p_{1}-p_{3}\right)^{2}$ and $u=-\left(p_{1}-p_{4}\right)^{2}$. Hence, the total amplitude is given by:

$$
\begin{equation*}
\mathcal{T}_{\text {tree-level }}=-4 \lambda^{2} s^{2}\left(\frac{\left(\frac{5 s}{4}\right)^{2}}{s}+\frac{\left(t+\frac{s}{4}\right)^{2}}{t}+\frac{\left(u+\frac{s}{4}\right)^{2}}{u}\right) \tag{4.20}
\end{equation*}
$$

Since the scattering matrix element $\mathcal{T}_{\text {tree-level }}$ in (4.20) blows up as $s \rightarrow-\infty$, the total cross section $\sigma_{\text {tree-level }}$ in the centre-of-mass (CM) frame also blows up as $s \rightarrow-\infty$.


Figure 4.3: The $s$-channel, 1-loop scattering diagram $p_{1} p_{2} \rightarrow p_{3} p_{4}$.


Figure 4.4: The $s$-channel, scattering diagram $p_{1} p_{2} \rightarrow p_{3} p_{4}$ in which the bare propagator is replaced by the dressed propagator. The shaded blob indicates a dressed propagator.

### 4.2.1 Dressing the propagator

Since the tree-level amplitude blows up, we should now study the 1-loop, 2-point function in the propagator for the above interaction, see 4.11). We can compute the 1-loop, 2-point function with arbitrary external momentum, $p$. Therefore, regarding the 1 -loop, 2 -point function with external momenta $p,-p$ and symmetrical routing of momenta, we have that the 1-loop, 2-point function, $\Gamma_{2,1}\left(p^{2}\right)$, is given by

$$
\begin{align*}
\Gamma_{2,1}\left(p^{2}\right) & =\frac{i \lambda^{2}}{2} \int^{\Lambda} \frac{d^{4} k}{(2 \pi)^{4}} \frac{4\left[p^{2}\left(\frac{p}{2}-k\right)^{2}+p^{2}\left(\frac{p}{2}+k\right)^{2}+\left(\frac{p}{2}+k\right)^{2}\left(\frac{p}{2}-k\right)^{2}\right]^{2}}{\left(\frac{p}{2}-k\right)^{2}\left(\frac{p}{2}+k\right)^{2}} \\
& =\frac{i \lambda^{2}}{2} \int_{0}^{\Lambda} d \mathbf{k} \int_{-1}^{1} d x \frac{4 \pi \mathbf{k}^{3} \sqrt{1-x^{2}}}{(2 \pi)^{4}} \frac{4\left[p^{2}\left(\frac{p}{2}-k\right)^{2}+p^{2}\left(\frac{p}{2}+k\right)^{2}+\left(\frac{p}{2}+k\right)^{2}\left(\frac{p}{2}-k\right)^{2}\right]^{2}}{\left(\frac{p}{2}-k\right)^{2}\left(\frac{p}{2}+k\right)^{2}} \\
& =i \lambda^{2}\left(-\frac{p^{8}}{48 \pi^{2}}+\frac{\Lambda^{2} p^{6}}{8 \pi^{2}}+\frac{81 \Lambda^{4} p^{4}}{256 \pi^{2}}+\frac{17 \Lambda^{6} p^{2}}{96 \pi^{2}}+\frac{\Lambda^{8}}{32 \pi^{2}}\right), \tag{4.21}
\end{align*}
$$

where $k$ is the internal loop momentum, $x$ is the cosine of the angle between $p$ and $k(p \cdot k=\mathbf{p k} x$, where $\mathbf{p}$ and $\mathbf{k}$ are the norms of $p$ and $k$ in Euclidean
space) and $\Lambda$ is a hard cutoff. The counterterm, which is needed to cancel the divergences denoted by powers of $\Lambda$ in (4.21), and which should be added to the action in (4.11), is given by

$$
\begin{equation*}
S_{\mathrm{ct}}=\frac{\lambda^{2} \Lambda^{2}}{16 \pi^{2}} \int d^{4} x\left(\phi \square^{3} \phi-\frac{81 \Lambda^{2}}{32} \phi \square^{2} \phi+\frac{17 \Lambda^{4}}{12} \phi \square \phi-\frac{\Lambda^{6}}{4} \phi^{2}\right), \tag{4.22}
\end{equation*}
$$

which yields

$$
\begin{equation*}
\Gamma_{2,1, \mathrm{ct}}\left(p^{2}\right)=-\frac{i \lambda^{2} \Lambda^{2}}{8 \pi^{2}}\left(p^{6}+\frac{81 \Lambda^{2} p^{4}}{32}+\frac{17 \Lambda^{4} p^{2}}{12}+\frac{\Lambda^{6}}{4}\right) . \tag{4.23}
\end{equation*}
$$

Thus, the renormalised 1-loop, 2-point function, see Fig. 3.5 (top), is

$$
\begin{equation*}
\Gamma_{2,1 \mathrm{r}}\left(p^{2}\right)=\Gamma_{2,1}\left(p^{2}\right)+\Gamma_{2,1, \mathrm{ct}}\left(p^{2}\right)=-\frac{i \lambda^{2} p^{8}}{48 \pi^{2}} . \tag{4.24}
\end{equation*}
$$

We observe that the maximum power of $p$ appearing in the renormalised 1-loop, 2-point function with arbitrary external momenta, see (4.24), is $p^{8}$. Hence, in the UV, i.e., in the limit $s \rightarrow-\infty, \Gamma_{2,1 \mathrm{r}}(-s) \propto\left(p_{1}+p_{2}\right)^{8}=s^{4}$, where $\Gamma_{2,1 \mathrm{r}}$ is the renormalised 1-loop, 2-point function. Since

$$
\begin{align*}
i \mathcal{J}_{1-\text { loop }} & =\lambda^{2} V\left(p_{1}, p_{2},-p_{1}-p_{2}\right) V\left(-p_{3},-p_{4}, p_{1}+p_{2}\right)\left(\frac{i}{s}\right)^{2} \Gamma_{2,1 \mathrm{r}}(-s) \\
& +\lambda^{2} V\left(p_{1},-p_{3}, p_{3}-p_{1}\right) V\left(p_{2},-p_{4}, p_{1}-p_{3}\right)\left(\frac{i}{t}\right)^{2} \Gamma_{2,1 \mathrm{rr}}(-t) \\
& +\lambda^{2} V\left(p_{1},-p_{4}, p_{4}-p_{1}\right) V\left(p_{2},-p_{3}, p_{1}-p_{4}\right)\left(\frac{i}{u}\right)^{2} \Gamma_{2,1 \mathrm{r}}(-u), \tag{4.25}
\end{align*}
$$

the $s$-channel of $\mathcal{T}_{1 \text {-loop }}$ (an $s$-channel diagram having a 1-loop subdiagram) goes as $s^{2} s^{2} s^{-2} s^{4}=s^{6}$ when $s \rightarrow-\infty$, see Fig. 4.3 (the two bare propagators go as $1 / s$ each while the two bare vertices go as $s^{2}$ each). Hence, as $s \rightarrow-\infty$, $\mathcal{T}_{1-\text { loop }}^{\text {s-channel }}$ diverges. $\mathcal{T}_{1-\text { loop }}^{\text {t-channel }}$ (a $t$-channel diagram having a 1-loop subdiagram) and $\mathcal{T}_{1-\text { loop }}^{u \text {-channel }}$ (a $u$-channel diagram having a 1-loop subdiagram) also diverge except for $\theta=0$ and $\theta=\pi$, respectively.

Now what if we had an infinite series of loops in the scattering diagrams, see

Fig. 3.5(bottom), that is, if we had replaced the bare propagator with the dressed propagator? As we shall see below, the external momentum dependence of the 1-loop, 2-point function shall actually determine the UV behaviour of the dressed propagator.

The dressed propagator, see Fig. 3.5 (bottom), represents the geometric series of all the graphs with 1-loop, 2-point insertions, analytically continued to the entire complex $p^{2}$-plane. Mathematically, the dressed propagator, $\widetilde{\Pi}\left(p^{2}\right)$, is given by 100

$$
\begin{equation*}
\widetilde{\Pi}\left(p^{2}\right)=\frac{\Pi\left(p^{2}\right)}{1-\Pi\left(p^{2}\right) \Gamma_{2,1 \mathrm{r}}\left(p^{2}\right)} . \tag{4.26}
\end{equation*}
$$

Hence, for our example, we have

$$
\begin{align*}
\widetilde{\Pi}\left(p^{2}\right) & =\frac{-\frac{i}{p^{2}}}{1-\left(-\frac{i}{p^{2}}\right)\left(-\frac{i \lambda^{2} p^{8}}{48 \pi^{2}}\right)} \\
& =\frac{-i}{p^{2}+\frac{\lambda^{2} p^{8}}{48 \pi^{2}}} . \tag{4.27}
\end{align*}
$$

When $p^{2}$ is large, $p^{8}$ dominates $p^{2}$ in the denominator of 4.27), and we have

$$
\begin{equation*}
\widetilde{\Pi}\left(p^{2}\right) \approx-\frac{48 \pi^{2} i}{\lambda^{2} p^{8}} . \tag{4.28}
\end{equation*}
$$

Since

$$
\begin{align*}
i \mathcal{T}_{\text {dressed }} & =\lambda^{2} V\left(p_{1}, p_{2},-p_{1}-p_{2}\right) V\left(-p_{3},-p_{4}, p_{1}+p_{2}\right) \widetilde{\Pi}(-s) \\
& +\lambda^{2} V\left(p_{1},-p_{3}, p_{3}-p_{1}\right) V\left(p_{2},-p_{4}, p_{1}-p_{3}\right) \widetilde{\Pi}(-t) \\
& +\lambda^{2} V\left(p_{1},-p_{4}, p_{4}-p_{1}\right) V\left(p_{2},-p_{3}, p_{1}-p_{4}\right) \widetilde{\Pi}(-u), \tag{4.29}
\end{align*}
$$

then, if we replace the bare propagator with the dressed propagator in the tree-


Figure 4.5: 1-loop, 3-point diagram with bare vertices and bare internal propagators and symmetrical routing of momenta. The external momenta are $p_{1}, p_{2}, p_{3}$ and the internal (that is, inside the loop) momenta are $k+\frac{p_{1}}{3}-\frac{p_{2}}{3}, k+\frac{p_{2}}{3}-\frac{p_{3}}{3}$, $k+\frac{p_{3}}{3}-\frac{p_{1}}{3}$.
level scattering diagrams, see Fig. 4.4, we will have

$$
\begin{align*}
& \mathcal{T}_{\text {dressed }}^{S-\text { channel }}=-\frac{25}{4} \lambda^{2} \frac{s^{3}}{1-\frac{\lambda^{2} s^{3}}{48 \pi^{2}}},  \tag{4.30}\\
& \mathcal{T}_{\text {dressed }}^{\mathrm{t} \text { channel }}=-4 \lambda^{2}\left(\frac{3 s}{4}-\frac{s}{2} \cos \theta\right)^{2} \frac{2 s}{(1-\cos \theta)\left[1-\frac{\lambda^{2} s^{3}(1-\cos \theta)^{3}}{384 \pi^{2}}\right]},  \tag{4.31}\\
& \mathcal{T}_{\text {dressed }}^{\text {u-channel }}=-4 \lambda^{2}\left(\frac{3 s}{4}+\frac{s}{2} \cos \theta\right)^{2} \frac{2 s}{(1+\cos \theta)\left[1-\frac{\lambda^{2} s^{3}(1+\cos \theta)^{3}}{384 \pi^{2}}\right]} . \tag{4.32}
\end{align*}
$$

Hence, we can make the following observations:

- $\mathfrak{T}_{\text {dressed }}^{s-\text { channel }}$ does not blow up as $s \rightarrow-\infty$.
- $\mathcal{T}_{\text {dressed }}^{\mathrm{t} \text { channel }}$ blows up as $s \rightarrow-\infty$ when $\cos (\theta)=1 \Rightarrow \theta=0$.
- Similarly, $\mathfrak{T}_{\text {dressed }}^{u-c h a n n e l}$ blows up as $s \rightarrow-\infty$ when $\cos (\theta)=-1 \Rightarrow \theta=\pi$.

Since we have that $\mathcal{T}_{\text {dressed }}=\mathcal{T}_{\text {dressed }}^{s-c h a n n e l}+\mathcal{T}_{\text {dressed }}^{\text {t-channel }}+\mathcal{T}_{\text {dressed }}^{\text {u-channel }}$, one can verify that the total cross section $\sigma_{\text {dressed }}$ corresponding to $\mathcal{T}_{\text {dressed }}$ blows up as $s \rightarrow-\infty$. To summarise, the dressed propagator is not sufficient to prevent the scattering diagram from blowing up as $s \rightarrow-\infty$ since the polynomial suppression coming from the dressed propagator cannot overcome the polynomial enhancement originating from the two bare vertices in Fig. 4.4. In Section 4.2.2, we shall dress the vertices to see whether we can eliminate the external momentum divergences of the scattering diagrams.

As a prelude to Section 4.2.2, suppose we consider a 1-loop, 3-point diagram, see Fig. 4.5. with external momenta $p_{1}, p_{2}$ and $p_{3}$ (we assume that the propagators and the vertices are bare), and symmetrical routing of momenta. Then the propagators in the 1-loop triangle are given by

$$
-i\left(k+\frac{p_{1}}{3}-\frac{p_{2}}{3}\right)^{-2},-i\left(k+\frac{p_{2}}{3}-\frac{p_{3}}{3}\right)^{-2},-i\left(k+\frac{p_{3}}{3}-\frac{p_{1}}{3}\right)^{-2},
$$

and the vertex factors are given by

$$
\begin{aligned}
& 2 i \lambda\left(p_{2}^{2}\left(k+\frac{p_{1}}{3}-\frac{p_{2}}{3}\right)^{2}+p_{2}^{2}\left(k+\frac{p_{2}}{3}-\frac{p_{3}}{3}\right)^{2}+\left(k+\frac{p_{1}}{3}-\frac{p_{2}}{3}\right)^{2}\left(k+\frac{p_{2}}{3}-\frac{p_{3}}{3}\right)^{2}\right), \\
& 2 i \lambda\left(p_{3}^{2}\left(k+\frac{p_{2}}{3}-\frac{p_{3}}{3}\right)^{2}+p_{3}^{2}\left(k+\frac{p_{3}}{3}-\frac{p_{1}}{3}\right)^{2}+\left(k+\frac{p_{2}}{3}-\frac{p_{3}}{3}\right)^{2}\left(k+\frac{p_{3}}{3}-\frac{p_{1}}{3}\right)^{2}\right), \\
& 2 i \lambda\left(p_{1}^{2}\left(k+\frac{p_{3}}{3}-\frac{p_{1}}{3}\right)^{2}+p_{1}^{2}\left(k+\frac{p_{1}}{3}-\frac{p_{2}}{3}\right)^{2}+\left(k+\frac{p_{3}}{3}-\frac{p_{1}}{3}\right)^{2}\left(k+\frac{p_{1}}{3}-\frac{p_{2}}{3}\right)^{2}\right) .
\end{aligned}
$$

Hence, the 1-loop, 3-point diagram, $\Gamma_{3,1}\left(p^{2}\right)$, will be given by

$$
\begin{align*}
\Gamma_{3,1}\left(p^{2}\right) & =i \lambda^{3} \int^{\Lambda} \frac{d^{4} k}{(2 \pi)^{4}}\left[\frac{8}{\left(k+\frac{p_{1}}{3}-\frac{p_{2}}{3}\right)^{2}\left(k+\frac{p_{2}}{3}-\frac{p_{3}}{3}\right)^{2}\left(k+\frac{p_{3}}{3}-\frac{p_{1}}{3}\right)^{2}}\right. \\
& \times\left(p_{2}^{2}\left(k+\frac{p_{1}}{3}-\frac{p_{2}}{3}\right)^{2}+p_{2}^{2}\left(k+\frac{p_{2}}{3}-\frac{p_{3}}{3}\right)^{2}+\left(k+\frac{p_{1}}{3}-\frac{p_{2}}{3}\right)^{2}\left(k+\frac{p_{2}}{3}-\frac{p_{3}}{3}\right)^{2}\right) \\
& \times\left(p_{3}^{2}\left(k+\frac{p_{2}}{3}-\frac{p_{3}}{3}\right)^{2}+p_{3}^{2}\left(k+\frac{p_{3}}{3}-\frac{p_{1}}{3}\right)^{2}+\left(k+\frac{p_{2}}{3}-\frac{p_{3}}{3}\right)^{2}\left(k+\frac{p_{3}}{3}-\frac{p_{1}}{3}\right)^{2}\right) \\
& \left.\times\left(p_{1}^{2}\left(k+\frac{p_{3}}{3}-\frac{p_{1}}{3}\right)^{2}+p_{1}^{2}\left(k+\frac{p_{1}}{3}-\frac{p_{2}}{3}\right)^{2}+\left(k+\frac{p_{3}}{3}-\frac{p_{1}}{3}\right)^{2}\left(k+\frac{p_{1}}{3}-\frac{p_{2}}{3}\right)^{2}\right)\right] . \tag{4.33}
\end{align*}
$$

After integration with respect to the internal loop momentum $k$ and renormalisation of the loop integral divergences, i.e., the terms involving powers of $\Lambda$ ( $\Lambda$ is a hard cutoff), by adding appropriate counterterms involving powers of $\Lambda$ to the action so that no powers of $\Lambda$ remain in the renormalised action, we are left with a polynomial function of the three external momenta $p_{1}, p_{2}, p_{3}$, that is, we have an expression of the form $\sum_{\alpha, \beta, \gamma} p_{1}^{2 \alpha} p_{2}^{2 \beta} p_{3}^{2 \gamma}$, where $\alpha, \beta, \gamma$ are parameters. We will


Figure 4.6: 3 -point diagram constructed out of lower-loop 2-point \& 3-point diagrams. The dark blobs indicate renormalised vertex corrections and the dashed lines inside the triangle denote bare internal propagators. The loop order of the dark blob on the left is $n$ while the loop order of the dark blobs on the right is $n-1$. The external momenta are $p_{1}, p_{2}, p_{3}$ and the internal (that is, inside the loop) momenta are $k+\frac{p_{1}}{3}-\frac{p_{2}}{3}, k+\frac{p_{2}}{3}-\frac{p_{3}}{3}, k+\frac{p_{3}}{3}-\frac{p_{1}}{3}$.
require these computations in the following subsection.

### 4.2.2 Dressing the vertices by making vertex loop corrections to the bare vertices

Based on the results of Section 4.2.1, suppose we want to dress the vertices by making renormalised vertex loop corrections to the bare vertices at the left- and right-ends of the scattering diagrams, see Fig. 4.6. As we saw in (4.33), both the bare propagators and the bare vertices can be written in terms of powers of momenta. After integration with respect to the internal loop momentum $k$, we obtain a polynomial expression involving powers of the external momenta $p_{1}, p_{2}$, $p_{3}$. As the loop-order increases, the 3-point function can still be written as a polynomial function of the external momenta; this happens because, as previously, the (bare) propagators are polynomials in momenta while the (dressed) vertices are also polynomials in momenta. Therefore, we expect the external momentum dependence of the 3 -point function, see Fig 4.6, in the UV limit, i.e., as $p_{i}^{2} \rightarrow \infty$, where $i=1,2,3$, in terms of the three external momenta, $p_{1}, p_{2}, p_{3}$, to follow as:

$$
\begin{equation*}
\Gamma_{3} \xrightarrow{U V} \sum_{\alpha, \beta, \gamma} p_{1}^{2 \alpha} p_{2}^{2 \beta} p_{3}^{2 \gamma}, \tag{4.34}
\end{equation*}
$$

with the convention

$$
\begin{equation*}
\alpha \geq \beta \geq \gamma . \tag{4.35}
\end{equation*}
$$

The reason we expect the external momentum dependence of 3-point function to be given by (4.34) is that, once all the (lower-) loop subdiagrams have been integrated out, what remains are polynomial expressions in terms of the corresponding external momenta. Some of these external momenta can then become the internal loop momentum in a subsequent higher-loop diagram.

First, let us consider how one can get the largest sum of all the exponents, i.e., $\alpha+\beta+\gamma$. Although all the arguments below can be conducted for three different sets of exponents in the three 3-point vertices making up the 1-loop triangle, see Fig. 4.6, for simplicity, here we will look at what happens when all the three vertices have the same exponents.

Clearly, the best way to obtain the largest exponents for the external momenta is to have the $\alpha$ exponent correspond to the external momenta. Assuming a symmetric distribution of $(\beta, \gamma)$ among the internal loops and considering the $n$-loop, 3 -point diagram with symmetrical routing of momenta, see Fig. 4.6, the propagators in the 1-loop triangle are given by

$$
-i\left(k+\frac{p_{1}}{3}-\frac{p_{2}}{3}\right)^{-2},-i\left(k+\frac{p_{2}}{3}-\frac{p_{3}}{3}\right)^{-2},-i\left(k+\frac{p_{3}}{3}-\frac{p_{1}}{3}\right)^{-2},
$$

and the vertex factors are (the superscripts in $\alpha^{n-1}, \beta^{n-1}, \gamma^{n-1}$ denote the looporder; clearly, they are not powers)

$$
\begin{aligned}
& i p_{1}^{2 \alpha^{n-1}}\left(k+\frac{p_{3}}{3}-\frac{p_{1}}{3}\right)^{2 \beta^{n-1}}\left(k+\frac{p_{1}}{3}-\frac{p_{2}}{3}\right)^{2 \gamma^{n-1}} \\
& i p_{2}^{22^{n-1}}\left(k+\frac{p_{1}}{3}-\frac{p_{2}}{3}\right)^{2 \beta^{n-1}}\left(k+\frac{p_{2}}{3}-\frac{p_{3}}{3}\right)^{2 \gamma^{n-1}} \\
& i p_{3}^{2 \alpha^{n-1}}\left(k+\frac{p_{2}}{3}-\frac{p_{3}}{3}\right)^{2 \beta^{n-1}}\left(k+\frac{p_{3}}{3}-\frac{p_{1}}{3}\right)^{2 \gamma^{n-1}}
\end{aligned}
$$

Conservation of momenta then yields, in the UV, i.e., as $p_{i}^{2} \rightarrow \infty$, where
$i=1,2,3$, and $\Gamma_{3, n}$ is the $n$-loop, 3 -point function,

$$
\begin{align*}
\Gamma_{3, n} & \longrightarrow \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}}\left[\frac{p_{1}^{2 \alpha^{n-1}} p_{2}^{2 \alpha^{n-1}} p_{3}^{2 \alpha^{n-1}}}{\left(k+\frac{p_{1}}{3}-\frac{p_{2}}{3}\right)^{2}\left(k+\frac{p_{2}}{3}-\frac{p_{3}}{3}\right)^{2}\left(k+\frac{p_{3}}{3}-\frac{p_{1}}{3}\right)^{2}}\right. \\
& \left.\times\left(k+\frac{p_{1}}{3}-\frac{p_{2}}{3}\right)^{2\left(\beta^{n-1}+\gamma^{n-1}\right)}\left(k+\frac{p_{2}}{3}-\frac{p_{3}}{3}\right)^{2\left(\beta^{n-1}+\gamma^{n-1}\right)}\left(k+\frac{p_{3}}{3}-\frac{p_{1}}{3}\right)^{2\left(\beta^{n-1}+\gamma^{n-1}\right)}\right], \tag{4.36}
\end{align*}
$$

where $p_{1}, p_{2}, p_{3}$ are the external momenta for the 1 -loop triangle and the superscript in the $\alpha, \beta, \gamma$ indicates that these are coefficients that one obtains from contributions up to $n-1$ loop level. Now, let us proceed to obtain the $n$-th loop coefficients. We obtain from (4.36) that

$$
\begin{equation*}
\alpha^{n}=\beta^{n}=\gamma^{n}=\alpha^{n-1}+2\left(\beta^{n-1}+\gamma^{n-1}\right) . \tag{4.37}
\end{equation*}
$$

For 3-point bare vertices, we have now $\alpha^{0}=\beta^{0}=1$ and $\gamma^{0}=0$. As $n$ increases, $\alpha^{n}, \beta^{n}$ and $\gamma^{n}$ increase; this means that, as the number of loops increases, the external momentum dependences of the dressed vertices become larger and larger as the external momenta become larger.

If we now dress the vertices by making renormalised vertex loop corrections to the bare vertices at the left- and right-ends of the tree-level scattering diagrams, we will have, see Fig. 4.7 (for $n \geq 1, \alpha^{n}=\beta^{n}=\gamma^{n}$ ),

$$
\begin{align*}
& \mathfrak{T}_{\text {vertex corrections }}^{\text {S-channel }} \sim s^{2 \alpha^{n}}\left(\frac{s}{2}\right)^{4 \alpha^{n}} \frac{1}{s},  \tag{4.38}\\
& \mathcal{T}_{\text {vertex corrections }}^{t-\text { channel }} \sim t^{2 \alpha^{n}}\left(\frac{s}{2}\right)^{4 \alpha^{n}} \frac{1}{t}=\left[\frac{s}{2}(1-\cos \theta)\right]^{2 \alpha^{n}-1}\left(\frac{s}{2}\right)^{4 \alpha^{n}},  \tag{4.39}\\
& \mathcal{T}_{\text {vertex corrections }}^{\text {u-channel }} \sim u^{2 \alpha^{n}}\left(\frac{s}{2}\right)^{4 \alpha^{n}} \frac{1}{u}=\left[\frac{s}{2}(1+\cos \theta)\right]^{2 \alpha^{n}-1}\left(\frac{s}{2}\right)^{4 \alpha^{n}} . \tag{4.40}
\end{align*}
$$

Since $\alpha^{0}=\beta^{0}=1$ and $\gamma^{0}=0$, using 4.37, we can see that $\alpha^{1}=3$; therefore, $\alpha^{n} \geq 3$ for $n \geq 1$. Hence, we can make the following observations from the above expressions:

- $\mathfrak{T}_{\text {vertex corrections }}^{s-\text { channel }}$ blows up as $s \rightarrow-\infty$.


Figure 4.7: An $s$-channel scattering diagram $p_{1} p_{2} \rightarrow p_{3} p_{4}$. The shaded blob indicates a dressed propagator and the dark blobs indicate renormalised vertex corrections.

- $\mathfrak{T}_{\text {vertex corrections }}^{\text {t-channel }}$ blows up as $s \rightarrow-\infty$ except when $\cos (\theta)=1 \Rightarrow \theta=0$.
- Similarly, $\mathfrak{T}_{\text {vertex corrections }}^{u-c h a n e l}$ blows up as $s \rightarrow-\infty$ except when $\cos (\theta)=-1 \Rightarrow$ $\theta=\pi$.

Thus, one can check that the cross section $\sigma_{\text {dressed vertices }}$ corresponding to $\mathcal{T}_{\text {vertex corrections }}=$ $\mathcal{T}_{\text {vertex corrections }}^{\text {s-channel }}+\mathcal{T}_{\text {vertex corrections }}^{\text {t-channel }}+\mathcal{T}_{\text {vertex corrections }}^{\text {u-channel }}$ blows up as $s \rightarrow-\infty$.

We see that dressing the vertices by making just vertex loop corrections to the bare vertices does not ameliorate the external momentum growth of scattering diagrams in the UV in our example, see 4.11). In fact, it makes the growth increase. In the next subsection, we shall dress the vertices by making both propagator and vertex loop corrections to the bare vertices at the left- and rightends of the scattering diagrams.

### 4.2.3 Dressing the vertices by making propagator \& vertex loop corrections to the bare vertices

In this subsection, we shall dress the vertices by making renormalised propagator and vertex loop corrections to the bare vertices at the left- and right-ends of the scattering diagrams, see Fig. 3.9 (right). Again, we expect the external momentum dependence of the 3-point function to be given in the UV limit, i.e., as $p_{i}^{2} \rightarrow \infty$, where $i=1,2,3$, by (4.34).

As previously, the best way to obtain the largest exponents for the external momenta is to have the $\alpha$ exponent correspond to the external momenta. Assuming a symmetric distribution of $(\beta, \gamma)$ among the internal loops and considering
the $n$-loop, 3 -point diagram with symmetrical routing of momenta, see Fig. 3.9 (right), the dressed propagators in the 1-loop triangle are

$$
-i\left(k+\frac{p_{1}}{3}-\frac{p_{2}}{3}\right)^{-8},-i\left(k+\frac{p_{2}}{3}-\frac{p_{3}}{3}\right)^{-8},-i\left(k+\frac{p_{3}}{3}-\frac{p_{1}}{3}\right)^{-8},
$$

while the vertex factors are

$$
\begin{aligned}
& i p_{1}^{2 \alpha^{n-1}}\left(k+\frac{p_{3}}{3}-\frac{p_{1}}{3}\right)^{2 \beta^{n-1}}\left(k+\frac{p_{1}}{3}-\frac{p_{2}}{3}\right)^{2 \gamma^{n-1}}, \\
& i p_{2}^{2 \alpha^{n-1}}\left(k+\frac{p_{1}}{3}-\frac{p_{2}}{3}\right)^{2 \beta^{n-1}}\left(k+\frac{p_{2}}{3}-\frac{p_{3}}{3}\right)^{2 \gamma^{n-1}}, \\
& i p_{3}^{2 \alpha^{n-1}}\left(k+\frac{p_{2}}{3}-\frac{p_{3}}{3}\right)^{2 \beta^{n-1}}\left(k+\frac{p_{3}}{3}-\frac{p_{1}}{3}\right)^{2 \gamma^{n-1}} .
\end{aligned}
$$

Conservation of momenta then yields, in the UV, i.e., as $p_{i}^{2} \rightarrow \infty$, where $i=$ $1,2,3$,

$$
\begin{align*}
\Gamma_{3, n} & \longrightarrow \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}}\left[\frac{p_{1}^{2 \alpha^{n-1}} p_{2}^{2 \alpha^{n-1}} p_{3}^{2 \alpha^{n-1}}}{\left(k+\frac{p_{1}}{3}-\frac{p_{2}}{3}\right)^{8}\left(k+\frac{p_{2}}{3}-\frac{p_{3}}{3}\right)^{8}\left(k+\frac{p_{3}}{3}-\frac{p_{1}}{3}\right)^{8}}\right. \\
& \left.\times\left(k+\frac{p_{1}}{3}-\frac{p_{2}}{3}\right)^{2\left(\beta^{n-1}+\gamma^{n-1}\right)}\left(k+\frac{p_{2}}{3}-\frac{p_{3}}{3}\right)^{2\left(\beta^{n-1}+\gamma^{n-1}\right)}\left(k+\frac{p_{3}}{3}-\frac{p_{1}}{3}\right)^{2\left(\beta^{n-1}+\gamma^{n-1}\right)}\right], \tag{4.41}
\end{align*}
$$

where $p_{1}, p_{2}, p_{3}$ are the external momenta for the 1-loop triangle and the superscript in the $\alpha, \beta, \gamma$ indicates that these are coefficients that one obtains from contributions up to $n-1$ loop level. Now, let us proceed to obtain the $n$-th loop coefficients by inspecting (4.41), we have

$$
\begin{equation*}
\alpha^{n}=\beta^{n}=\gamma^{n}=\alpha^{n-1}+2\left(\beta^{n-1}+\gamma^{n-1}\right) . \tag{4.42}
\end{equation*}
$$

For the 3-point bare vertices, we have that $\alpha^{0}=\beta^{0}=1$ and $\gamma^{0}=0$. As $n$ increases, $\alpha^{n}$, $\beta^{n}$ and $\gamma^{n}$ increase; this means that, as the number of loops increases, the external momentum growth of the dressed vertices increases.

If we now dress the vertices by making renormalised propagator and vertex loop corrections to the bare vertices at the left- and right-ends of the tree-level
scattering diagrams, see Fig. 4.7, we obtain, as $s \rightarrow-\infty$,

$$
\begin{align*}
& \mathfrak{T}_{\text {both corrections }}^{\text {S-chanel }} \sim s^{2 \alpha^{n}}\left(\frac{s}{2}\right)^{4 \alpha^{n}} \frac{1}{s^{4}},  \tag{4.43}\\
& \mathcal{T}_{\text {both corrections }}^{\text {t-channel }} \sim t^{2 \alpha^{n}}\left(\frac{s}{2}\right)^{4 \alpha^{n}} \frac{1}{t^{4}}=\left[\frac{s}{2}(1-\cos \theta)\right]^{2 \alpha^{n}-4}\left(\frac{s}{2}\right)^{4 \alpha^{n}},  \tag{4.44}\\
& \mathcal{T}_{\text {both corrections }}^{\text {u-channel }} \sim u^{2 \alpha^{n}}\left(\frac{s}{2}\right)^{4 \alpha^{n}} \frac{1}{u^{4}}=\left[\frac{s}{2}(1+\cos \theta)\right]^{2 \alpha^{n}-4}\left(\frac{s}{2}\right)^{4 \alpha^{n}} . \tag{4.45}
\end{align*}
$$

Since $\alpha^{n} \geq 3$ for $n \geq 1$, we can make the following observations:

- $\mathfrak{T}_{\text {both corrections }}^{\text {s-channel }}$ blows up as $s \rightarrow-\infty$.
- $\mathfrak{T}_{\text {both corrections }}^{\text {t-chanel }}$ blows up as $s \rightarrow-\infty$ except when $\cos (\theta)=1 \Rightarrow \theta=0$.
- Similarly, $\mathfrak{T}_{\text {both corrections }}^{\text {u-chanel }}$ blows up as $s \rightarrow-\infty$ except when $\cos (\theta)=-1 \Rightarrow$ $\theta=\pi$.

Thus, one can check that the cross section $\sigma_{\text {both corrections }}$ corresponding to $\mathcal{T}_{\text {both corrections }}=$ $\mathcal{T}_{\text {both corrections }}^{\mathrm{S} \text { channel }}+\mathcal{T}_{\text {both corrections }}^{\mathrm{t} \text {-channel }}+\mathcal{T}_{\text {both corrections }}^{\text {u-channel }}$ blows up as $s \rightarrow-\infty$.

We see that dressing the vertices by making propagator and vertex loop corrections to the bare vertices cannot ameliorate the UV external momentum growth of scattering diagrams in our toy model example given by (4.11). This motivates us to consider something very different; in the following section, we shall not consider a finite-order, higher-derivative theory, but an infinite-derivative massless scalar field theory with cubic interaction in $\phi$. Both the free and interaction parts of the action will contain infinite derivatives.

### 4.3 Scatterings in infinite derivative theory

We saw in Section 4.2 that, within the context of a finite-order higher-derivative scalar toy model, we cannot tame the UV external momentum growth appearing in scattering diagrams. In particular, we need to "soften" the external momentum contributions coming from the dressed vertices; as we saw in Sections 4.2.2 \& 4.2.3. dressing the vertices in a finite-order higher-derivative toy
model cannot help us tame the external momentum growth of the scattering diagrams. Since this is not possible for a finite-order higher-derivative toy model, we shall examine an infinite derivative scalar toy model. Therefore, let us consider the following action, which has a cubic interaction where $\lambda \ll \mathcal{O}(1)$, and treat it perturbatively:

$$
\begin{equation*}
S=\int d^{4} x\left[\frac{1}{2} \phi \square a(\bar{\square}) \phi+\lambda \phi \square \phi a(\bar{\square}) \phi\right] . \tag{4.46}
\end{equation*}
$$

Now, let us demand that the propagator for free action retains only the massless scalar degree of freedom. In which case, we assume that the kinetic term obtains an entire function correction. For simplicity, we take such a function to be Gaussian:

$$
\begin{equation*}
a(\overline{\boxed{\square}})=e^{-\bar{\square}}, \tag{4.47}
\end{equation*}
$$

where$\equiv$ / $M^{2}$ and $M$ is the mass scale at which the non-local modifications become important. When $a$ is an entire function having no zeroes, the infinite derivative theory can be made ghost-free [56, 87]. Such a choice of $a(\square)$ is also well motivated by $p$-adic strings [22]. The propagator in momentum space is then given in Euclidean space by

$$
\begin{equation*}
\Pi\left(k^{2}\right)=\frac{-i}{k^{2} e^{\bar{k}^{2}}}, \tag{4.48}
\end{equation*}
$$

where barred 4-momentum vectors denote $\bar{k}=k / M$. The vertex factor for three incoming momenta $k_{1}, k_{2}, k_{3}$ satisfying the following conservation law,

$$
\begin{equation*}
k_{1}+k_{2}+k_{3}=0, \tag{4.49}
\end{equation*}
$$

is given by

$$
\begin{equation*}
\lambda V\left(k_{1}, k_{2}, k_{3}\right)=-i \lambda\left[k_{1}^{2}\left(e^{\bar{k}_{2}^{2}}+e^{\bar{k}_{3}^{2}}\right)+k_{2}^{2}\left(e^{\bar{k}_{3}^{2}}+e^{\bar{k}_{1}^{2}}\right)+k_{3}^{2}\left(e^{\bar{k}_{1}^{2}}+e^{\bar{k}_{2}^{2}}\right)\right] . \tag{4.50}
\end{equation*}
$$

We can compute the tree-level $s, t, u$ channels in the CM frame and we obtain

$$
\begin{align*}
i \mathcal{T}_{\text {tree-level }}^{\text {s-channel }} & =-\lambda^{2} s^{2}\left[3 e^{-s / 2 M^{2}}+e^{-s / M^{2}}\right]^{2}\left(\frac{i}{s e^{-s / M^{2}}}\right)  \tag{4.51}\\
i \mathcal{T}_{\text {tree-level }}^{\text {t-channel }} & =-\lambda^{2}\left[(s+2 t) e^{-s / 2 M^{2}}+s e^{-t / M^{2}}\right]^{2}\left(\frac{i}{t e^{-t / M^{2}}}\right),  \tag{4.52}\\
i \mathcal{T}_{\text {tree-level }}^{u-\text { channel }} & =-\lambda^{2}\left[(s+2 u) e^{-s / 2 M^{2}}+s e^{-u / M^{2}}\right]^{2}\left(\frac{i}{u e^{-u / M^{2}}}\right) . \tag{4.53}
\end{align*}
$$

We note that, as $s \rightarrow-\infty, \mathcal{T}_{\text {tree-level }}=\mathcal{T}_{\text {tree-level }}^{s-\text { channel }}+\mathcal{T}_{\text {tree-level }}^{t \text {-channel }}+\mathcal{T}_{\text {tree-level }}^{u-\text { chanel }}$ blows up.

Now, in order to compute the dressed propagator, we have, first, to write down the 1-loop, 2-point function with external momenta $p$ and $-p$. We have

$$
\begin{align*}
\Gamma_{2,1}\left(p^{2}\right) & =\frac{i \lambda^{2}}{2} \int \frac{d^{4} k}{(2 \pi)^{4}} \frac{1}{\left(\frac{p}{2}+k\right)^{2}\left(\frac{p}{2}-k\right)^{2} e^{\left(\frac{\bar{p}}{2}+\bar{k}\right)^{2}} e^{\left(\frac{\bar{p}}{2}-\bar{k}\right)^{2}}} \\
& \times\left[p^{2}\left(e^{\left(\frac{\overline{\overline{2}}}{2}+\bar{k}\right)^{2}}+e^{\left(\frac{\overline{\overline{2}}}{2}-\bar{k}\right)^{2}}\right)+\left(\frac{p}{2}+k\right)^{2}\left(e^{\bar{p}^{2}}+e^{\left(\frac{\bar{p}}{2}-\bar{k}\right)^{2}}\right)+\left(\frac{p}{2}-k\right)^{2}\left(e^{\bar{p}^{2}}+e^{\left(\frac{\overline{\bar{p}}}{2}+\bar{k}\right)^{2}}\right)\right]^{2} . \tag{4.54}
\end{align*}
$$

After renormalising the divergent (in terms of the internal loop momentum $k^{\mu}$ ) terms ${ }^{11}$, we have that the most divergent part (in terms of the external momentum $p^{\mu}$ ) of the 1-loop, 2-point function is given by (see also (3.48) \& (3.49)

$$
\frac{i \lambda^{2} M^{4} e^{\frac{3 \bar{p}^{2}}{2}}\left(4 M^{2}+p^{2}\right)}{32 \pi^{2} p^{2}}
$$

Thus, the renormalised 1-loop, 2-point function goes as $\left(1+4 \bar{p}^{-2}\right) e^{\frac{3 \bar{p}^{2}}{2}}$ when $p^{2}$ is large.

As $s \rightarrow-\infty$, the renormalised 1-loop, 2-point function $\Gamma_{2,1 \mathrm{r}}(-s)$ goes as

[^13]$e^{-\frac{3 s}{2 M^{2}}}$. Since
\[

$$
\begin{align*}
i \mathcal{T}_{1-\mathrm{loop}} & =\lambda^{2} V\left(p_{1}, p_{2},-p_{1}-p_{2}\right) V\left(-p_{3},-p_{4}, p_{1}+p_{2}\right)\left(\frac{i}{s e^{-s / M^{2}}}\right)^{2} \Gamma_{2, \text { rr }}(-s) \\
& +\lambda^{2} V\left(p_{1},-p_{3}, p_{3}-p_{1}\right) V\left(p_{2},-p_{4}, p_{1}-p_{3}\right)\left(\frac{i}{t e^{-t / M^{2}}}\right)^{2} \Gamma_{2,1 \mathrm{r}}(-t) \\
& +\lambda^{2} V\left(p_{1},-p_{4}, p_{4}-p_{1}\right) V\left(p_{2},-p_{3}, p_{1}-p_{4}\right)\left(\frac{i}{u e^{-u / M^{2}}}\right)^{2} \Gamma_{2,1 \mathrm{r}}(-u) \tag{4.55}
\end{align*}
$$
\]

we have that the $s$-channel of $\mathcal{T}_{1 \text {-loop }}$, see again Fig. 4.3. goes as $e^{-\frac{2 s}{M^{2}}} e^{\frac{2 s}{M^{2}}} e^{-\frac{3 s}{2 M^{2}}}=$ $e^{-\frac{3 s}{2 M^{2}}}$ when $s \rightarrow-\infty$. Hence, as $s \rightarrow-\infty, \mathcal{T}_{1-\text { loop }}^{\text {s-channel }}$ diverges. $\mathcal{T}_{1-\text { loop }}^{\text {t-channel }}$ and $\mathcal{T}_{1-\text { loop }}^{\text {u-channel }}$ also diverge as $s \rightarrow-\infty$.

### 4.3.1 Dressing the propagator

Since, for large $p^{2}$, the dressed propagator goes as

$$
\begin{equation*}
\widetilde{\Pi}\left(p^{2}\right) \approx\left(1+4 \bar{p}^{-2}\right)^{-1} e^{-\frac{3 \bar{p}^{2}}{2}} \tag{4.56}
\end{equation*}
$$

we observe that the dressed propagator is more strongly exponentially suppressed than the bare propagator.

Since

$$
\begin{align*}
i \mathcal{T}_{\text {dressed }} & =\lambda^{2} V\left(p_{1}, p_{2},-p_{1}-p_{2}\right) V\left(-p_{3},-p_{4}, p_{1}+p_{2}\right) \widetilde{\Pi}(-s) \\
& +\lambda^{2} V\left(p_{1},-p_{3}, p_{3}-p_{1}\right) V\left(p_{2},-p_{4}, p_{1}-p_{3}\right) \widetilde{\Pi}(-t) \\
& +\lambda^{2} V\left(p_{1},-p_{4}, p_{4}-p_{1}\right) V\left(p_{2},-p_{3}, p_{1}-p_{4}\right) \widetilde{\Pi}(-u), \tag{4.57}
\end{align*}
$$

then, if we now replace the bare propagator with the dressed propagator in the

### 4.3 Scatterings in infinite derivative theory

tree-level scattering diagrams, see Fig. 4.4 (bottom), we will have, as $s \rightarrow-\infty$,

$$
\begin{align*}
& \mathfrak{T}_{\text {dressed }}^{s-\text { channel }} \sim\left[3 e^{-\frac{s}{2 M^{2}}}+e^{-\frac{s}{M^{2}}}\right]^{2} e^{\frac{3 s}{2 M^{2}}} \sim e^{-\frac{s}{2 M^{2}}}, \\
& \mathcal{T}_{\text {dressed }}^{t-\text { channel }} \sim\left[(s+2 t) e^{-\frac{s}{2 M^{2}}}+s e^{-\frac{t}{M^{2}}}\right]^{2} e^{\frac{3 t}{2 M^{2}}}=\left[s(2-\cos \theta) e^{-\frac{s}{2 M^{2}}}+s e^{-\frac{s(1-\cos \theta)}{2 M^{2}}}\right]^{2} e^{\frac{3 s(1-\cos \theta)}{4 M^{2}}},  \tag{4.59}\\
& \mathcal{T}_{\text {dressed }}^{\text {u-channel }} \sim\left[(s+2 u) e^{-\frac{s}{2 M^{2}}}+s e^{-\frac{u}{M^{2}}}\right]^{2} e^{\frac{3 u}{2 M^{2}}}=\left[s(2+\cos \theta) e^{-\frac{s}{2 M^{2}}}+s e^{-\frac{s(1+\cos \theta)}{2 M^{2}}}\right]^{2} e^{\frac{3 s(1+\cos \theta)}{4 M^{2}}} . \tag{4.60}
\end{align*}
$$

Hence, we can make the following observations:

- $\mathcal{T}_{\text {dressed }}^{\text {s-channel }}$ blows up as $s \rightarrow-\infty$.
- $\mathcal{T}_{\text {dressed }}^{\text {t-channel }}$ blows up as $s \rightarrow-\infty$ for all values of $\theta$.
- $\mathcal{T}_{\text {dressed }}^{u-\text {-channel }}$ blows up as $s \rightarrow-\infty$ for all values of $\theta$.

Since $\mathcal{T}_{\text {dressed }}=\mathcal{T}_{\text {dressed }}^{s-\text { channel }}+\mathcal{T}_{\text {dressed }}^{\mathrm{t}-\text { channel }}+\mathcal{T}_{\text {dressed }}^{\text {u-channel }}$, one can verify that the total cross section $\sigma_{\text {dressed }}$ corresponding to $\mathcal{T}_{\text {dressed }}$ blows up as $s \rightarrow-\infty$. We also observe that the external momentum dependence of $\mathcal{T}_{\text {dressed }}$ exhibits less growth for large external momenta as compared to the external momentum dependence of $\mathcal{T}_{\text {tree-level }}$ (or $\mathcal{T}_{1 \text {-loop }}$ ).

To conclude, the use of the dressed propagator ameliorates the external momentum growth of the scattering diagrams, but this is not sufficient by itself. In Section 4.3.2, we shall dress the vertices to see whether we can eliminate the external momentum growth of the scattering diagrams.

### 4.3.2 Dressing the vertices by making vertex loop corrections to the bare vertices

In this subsection, we shall dress the vertices by making renormalised vertex loop corrections to the bare vertices at the left- and right-ends of the scattering diagrams, see Fig. 4.6. We have that both the bare propagators and the bare vertices can be written as exponentials in momenta; after integration with respect to the internal loop momentum $k$, we obtain an exponential expression where the
exponents are in terms of the external momenta $p_{1}, p_{2}, p_{3}$. As the loop-order increases, the 3-point function can still be written as an exponential function of the external momenta; this happens because, as previously, the (bare) propagators are exponentials in momenta while the (dressed) vertices are also exponentials in momenta. Thus, in the UV limit, i.e., as $p_{i}^{2} \rightarrow \infty$, where $i=1,2,3$, the 3 -point function, again see Fig. 4.6, can be written as

$$
\begin{equation*}
\Gamma_{3} \xrightarrow{U V} \sum_{\alpha, \beta, \gamma} e^{\alpha \bar{p}_{1}^{2}+\beta \bar{p}_{2}^{2}+\gamma \bar{p}_{3}^{2}}, \tag{4.61}
\end{equation*}
$$

with the convention

$$
\begin{equation*}
\alpha \geq \beta \geq \gamma, \tag{4.62}
\end{equation*}
$$

where $p_{1}, p_{2}, p_{3}$ are the three external momenta. The reason we expect the external momentum dependence of the 3 -point function to be given by (4.61) is that, once all the lower-loop subdiagrams have been integrated out, what remains are exponential expressions in terms of the three external momenta $p_{1}, p_{2}, p_{3}$.

The best way to obtain the largest exponents for the external momenta is to have the $\alpha$ exponent correspond to the external momenta. Assuming a symmetric distribution of $(\beta, \gamma)$ among the internal loops and considering the $n$-loop, 3 -point diagram with symmetrical routing of momenta, see Fig. 4.6, the propagators in the 1-loop triangle are given by

$$
e^{-\left(\bar{k}+\frac{\bar{p}_{1}}{3}-\frac{\overline{\bar{p}}_{2}}{3}\right)^{2}}, e^{-\left(\bar{k}+\frac{\bar{p}_{2}}{3}-\frac{\overline{\bar{p}}_{3}}{3}\right)^{2}}, e^{-\left(\bar{k}+\frac{\bar{p}_{3}}{3}-\frac{\overline{\bar{p}}_{1}}{3}\right)^{2}},
$$

and the vertex factors are (the superscripts on $\alpha^{n-1}, \beta^{n-1}, \gamma^{n-1}$ are clearly not powers)

$$
\begin{aligned}
& e^{\alpha^{n-1} \bar{p}_{1}^{2}+\beta^{n-1}\left(\bar{k}+\frac{\bar{p}_{3}}{3}-\frac{\bar{p}_{1}}{3}\right)^{2}+\gamma^{n-1}\left(\bar{k}+\frac{\bar{p}_{1}}{3}-\frac{\bar{p}_{2}}{3}\right)^{2}}, \\
& e^{\alpha^{n-1} \bar{p}_{2}^{2}+\beta^{n-1}\left(\bar{k}+\frac{\bar{p}_{1}}{3}-\frac{\bar{p}_{2}}{3}\right)^{2}+\gamma^{n-1}\left(\bar{k}+\frac{\bar{p}_{2}}{3}-\frac{\bar{p}_{3}}{3}\right)^{2}}, \\
& e^{\alpha^{n-1} \bar{p}_{3}^{2}+\beta^{n-1}\left(\bar{k}+\frac{\bar{p}_{2}}{3}-\frac{\bar{p}_{3}}{3}\right)^{2}+\gamma^{n-1}\left(\bar{k}+\frac{\bar{p}_{3}}{3}-\frac{\bar{p}_{1}}{3}\right)^{2}} .
\end{aligned}
$$

Conservation of momenta then yields, in the UV, i.e., as $p_{i}^{2} \rightarrow \infty$, where
$i=1,2,3$, and $\Gamma_{3, n}$ is the $n$-loop, 3 -point function,

$$
\begin{align*}
\Gamma_{3, n} & \longrightarrow \int \frac{d^{4} k}{(2 \pi)^{4}}\left[\frac{e^{\alpha^{n-1} \bar{p}_{1}^{2}+\beta^{n-1}\left(\bar{k}+\frac{\bar{p}_{3}}{3}-\frac{\bar{p}_{1}}{3}\right)^{2}+\gamma^{n-1}\left(\bar{k}+\frac{\bar{p}_{1}}{3}-\frac{\bar{p}_{2}}{3}\right)^{2}}}{e^{-\left(\bar{k}+\frac{\bar{p}_{1}}{3}-\frac{\bar{p}_{2}}{3}\right)^{2}} e^{-\left(\bar{k}+\frac{\bar{p}_{2}}{3}-\frac{\bar{p}_{3}}{3}\right)^{2}} e^{-\left(\bar{k}+\frac{\bar{p}_{3}}{3}-\frac{\bar{p}_{1}}{3}\right)^{2}}}\right. \\
& \left.\times e^{\alpha^{n-1} \bar{p}_{2}^{2}+\beta^{n-1}\left(\bar{k}+\frac{\bar{p}_{1}}{3}-\frac{\bar{p}_{2}}{3}\right)^{2}+\gamma^{n-1}\left(\bar{k}+\frac{\bar{p}_{2}}{3}-\frac{\bar{p}_{3}}{3}\right)^{2}} e^{\alpha^{n-1} \bar{p}_{3}^{2}+\beta^{n-1}\left(\bar{k}+\frac{\overline{\bar{p}}_{2}}{3}-\frac{\bar{p}_{3}}{3}\right)^{2}+\gamma^{n-1}\left(\bar{k}+\frac{\bar{p}_{3}}{3}-\frac{\bar{p}_{1}}{3}\right)^{2}}\right] \\
& =\int \frac{d^{4} k}{(2 \pi)^{4}} \frac{e^{\alpha^{n-1}\left(\bar{p}_{1}^{2}+\bar{p}_{2}^{2}+\bar{p}_{3}^{2}\right)}}{e^{\left[1-\beta^{n-1}-\gamma^{n-1}\right]\left[\left(\bar{k}^{2}+\frac{1}{3}\left(\bar{p}_{1}^{2}+\bar{p}_{2}^{2}+\bar{p}_{3}^{2}\right)\right]\right.}}, \tag{4.63}
\end{align*}
$$

where $p_{1}, p_{2}, p_{3}$ are the external momenta for the 1-loop triangle, and the superscript in the $\alpha, \beta, \gamma$ indicates that these are coefficients that one obtains from contributions up to $n-1$ loop level.

Integrating (4.63) with respect to the loop momentum $k$ and reminding ourselves that $\alpha^{n}, \beta^{n}$ and $\gamma^{n}$ are the coefficients of $\bar{p}_{1}^{2}, \bar{p}_{2}^{2}$ and $\bar{p}_{3}^{2}$, respectively, appearing in the exponentials in 4.61), we have

$$
\begin{equation*}
\alpha^{n}=\beta^{n}=\gamma^{n}=\alpha^{n-1}+\frac{1}{3}\left(\beta^{n-1}+\gamma^{n-1}\right)-\frac{1}{3} . \tag{4.64}
\end{equation*}
$$

In particular, for the 1-loop, 3-point graph, one has to use the 3-point bare vertices (see (4.50)): $\alpha^{0}=1$ and $\beta^{0}=\gamma^{0}=0$. One then obtains

$$
\begin{equation*}
\alpha^{1}=\beta^{1}=\gamma^{1}=\frac{2}{3}, \tag{4.65}
\end{equation*}
$$

leading to an overall symmetric vertex: $e^{\frac{2}{3}\left(\bar{p}_{1}^{2}+\bar{p}_{2}^{2}+\bar{p}_{3}^{2}\right)}$ and $\alpha^{1}+\beta^{1}+\gamma^{1}=2$. We observe that, as $n$ increases, $\alpha^{n}$, $\beta^{n}$ and $\gamma^{n}$ increase; this means that, as the number of loops increases, the external momentum contributions of the dressed vertices become larger and larger.

We conclude that dressing the vertices by considering just vertex loop corrections to the bare vertices does not ameliorate the external momentum growth of scattering diagrams in the UV in our toy model example given by 4.46); in fact, it makes that growth increase. In the next subsection, we shall dress the vertices by considering both propagator and vertex loop corrections to the bare vertices.

### 4.3.3 Dressing the vertices by making propagator \& vertex loop corrections to the bare vertices

As our next step, let us now consider $\mathcal{T}_{\text {dressed }} \mathbb{1}$. We know that $\mathcal{T}_{\text {dressed }}$ diverges as $s \rightarrow-\infty$. Let us now dress the vertices by making renormalised propagator and vertex loop corrections to the bare vertices at the left- and right-ends of the diagram. Regarding the dressed propagator, we have $\widetilde{\Pi}\left(p^{2}\right) \xrightarrow{U V} e^{-3 \bar{p}^{2} / 2}$. Therefore, following the prescription given in Section 4.3.2, the three-point function can again be written as an exponential function of the external momenta; this happens because, as previously, the (dressed) propagators are exponentials in momenta while the (dressed) vertices are also exponentials in momenta. Hence, in the UV limit, i.e., as $p_{i}^{2} \rightarrow \infty$, where $i=1,2,3$, the 3 -point function $\Gamma_{3}$, see Fig. 3.9 (right), is again given by (4.61). As previously, the best way to obtain the largest exponents for the external momenta is to have the $\alpha$ exponent correspond to the external momenta. Assuming a symmetric distribution of $(\beta, \gamma)$ among the internal loops and considering the $n$-loop, 3 -point diagram with symmetrical routing of momenta, see Fig. 3.9 (right), the propagators in the 1-loop triangle are given by

$$
e^{-\frac{3}{2}\left(\bar{k}+\frac{\bar{p}_{1}}{3}-\frac{\bar{p}_{2}}{3}\right)^{2}}, e^{-\frac{3}{2}\left(\bar{k}+\frac{\bar{p}_{2}}{3}-\frac{\bar{p}_{3}}{3}\right)^{2}}, e^{-\frac{3}{2}\left(\bar{k}+\frac{\bar{p}_{3}}{3}-\frac{\bar{p}_{1}}{3}\right)^{2}},
$$

and the vertex factors are

$$
\begin{aligned}
& e^{\alpha^{n-1} \bar{p}_{1}^{2}+\beta^{n-1}\left(\bar{k}+\frac{\bar{p}_{3}}{3}-\frac{\bar{p}_{1}}{3}\right)^{2}+\gamma^{n-1}\left(\bar{k}+\frac{\bar{p}_{1}}{3}-\frac{\bar{p}_{2}}{3}\right)^{2}}, \\
& e^{\alpha^{n-1} \bar{p}_{2}^{2}+\beta^{n-1}\left(\bar{k}+\frac{\bar{p}_{1}}{3}-\frac{\bar{p}_{2}}{3}\right)^{2}+\gamma^{n-1}\left(\bar{k}+\frac{\bar{p}_{2}}{3}-\frac{\bar{p}_{3}}{3}\right)^{2}}, \\
& e^{\alpha^{n-1} \bar{p}_{3}^{2}+\beta^{n-1}\left(\bar{k}+\frac{\bar{p}_{2}}{3}-\frac{\bar{p}_{3}}{3}\right)^{2}+\gamma^{n-1}\left(\bar{k}+\frac{\bar{p}_{3}}{3}-\frac{\bar{p}_{1}}{3}\right)^{2}} .
\end{aligned}
$$

[^14]In the UV, i.e., as $p_{i}^{2} \rightarrow \infty$, where $i=1,2,3$, conservation of momenta gives

$$
\begin{align*}
\Gamma_{3, n} & \longrightarrow \int \frac{d^{4} k}{(2 \pi)^{4}} \frac{e^{\alpha^{n-1} \bar{p}_{1}^{2}+\beta^{n-1}\left(\bar{k}+\frac{\bar{p}_{3}}{3}-\frac{\bar{p}_{1}}{3}\right)^{2}+\gamma^{n-1}\left(\bar{k}+\frac{\bar{p}_{1}}{3}-\frac{\bar{p}_{2}}{3}\right)^{2}}}{e^{-\frac{3}{2}\left(\bar{k}+\frac{\bar{p}_{1}}{3}-\frac{\bar{p}_{2}}{3}\right)^{2}} e^{-\frac{3}{2}\left(\bar{k}+\frac{\bar{p}_{2}}{3}-\frac{\bar{p}_{3}}{3}\right)^{2}} e^{-\frac{3}{2}\left(\bar{k}+\frac{\bar{p}_{3}}{3}-\frac{\bar{p}_{3}}{3}\right)^{2}}} \\
& \times e^{\alpha^{n-1} \bar{p}_{2}^{2}+\beta^{n-1}\left(\bar{k}+\frac{\bar{p}_{1}}{3}-\frac{\bar{p}_{2}}{3}\right)^{2}+\gamma^{n-1}\left(\bar{k}+\frac{\bar{p}_{2}}{3}-\frac{\bar{p}_{3}}{3}\right)^{2}} e^{\alpha^{n-1} \bar{p}_{3}^{2}+\beta^{n-1}\left(\bar{k}+\frac{\bar{p}_{2}}{3}-\frac{\bar{p}_{3}}{3}\right)^{2}+\gamma^{n-1}\left(\bar{k}+\frac{\bar{p}_{3}}{3}-\frac{\bar{p}_{1}}{3}\right)^{2}} \\
& =\int \frac{d^{4} k}{(2 \pi)^{4}} \frac{e^{\alpha^{n-1}\left(\bar{p}_{1}^{2}+\bar{p}_{2}^{2}+\bar{p}_{3}^{2}\right)}}{\left[\frac{3}{2}-\beta^{n-1}-\gamma^{n-1}\right]\left[\bar{k}^{2}+\frac{1}{3}\left(\bar{p}_{1}^{2}+\bar{p}_{2}^{2}+\bar{p}_{3}^{2}\right)\right]}, \tag{4.66}
\end{align*}
$$

where $p_{1}, p_{2}, p_{3}$ are the external momenta for the 1-loop triangle, and the superscript in the $\alpha, \beta, \gamma$ indicates that these are coefficients that one obtains from contributions up to $n-1$ loop level.

Using the results of Sections 3.10 .2 \& 3.10.3, we conclude that $\alpha^{n}, \beta^{n}$ and $\gamma^{n}$ become negative for $n \geq 4$. The fact that $\alpha^{n}, \beta^{n}$ and $\gamma^{n}$ become negative for sufficiently large $n$ should be emphasised since it is precisely this negativity which eliminates the external momentum growth of the scattering diagrams in the UV. For $n=4$, we have the following results:

- We find that the largest external momentum contribution of the $s$-channel, see Fig. 4.7, goes as

$$
\begin{equation*}
e^{\frac{44 s}{27 M^{2}}} e^{\frac{3 s}{2 M^{2}}}=e^{\frac{169 s}{54 M^{2}}}, \tag{4.67}
\end{equation*}
$$

which tends to 0 as $s \rightarrow-\infty$.

- Regarding the $t$-channel, the largest external momentum contribution goes as

$$
\begin{equation*}
e^{\frac{22 t}{27 M^{2}}} e^{\frac{22 s}{27 M^{2}}} e^{\frac{3 t}{2 M^{2}}}=e^{\frac{s(213-125 \cos \theta)}{108 M^{2}}}, \tag{4.68}
\end{equation*}
$$

which, again, tends to 0 as $s \rightarrow-\infty$ for all values of $\theta$.

- Regarding the $u$-channel, the largest external momentum contribution goes as

$$
\begin{equation*}
e^{\frac{22 u}{27 M^{2}}} e^{\frac{22 s}{27 M^{2}}} e^{\frac{3 u}{2 M^{2}}}=e^{\frac{s(213+125 \cos \theta)}{108 M^{2}}}, \tag{4.69}
\end{equation*}
$$

which, again, tends to 0 as $s \rightarrow-\infty$ for all values of $\theta$. Hence, for sufficiently large $n$ (specifically, for $n \geq 4$ ), there is no exponential growth for the $s$-, $t$ - and $u$-channels as $s \rightarrow-\infty$.

Let us also point out that we do not have to worry about polynomial growth in $s$ since any polynomial functions of $s$ will be multiplied by exponential functions of $s$ and their product will tend to 0 as $s \rightarrow-\infty$, keeping in mind that exponential functions always dominate polynomial ones at large values.

Dressing the vertices by making both propagator and vertex loop corrections to the bare vertices ameliorates and, in fact, completely eliminates, for sufficiently large $n$, the external momentum growth of the scattering diagrams in the UV. In the next section, we will study an infinite derivative scalar toy model inspired by an infinite derivative theory of gravity.

### 4.4 Scatterings in the context of infinite derivative theories of gravity

Inspired by the results of previous section, let us now investigate scattering diagrams in the context of infinite derivative theories of gravity. Our scalar toy model action is now given by 2.88 .

Now, we can compute the $s, t$, $u$-channels, tree-level scattering diagram $p_{1} p_{2} \rightarrow p_{3} p_{4}$, see Fig. 4.1, as follows,

$$
\begin{align*}
& i \mathcal{T}_{\text {tree-level }}^{S-\text { chanel }}=\frac{1}{M_{P}^{2}} V\left(p_{1}, p_{2},-p_{1}-p_{2}\right) V\left(-p_{3},-p_{4}, p_{1}+p_{2}\right)\left(\frac{i}{s e^{-s / M^{2}}}\right),  \tag{4.70}\\
& i \mathcal{T}_{\text {tree-level }}^{\mathrm{t}-\text { chanel }}=\frac{1}{M_{P}^{2}} V\left(p_{1},-p_{3}, p_{3}-p_{1}\right) V\left(p_{2},-p_{4}, p_{4}-p_{2}\right)\left(\frac{i}{t e^{-t / M^{2}}}\right)  \tag{4.71}\\
& i \mathcal{T}_{\text {tree-level }}^{\text {u-chanel }}=\frac{1}{M_{P}^{2}} V\left(p_{1},-p_{4}, p_{4}-p_{1}\right) V\left(p_{2},-p_{3}, p_{3}-p_{2}\right)\left(\frac{i}{u e^{-u / M^{2}}}\right) \tag{4.72}
\end{align*}
$$

Therefore, we have

$$
\begin{align*}
\mathcal{T}_{\text {tree-level }} & =\frac{1}{16 M_{P}^{2}\left(p_{1}+p_{2}\right)^{2} e^{\left(\bar{p}_{1}+\bar{p}_{2}\right)^{2}}}\left[p_{1}^{2}+p_{2}^{2}+\left(p_{1}+p_{2}\right)^{2}\right]\left[p_{3}^{2}+p_{4}^{2}+\left(p_{1}+p_{2}\right)^{2}\right] \\
& \times\left[1-e^{\bar{p}_{1}^{2}}-e^{\bar{p}_{2}^{2}}-e^{\left(\bar{p}_{1}+\bar{p}_{2}\right)^{2}}\right]\left[1-e^{\bar{p}_{3}^{2}}-e^{\bar{p}_{4}^{2}}-e^{\left(\bar{p}_{1}+\bar{p}_{2}\right)^{2}}\right] \\
& +\left(p_{2} \leftrightarrow-p_{3}\right) \\
& +\left(p_{2} \leftrightarrow-p_{4}\right) . \tag{4.73}
\end{align*}
$$

In the CM frame, we obtain

$$
\begin{align*}
\mathcal{T}_{\text {tree }- \text { level }} & =-\frac{1}{16 M_{P}^{2} s e^{-\frac{s}{M^{2}}}}(-2 s)^{2}\left(1-2 e^{-\frac{s}{2 M^{2}}}-e^{-\frac{s}{M^{2}}}\right)^{2} \\
& -\frac{1}{16 M_{P}^{2} t e^{-\frac{t}{M^{2}}}}(-s-t)^{2}\left(1-2 e^{-\frac{s}{2 M^{2}}}-e^{-\frac{t}{M^{2}}}\right)^{2} \\
& -\frac{1}{16 M_{P}^{2} u e^{-\frac{u}{M^{2}}}}(-s-u)^{2}\left(1-2 e^{-\frac{s}{2 M^{2}}}-e^{-\frac{u}{M^{2}}}\right)^{2} . \tag{4.74}
\end{align*}
$$

Let us again point out that $s, t, u$ are all negative in Euclidean space and satisfy $s=u+t$. Clearly, the cross section $\sigma_{\text {tree-level }}$ corresponding to $\mathcal{T}_{\text {tree-level }}$ blows up as $s \rightarrow-\infty$ since $|\mathcal{T}|^{2}$ diverges in that limit.

Regarding the renormalised 1-loop, 2-point function, $\Gamma_{2,1 \mathrm{r}}$, with external momenta $p,-p$, we have $\Gamma_{2,1 \mathrm{r}}=\frac{i M^{4}}{M_{P}^{2}} f\left(\bar{p}^{2}\right)$, where $f\left(\bar{p}^{2}\right)$ is given by (3.49).

Thus, regarding the 1-loop scattering diagram, see Fig. 4.3, we obtain

$$
\begin{align*}
\mathcal{T}_{1-\mathrm{loop}} & =V\left(p_{1}, p_{2},-p_{1}-p_{2}\right) V\left(-p_{3},-p_{4}, p_{1}+p_{2}\right)\left(\frac{i}{s e^{-s / M^{2}}}\right)^{2} \frac{M^{4}}{M_{P}^{4}} f(-s) \\
& +V\left(p_{1},-p_{3}, p_{3}-p_{1}\right) V\left(p_{2},-p_{4}, p_{1}-p_{3}\right)\left(\frac{i}{t e^{-t / M^{2}}}\right)^{2} \frac{M^{4}}{M_{P}^{4}} f(-t) \\
& +V\left(p_{1},-p_{4}, p_{4}-p_{1}\right) V\left(p_{2},-p_{3}, p_{1}-p_{4}\right)\left(\frac{i}{u e^{-u / M^{2}}}\right)^{2} \frac{M^{4}}{M_{P}^{4}} f(-u), \tag{4.75}
\end{align*}
$$

where $\Gamma_{2,1 \mathrm{r}}=\frac{i M^{4}}{M_{P}^{2}} f(-s)$. Let us mention again that $f\left(\bar{p}^{2}\right)$ is a regular analytic function of $\bar{p}^{2}$ which grows as $e^{\frac{3 \bar{p}^{2}}{2}}$ as $\bar{p}^{2} \rightarrow \infty$.

As $s \rightarrow-\infty, \Gamma_{2,1 \mathrm{r}}(-s)$ (and $f(-s)$ ) goes as $e^{-\frac{3 s}{2 M^{2}}}$. The $s$-channel of $\mathcal{T}_{1-\text { loop }}$
goes as $e^{-\frac{2 s}{M^{2}}} e^{\frac{2 s}{M^{2}}} e^{-\frac{3 s}{2 M^{2}}}=e^{-\frac{3 s}{2 M^{2}}}$ when $s \rightarrow-\infty$. As $s \rightarrow-\infty, \mathcal{T}_{1-\text { loop }}^{\text {s-channel }}$ diverges. $\mathcal{T}_{1 \text {-loop }}^{\mathrm{t} \text {-channel }}$ and $\mathcal{T}_{1 \text {-loop }}^{\text {u-channel }}$ also diverge.

### 4.4.1 Dressing the propagator and the vertices

Now if we replace the bare propagator with the dressed propagator in the treelevel scattering diagrams, see Fig. 4.4 (bottom), we obtain

$$
\begin{align*}
\mathcal{T}_{\text {dressed }} & =V\left(p_{1}, p_{2},-p_{1}-p_{2}\right) V\left(-p_{3},-p_{4}, p_{1}+p_{2}\right)\left(\frac{1}{M_{P}^{2} s e^{-s / M^{2}}+M^{4} f(-s)}\right) \\
& +V\left(p_{1},-p_{3}, p_{3}-p_{1}\right) V\left(p_{2},-p_{4}, p_{1}-p_{3}\right)\left(\frac{1}{M_{P}^{2} t e^{-t / M^{2}}+M^{4} f(-t)}\right) \\
& +V\left(p_{1},-p_{4}, p_{4}-p_{1}\right) V\left(p_{2},-p_{3}, p_{1}-p_{4}\right)\left(\frac{1}{M_{P}^{2} u e^{-u / M^{2}}+M^{4} f(-u)}\right), \tag{4.76}
\end{align*}
$$

where, as $s \rightarrow-\infty, f(-s)$ goes as $e^{-\frac{3 s}{2 M^{2}}}$. An explicit computation, see Fig. 4.4, gives us, as $s \rightarrow-\infty$,

$$
\begin{align*}
& \mathcal{T}_{\text {dressed }}^{S-\text { channel }} \sim\left[2 e^{-\frac{s}{2 M^{2}}}+e^{-\frac{s}{M^{2}}}-1\right]^{2} e^{\frac{3 s}{2 M^{2}}} \sim e^{-\frac{s}{2 M^{2}}},  \tag{4.77}\\
& \mathcal{T}_{\text {dressed }}^{t-\text { channel }} \sim\left[2 e^{-\frac{s}{2 M^{2}}}+e^{-\frac{t}{M^{2}}}-1\right]^{2} e^{\frac{3 t}{2 M^{2}}}=\left[2 e^{-\frac{s}{2 M^{2}}}+e^{-\frac{s(1-\cos \theta)}{2 M^{2}}}-1\right]^{2} e^{\frac{3 s(1-\cos \theta)}{4 M^{2}}},  \tag{4.78}\\
& \mathcal{T}_{\text {dressed }}^{\text {u-channel }} \sim\left[2 e^{-\frac{s}{2 M^{2}}}+e^{-\frac{u}{M^{2}}}-1\right]^{2} e^{\frac{3 u}{2 M^{2}}}=\left[2 e^{-\frac{s}{2 M^{2}}}+e^{-\frac{s(1+\cos \theta)}{2 M^{2}}}-1\right]^{2} e^{\frac{3 s(1+\cos \theta)}{4 M^{2}}} . \tag{4.79}
\end{align*}
$$

Hence, we can make the following observations:

- $\mathcal{T}_{\text {dressed }}^{s-\text { channel }}$ blows up as $s \rightarrow-\infty$.
- $\mathfrak{T}_{\text {dressed }}^{\text {t-channel }}$ blows up as $s \rightarrow-\infty$ for all values of $\theta$.
- $\mathcal{T}_{\text {dressed }}^{u-\text {-channel }}$ blows up as $s \rightarrow-\infty$ for all values of $\theta$.

Since $\mathcal{T}_{\text {dressed }}=\mathcal{T}_{\text {dressed }}^{\text {s-channel }}+\mathcal{T}_{\text {dressed }}^{t \text {-channel }}+\mathcal{T}_{\text {dressed }}^{\mathfrak{u} \text {-channel }}$, one can verify that the total cross section $\sigma_{\text {dressed }}$ corresponding to $\mathcal{T}_{\text {dressed }}$ blows up as $s \rightarrow-\infty$. We
also observe that the external momentum dependence of $\mathcal{T}_{\text {dressed }}$ grows less for large external momenta as compared to the external momentum dependence of $\mathcal{T}_{\text {tree-level }}\left(\right.$ or $\mathcal{T}_{1 \text {-loop }}$ ). Hence, the use of the dressed propagator ameliorates the external momentum growth of the scattering diagrams, but it is not sufficient by itself.

To see whether we can eliminate the external momentum growth of the scattering diagrams, we will dress the vertices by making renormalised vertex loop corrections to the bare vertices at the left- and right-ends of the scattering diagrams, see Fig. 4.6. Using (3.64) again, we observe that the coefficients $\alpha^{n}$, $\beta^{n}$ and $\gamma^{n}$ increase as $n$ increases; thus, dressing the vertices by keeping the propagators bare and making just vertex loop corrections to the bare vertices at the leftand right-ends of the scattering diagrams cannot tame the external momentum growth of the scattering diagrams.

For that reason, and as an example, we will now dress the bare vertices at the left- and right-ends of the scattering diagram whose scattering matrix element is $\mathcal{T}_{\text {dressed }}$ by making both propagator and vertex loop corrections to the said vertices, see Fig. 3.9 (right). Employing (3.64) one more time, $\alpha^{n}$, $\beta^{n}$ and $\gamma^{n}$ become negative for $n \geq 4$.

For $n=4$, we have the following conclusions:

- As in Section 4.3.3, the largest external momentum contribution of the $s$-channel, see Fig. 4.7, goes as

$$
\begin{equation*}
e^{\frac{44 s}{27 M^{2}}} e^{\frac{3 s}{2 M^{2}}}=e^{\frac{169 s}{54 M^{2}}}, \tag{4.80}
\end{equation*}
$$

which tends to 0 as $s \rightarrow-\infty$.

- The largest external momentum contribution of the $t$-channel goes as

$$
\begin{equation*}
e^{\frac{22 t}{27 M^{2}}} e^{\frac{22 s}{27 M^{2}}} e^{\frac{3 t}{2 M^{2}}}=e^{\frac{s(213-125 \cos \theta)}{108 M^{2}}}, \tag{4.81}
\end{equation*}
$$

which, again, tends to 0 as $s \rightarrow-\infty$ for all values of $\theta$.

- The largest external momentum contribution of the $u$-channel goes as

$$
\begin{equation*}
e^{\frac{22 u}{27 M^{2}}} e^{\frac{22 s}{27 M^{2}}} e^{\frac{3 u}{2 M^{2}}}=e^{\frac{s(213+125 \cos \theta)}{108 M^{2}}}, \tag{4.82}
\end{equation*}
$$

which, again, tends to 0 as $s \rightarrow-\infty$ for all values of $\theta$. Hence, for sufficiently large $n$ (specifically, for $n \geq 4$ ), there is no exponential growth for the $s$-, $t$ - and $u$-channels as $s \rightarrow-\infty$. The external momentum growth of $\mathcal{T}_{\text {tree-level }}, \mathcal{T}_{1 \text {-loop }}$ etc. would also be eliminated following this prescription at sufficiently high loop order.

We observe that, for sufficiently large $n$, dressing the vertices by making both propagator and vertex loop corrections to the bare vertices at the left- and rightends of the scattering diagrams makes the external momentum dependence of any scattering diagram convergent in the UV. By considering renormalised propagator and vertex loop corrections to the bare vertices, we can eliminate the external momentum growth appearing in scattering diagrams in the regime of large external momenta, i.e., as $s \rightarrow-\infty$. In contrast, dressing the vertices by considering just vertex loop corrections to the bare vertices is not sufficient. Thus, dressing the vertices by making both propagator and vertex loop corrections to the bare vertices is essential to taming the external momentum growth of scattering diagrams in the UV and, as a result, we expect the cross sections of those diagrams to be finite.

### 4.5 Summary

In this chapter, we have investigated the external momentum dependence of scattering diagrams within the framework of infinite derivative field theories and gravity. For a finite-order, higher-derivative scalar field theory, the cross section of tree-level scattering diagrams blows up at large external momenta. If we dress the propagators and the vertices by making propagator and vertex loop corrections to the bare vertices of the scattering diagrams, the external momentum growth can still not be tamed. We observe that dressing the propagators somewhat softens the external momentum growth.

Subsequently, we have investigated a scalar field theory with infinite derivative kinetic and interaction terms. The propagators are exponentially suppressed while the vertices are exponentially enhanced. We have obtained that the corresponding tree-level cross section blows up when the external momenta are large. Only if we dress the propagators and the vertices by making renormalised propagator and vertex loop corrections to the bare vertices at sufficiently high looporder (the loop-order $n$ being greater than or equal to four) can the cross section be made finite in the UV. As the loop-order increases, the dressed vertices give rise to negative exponents so that scattering amplitudes are ameliorated at high energies. Hence, the cross section does not blow up in the UV.

Finally, we have looked into high-energy scattering diagrams in a scalar toy model motivated by infinite derivative gravity. In particular, we have established that dressing the vertices and the propagators indeed gives rise to a finite cross section.

## Chapter 5

## Hamiltonian analysis

In this chapter, we shall perform a Hamiltonian analysis on an infinite derivative gravitational theory (IDG) and compute the number of relevant degrees of freedom. Due to technical complexities, we shall not perform a Hamiltonian analysis on the infinite derivative gravitational action given by (1.10) but on a simpler infinite derivative gravitational action containing only the Ricci scalar, which was given in [41].

Hamiltonian analysis provides a framework whereby the stability/instability and boundedness/unboundedness of the corresponding theory can be investigated. Finite-order, higher-derivative theories (that is, theories containing more than two derivatives) usually suffer from the Ostrogradsky instability [104, 105]. As the IDG action includes infinitely many covariant derivatives, there is no highest momentum operator and, consequently, Ostrogradsky analysis is not particularly useful. In this chapter, the Hamiltonian density for the IDG action shall be written down explicitly. Consequently, we shall discuss how to define primary and secondary constraints, how to deduce first-class and second-class constraints, how to identify the relevant dynamical degrees of freedom, etc; one may consult [146, 147, 148, 149.

In the late 1950s, Richard Arnowitt, Stanley Deser and Charles W. Misner (ADM) [150, 151 formulated the $3+1$ decomposition. In the $3+1$ decomposition, one can decompose four-dimensional spacetime such that a generic region $\mathcal{M}$ of
the spacetime manifold is foliated into a family of spacelike hypersurfaces $\Sigma_{t}$, one for each instant in time.

It is vital that the first-class and second-class constraints be identified. If the Poisson bracket of a constraint with all other constraints, including itself, is equal to zero, then it is a first-class constraint; otherwise, it is a second-class constraint. First, we shall study a scalar field theory toy model containing infinitely many derivatives. Subsequently, we shall consider the IDG action. We shall explicitly illustrate and contrast cases where the IDG action possesses infinitely many or finitely many degrees of freedom.

### 5.1 Preliminaries

Let us suppose we have an action that depends on time evolution. We can write down the equations of motion by imposing the stationary conditions on the action and then use the variational method. We start off with the following action,

$$
\begin{equation*}
I=\int d t \mathcal{L}\left(q^{i}, \dot{q}^{i}\right) \tag{5.1}
\end{equation*}
$$

The above action is expressed as a time integral and $\mathcal{L}$ is the Lagrangian density depending on the position $q^{i}$ and the velocity $\dot{q}^{i} \stackrel{1}{\square}$. The variation of the action leads to the equations of motion known as Euler-Lagrange equation, (we assume that $\mathcal{L}$ does not depend explicitly on time)

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial \mathcal{L}}{\partial \dot{q}^{i}}\right)-\frac{\partial \mathcal{L}}{\partial q^{i}}=0 \tag{5.2}
\end{equation*}
$$

we can expand the above expression and write

$$
\begin{equation*}
\ddot{q}^{j} \frac{\partial^{2} \mathcal{L}}{\partial \dot{q}^{i} \partial \dot{q}_{i}}=\frac{\partial \mathcal{L}}{\partial q_{j}}-\dot{q}^{j} \frac{\partial^{2} \mathcal{L}}{\partial q_{i} \partial \dot{q}^{i}}, \tag{5.3}
\end{equation*}
$$

[^15]the above equation yields an acceleration, $\ddot{q}^{j}$, which can be uniquely calculated from position and velocity at a given time if and only if $\frac{\partial^{2} \mathcal{L}}{\partial \dot{q}^{2} \partial \dot{q}_{i}}$ is invertible. In other words, if the determinant of the matrix $\frac{\partial^{2} \mathcal{L}}{\partial \dot{q}^{2} \partial \dot{q}_{i}}$ is not equal to zero, i.e., it is nonvanishing, then the theory is called non-degenerate. However, if the determinant is zero, then the acceleration can not be uniquely determined by position and the velocity. The latter system is called singular and leads to constraints in the phase space, see [149, 152, 153].

### 5.1.1 Constraints for a singular system

In order to formulate the Hamiltonian, we need to first define the canonical momenta,

$$
\begin{equation*}
p_{i}=\frac{\partial \mathcal{L}}{\partial \dot{q}^{i}} . \tag{5.4}
\end{equation*}
$$

The non-invertible matrix $\frac{\partial^{2} \mathcal{L}}{\partial \dot{q}^{2} \dot{q}_{i}}$ indicates that not all the velocities can be written in terms of the canonical momenta, in other words, not all the momenta are independent, and there are some relations between the canonical coordinates [146, 147, 148, 149, 152] such as

$$
\begin{equation*}
\varphi\left(q^{i}, p_{i}\right)=0 \Longleftrightarrow \text { primary constraints, } \tag{5.5}
\end{equation*}
$$

known as primary constraints. For instance, if we have vanishing canonical momenta, then we have primary constraints. The primary constraints hold without using the equations of motion. The primary constraints define a submanifold smoothly embedded in a phase space, which is also known as the primary constraint surface, $\Gamma_{p}$. We can now define the Hamiltonian density as

$$
\begin{equation*}
\mathcal{H}=p_{i} \dot{q}^{i}-\mathcal{L} . \tag{5.6}
\end{equation*}
$$

If the theory admits primary constraints, we will have to redefine the Hamiltonian density and write the total Hamiltonian density as follows [149],

$$
\begin{equation*}
\mathcal{H}_{\text {tot }}=\mathcal{H}+\lambda^{a}\left(q^{i}, p_{i}\right) \varphi_{a}\left(q^{i}, p_{i}\right), \tag{5.7}
\end{equation*}
$$

where $\lambda^{a}\left(q^{i}, p_{i}\right)$ is called the Lagrange multiplier and $\varphi_{a}\left(q^{i}, p_{i}\right)$ are linear combinations of the primary constraints ${ }^{\text {§ }}$. The Hamiltonian equations of motion,

$$
\begin{align*}
\dot{p}_{i} & =-\frac{\delta \mathcal{H}_{t o t}}{\delta q^{i}}=\left\{q_{i}, \mathcal{H}_{t o t}\right\},  \tag{5.8}\\
\dot{q}^{i} & =-\frac{\delta \mathcal{H}_{t o t}}{\delta p_{i}}=\left\{p^{i}, \mathcal{H}_{t o t}\right\}, \tag{5.9}
\end{align*}
$$

are the time evolutions in which the Hamiltonian density remains invariant under arbitrary variations of $\delta p_{i}, \delta q^{i}$ and $\delta \lambda$.

As a result, the Hamiltonian equations of motion can be expressed in terms of the Poisson bracket. In general, for canonical coordinates $\left(q^{i}, p_{i}\right)$ on the phase space, the Poisson bracket for two given functions $f\left(q^{i}, p_{i}\right)$ and $g\left(q^{i}, p_{i}\right)$ can be defined as

$$
\begin{equation*}
\{f, g\}=\sum_{i=1}^{n}\left(\frac{\partial f}{\partial q^{i}} \frac{\partial g}{\partial p_{i}}-\frac{\partial f}{\partial p_{i}} \frac{\partial g}{\partial q^{i}}\right) \tag{5.10}
\end{equation*}
$$

where $q^{i}$ are the generalised coordinates and $p_{i}$ are the generalised conjugate momenta while $f$ and $g$ are functions of the phase space coordinates. Moreover, $i$ indicates the number of the phase space variables.

Now, any quantity is weakly vanishing when it is numerically restricted to be zero on a submanifold $\Gamma$ of the phase space, but does not vanish throughout the phase space. In other words, a function $F\left(q^{i}, p_{i}\right)$ defined in a neighbourhood of $\Gamma$ is called weakly zero, if

$$
\begin{equation*}
\left.F\left(q^{i}, p_{i}\right)\right|_{\Gamma}=0 \Longleftrightarrow F\left(q^{i}, p_{i}\right) \approx 0, \tag{5.11}
\end{equation*}
$$

where $\Gamma$ is the constraint surface defined on a submanifold of the phase space. Note that the notation " $\approx$ " indicates that the quantity is weakly vanishing; this

[^16]is standard terminology denoting that $F\left(q^{i}, p_{i}\right)$ shall vanish on the constraint surface, $\Gamma$, but not necessarily throughout the phase space.

When a theory admits primary constraints, we must ensure that the theory is consistent by essentially checking whether the primary constraints are preserved under time evolution or not. In other words, we demand that, on the constraint surface $\Gamma_{p}$ (let us note that $\Gamma_{p}$ is a smooth submanifold of the phase space determined by the primary constraints; in order to denote equality on $\Gamma_{p}$, we shall use the " $\approx$ " notation),

$$
\begin{equation*}
\left.\dot{\varphi}\right|_{\Gamma_{p}}=\left.\left\{\varphi, \mathcal{H}_{t o t}\right\}\right|_{\Gamma_{p}}=0 \Longleftrightarrow \dot{\varphi}=\left\{\varphi, \mathcal{H}_{t o t}\right\} \approx 0 . \tag{5.12}
\end{equation*}
$$

That is,

$$
\begin{equation*}
\dot{\varphi}=\left\{\varphi, \mathcal{H}_{t o t}\right\} \approx 0 \Longrightarrow \text { secondary constraint } . \tag{5.13}
\end{equation*}
$$

Demanding that (5.12) be (not identically) zero on the constraint surface $\Gamma_{p}$ yields a secondary constraint [146, 154] and the theory is consistent (if (5.12) is identically zero or fixes a Lagrange multiplier, then there will be no secondary constraints). One can now define $\Gamma_{1}$, where $\Gamma_{1}$ is a smooth submanifold of the phase space determined by the primary \& secondary constraints: $\Gamma_{1} \subseteq \Gamma_{p}$. We can verify whether the theory is consistent by checking if the secondary constraints are preserved under time evolution or not. A theory can also admit tertiary constraints, and so on and so forth [153].

Note that $\mathcal{H}_{\text {tot }}$ is the total Hamiltonian density defined by (5.7). To summarise, if a canonical momentum is vanishing, we have a primary constraint, while enforcing that the time evolution of the primary constraint vanishes on the constraint surface, $\Gamma_{1}$, gives rise to a secondary constraint.

### 5.1.2 First-class and second-class constraints

Any theory that can be formulated in Hamiltonian formalism gives rise to Hamiltonian constraints. Constraints in the context of Hamiltonian formulation can be thought of as reparameterisation $\mathrm{\square}$. The most important step in Hamiltonian

[^17]analysis is the classification of the constraints. By definition, we call a constraint $f\left(q^{i}, p_{i}\right)$ to be first-class if its Poisson brackets with all other constraints vanish weakly. A function which is not first-class is called second-class 1 . On the constraint surface $\Gamma_{1}$, this is mathematically expressed as
\[

$$
\begin{align*}
& \left.\left\{f\left(q^{i}, p_{i}\right), \varphi\right\}\right|_{\Gamma_{1}} \approx 0 \Longrightarrow \text { first - class }  \tag{5.14}\\
& \left.\left\{f\left(q^{i}, p_{i}\right), \varphi\right\}\right|_{\Gamma_{1}} \not \approx 0 \Longrightarrow \text { second - class. } \tag{5.15}
\end{align*}
$$
\]

We should point out that we use the " $\approx$ " sign as we are interested in whether the Poisson brackets of $f\left(q^{i}, p_{i}\right)$ with all other constraints vanish on the constraint surface $\Gamma_{1}$ or not. Determining whether they vanish globally, i.e., throughout the phase space, is not necessary for our purposes.

### 5.1.3 Counting the degrees of freedom

After evaluating the number of first-class and/or second-class constraints, we can use the following formula to count the number of the physical degrees of freedom [153):

$$
\begin{equation*}
\mathcal{N}=\frac{1}{2}(2 \mathcal{A}-\mathcal{B}-2 \mathcal{C}), \tag{5.16}
\end{equation*}
$$

where

- $\mathcal{N}=$ number of physical degrees of freedom,
- $\mathcal{A}=$ number of configuration space variables,
- $\mathcal{B}=$ number of second-class constraints,
- $\mathcal{C}=$ number of first-class constraints.
constraints generate time diffeomorphisms [155].
${ }^{1}$ One should mention that the primary/secondary and first-class/second-class classifications overlap. A primary constraint can be first-class or second-class and a secondary constraint can also be first-class or second-class.


### 5.2 Infinite derivative scalar field theory

In this section, and before moving on to gravity, we are going to consider a Lagrangian which is constructed from an infinite number of d'Alembertian operators; in other words, we can have an action of the following form (in Minkowski spacetime)

$$
\begin{equation*}
I=\int d^{4} x(\phi \mathcal{F}(\bar{\square}) \phi) \tag{5.17}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{F}(\bar{\square})=\sum_{n=0}^{\infty} f_{n} \bar{\square}^{n} \tag{5.18}
\end{equation*}
$$

and the $f_{n}$ 's are constants. For the above action, one would require a rather more elaborate approach [156], which we follow here by first writing an equivalent action of the form,

$$
\begin{equation*}
I_{e q v}=\int d^{4} x(A \mathcal{F}(\bar{\square}) A) \tag{5.19}
\end{equation*}
$$

where the auxiliary field, $A$, is introduced as an equivalent scalar field to $\phi$. This means that the equations of the motion for both actions ( $I$ and $I_{\text {eqv }}$ ) are equivalent.

In order to eliminate the contributions of $\bar{\square} A, \bar{\square}^{2} A$ and so on ${ }^{1}$ (one can see (5.25) \& (5.57) for this approach applied to higher powers of $\bar{\square}$ ), we are going to introduce two auxiliary fields $\chi_{n}$ and $\eta_{n}$, where the $\chi_{n}$ 's are dimensionless and the $\eta_{n}$ 's have mass dimension 2 (this can be seen by parameterising $\square A, \square^{2} A$, ...). We show few steps here by taking a simple example.

- Suppose our action is built by one box only, then

$$
\begin{equation*}
I_{e q v}=\int d^{4} x(A \bar{\square} A) . \tag{5.20}
\end{equation*}
$$

To eliminate $\bar{\square} A$ in the term $A \bar{\square} A$, we wish to add the following term in

[^18]the above action,
\[

$$
\begin{equation*}
\int d^{4} x \chi_{1} A\left(\eta_{1}-\bar{\square} A\right)=\int d^{4} x\left[\chi_{1} A \eta_{1}+\eta^{\mu \nu}\left(\partial_{\mu} \chi_{1} A \partial_{\nu} A+\chi_{1} \partial_{\mu} A \partial_{\nu} A\right)\right] \tag{5.21}
\end{equation*}
$$

\]

It should be pointed out that the right-hand side of (5.21) can be derived as follows,

$$
\begin{align*}
\chi_{1} A\left(\eta_{1}-\square A\right) & =\chi_{1} A \eta_{1}-\chi_{1} A \square A \\
& =\chi_{1} A \eta_{1}-\eta^{\mu \nu} \chi_{1} A \partial_{\mu} \partial_{\nu} A \\
& =\chi_{1} A \eta_{1}-\eta^{\mu \nu} \partial_{\mu}\left(\chi_{1} A \partial_{\nu} A\right)+\eta^{\mu \nu} \partial_{\mu} \chi_{1} A \partial_{\nu} A+\eta^{\mu \nu} \chi_{1} \partial_{\mu} A \partial_{\nu} A \\
& =\chi_{1} A \eta_{1}+\eta^{\mu \nu} \partial_{\mu} \chi_{1} A \partial_{\nu} A+\eta^{\mu \nu} \chi_{1} \partial_{\mu} A \partial_{\nu} A . \tag{5.22}
\end{align*}
$$

Let us note that we have dropped total derivative terms and that we have absorbed the powers of $M^{-2}$ into $\chi_{1}$ while the mass dimension of $\eta_{1}$ has been modified accordingly; as a result, the d'Alembertian operator is not barred. Hence, we have

$$
\begin{equation*}
I_{e q v}=\int d^{4} x\left(\chi_{1} A \eta_{1}+\chi_{1} A\left(\eta_{1}-\bar{\square} A\right)\right) \tag{5.23}
\end{equation*}
$$

By solving the equation of motion for $\chi_{1}$, we obtain

$$
\begin{equation*}
\eta_{1}=\bar{\square} A, \tag{5.24}
\end{equation*}
$$

and, therefore, (5.20) and (5.23) are equivalent.
Similarly, in order to eliminate the terms $A \square^{n} A$ and so on, we have to repeat the same procedure up to $\square^{n}$. For example, in order to eliminate the term $A \square^{2} A$, we add the term

$$
\begin{equation*}
\frac{1}{2} \int d^{4} x \sqrt{-g} \chi_{2} A\left(\eta_{2}-\square \eta_{1}\right)=\frac{1}{2} \int d^{4} x \sqrt{-g}\left[\chi_{2} A \eta_{2}+g^{\mu \nu}\left(\partial_{\mu} \chi_{2} A \partial_{\nu} \eta_{1}+\chi_{2} \partial_{\mu} A \partial_{\nu} \eta_{1}\right)\right] \tag{5.25}
\end{equation*}
$$

Solving the equation of motion for $\chi_{2}$ yields $\eta_{2}=\bar{\square} \eta_{1}=\bar{\square}^{2} A$. Hence, one can establish this by solving the equation of motion for the $\chi_{n}$ 's, which yields, for
$n \geq 2$,

$$
\begin{equation*}
\eta_{n}=\square \eta_{n-1}=\square^{n} A . \tag{5.26}
\end{equation*}
$$

Now, we can rewrite the action given by (5.19) as follows,

$$
\begin{align*}
I_{e q v} & =\int d^{4} x\left\{A\left(f_{0} A+\sum_{n=1}^{\infty} f_{n} \eta_{n}\right)+\chi_{1} A\left(\eta_{1}-\square A\right)+\sum_{l=2}^{\infty} \chi_{l} A\left(\eta_{l}-\square \eta_{l-1}\right)\right\}  \tag{5.27}\\
& =\int d^{4} x\left\{A\left(f_{0} A+\sum_{n=1}^{\infty} f_{n} \eta_{n}\right)+\sum_{l=1}^{\infty} A \chi_{l} \eta_{l}\right. \\
& +\eta^{00}\left(A \partial_{0} \chi_{1} \partial_{0} A+\chi_{1} \partial_{0} A \partial_{0} A\right)+\eta^{i j}\left(A \partial_{i} \chi_{1} \partial_{j} A+\chi_{1} \partial_{i} A \partial_{j} A\right) \\
& \left.+\eta^{00} \sum_{l=2}^{\infty}\left(A \partial_{0} \chi_{l} \partial_{0} \eta_{l-1}+\chi_{l} \partial_{0} A \partial_{0} \eta_{l-1}\right)+\eta^{i j} \sum_{l=2}^{\infty}\left(A \partial_{i} \chi_{l} \partial_{j} \eta_{l-1}+\chi_{l} \partial_{i} A \partial_{j} \eta_{l-1}\right)\right\} . \tag{5.28}
\end{align*}
$$

where we have absorbed the powers of $M^{-2}$ into the $f_{n}$ 's (see (5.18) \& $\chi_{n}$ 's and the mass dimension of the $\eta_{n}$ 's has been modified accordingly. Hence, the box operator is not barred. We also decomposed the d'Alembertian operator to its components on the Minkowski background: $\square=\eta^{\mu \nu} \partial_{\mu} \partial_{\nu}=\eta^{00} \partial_{0} \partial_{0}+\eta^{i j} \partial_{i} \partial_{j}$, where the zeroth component is the time coordinate and $\{i, j\}$ are the spatial coordinates running from 1 to 3 . The conjugate momenta for the above action are given by

$$
\begin{align*}
p_{A} & =\frac{\partial \mathcal{L}}{\partial \dot{A}}=\left[-\left(A \partial_{0} \chi_{1}+\chi_{1} \partial_{0} A\right)-\sum_{l=2}^{\infty}\left(\chi_{l} \partial_{0} \eta_{l-1}\right)\right]  \tag{5.29}\\
p_{\chi_{1}} & =\frac{\partial \mathcal{L}}{\partial \dot{\chi}_{1}}=-A \partial_{0} A,  \tag{5.30}\\
p_{\chi_{l}} & =\frac{\partial \mathcal{L}}{\partial \dot{\chi}_{l}}=-\left(A \partial_{0} \eta_{l-1}\right),  \tag{5.31}\\
p_{\eta_{l-1}} & =\frac{\partial \mathcal{L}}{\partial \dot{\eta}_{l-1}}=-\left(A \partial_{0} \chi_{l}+\chi_{l} \partial_{0} A\right) . \tag{5.32}
\end{align*}
$$

where $\dot{A} \equiv \partial_{0} A$. Therefore, the Hamiltonian density is given by

$$
\begin{align*}
\mathcal{H} & =p_{A} \dot{A}+p_{\chi_{1}} \dot{\chi}_{1}+\sum_{l=2}^{\infty}\left(p_{\chi_{l}} \dot{\chi}_{l}+p_{\eta_{l-1}} \dot{\eta}_{l-1}\right)-\mathcal{L} \\
& =A\left(f_{0} A+\sum_{n=1}^{\infty} f_{n} \eta_{n}\right)-\sum_{l=1}^{\infty} A \chi_{l} \eta_{l}-\left(\eta^{\mu \nu} A \partial_{\mu} \chi_{1} \partial_{\nu} A+g^{i j} \chi_{1} \partial_{i} A \partial_{j} A\right) \\
& -\eta^{\mu \nu} \sum_{l=2}^{\infty}\left(A \partial_{\mu} \chi_{l} \partial_{\nu} \eta_{l-1}+\chi_{l} \partial_{\mu} A \partial_{\nu} \eta_{l-1}\right) \tag{5.33}
\end{align*}
$$

Let us now consider the first line of (5.27), before integrating by parts. We see that we have terms of the form

$$
\chi_{1} A\left(\eta_{1}-\square A\right)
$$

and

$$
\chi_{l} A\left(\eta_{l}-\square \eta_{l-1}\right), \quad \text { for } \quad l \geq 2
$$

Moreover, we know that solving the equations of motion for $\chi_{n}$ leads to $\eta_{n}=$${ }^{n} A$. Therefore, we can conclude that the $\chi_{n}$ 's are the Lagrange multipliers and, as a result, are not dynamical. Hence, we obtain from the equations of motion the following primary constraints:

$$
\begin{gather*}
\varphi_{1}=\eta_{1}-\square A \approx 0, \\
\vdots  \tag{5.34}\\
\varphi_{l}=\eta_{l}-\square \eta_{l-1} \approx 0
\end{gather*}
$$

In other words, since the $\chi_{n}$ 's are Lagrange multipliers, $\varphi_{1}$ and $\varphi_{l}$ 's are primary constraints. The time evolutions of the $\varphi_{n}$ 's fix the corresponding Lagrange multipliers $\lambda^{\varphi_{n}}$ ( $\varphi_{n}$ is an index rather than a power) in the total Hamiltonian (when we add the terms $\lambda^{\varphi_{n}} \varphi_{n}$ to the Hamiltonian density $\mathcal{H}$ ); therefore, the $\varphi_{n}$ 's do not induce secondary constraints. As a result, to classify the above constraints,
we will need to show that the Poisson bracket given by (5.10) vanishes weakly:

$$
\begin{equation*}
\left.\left\{\varphi_{m}, \varphi_{n}\right\}\right|_{\Gamma_{p}}=0, \tag{5.35}
\end{equation*}
$$

so that the $\varphi_{n}$ 's can be classified as first-class constraints. It is trivial to show that, for this case, there is no second-class constraint, i.e., $\mathcal{B}=0$ ( $\mathcal{B}$ is the number of second-class constraints), as we do not have $\left\{\varphi_{m}, \varphi_{n}\right\} \not \approx 0$. That is, the $\varphi_{n}$ 's are primary, first-class constraints. In our case, the number of phase space variables is given by

$$
\begin{equation*}
2 \mathcal{A} \equiv 2 \times\{\left(A, p_{A}\right), \underbrace{\left(\eta_{1}, p_{\eta_{1}}\right),\left(\eta_{2}, p_{\eta_{2}}\right), \cdots}_{n=1,2,3, \cdots \infty}\}=2 \times(1+\infty)=\infty . \tag{5.36}
\end{equation*}
$$

where the brackets denote a set with infinitely many terms (each pair $\left(A, p_{A}\right)$, $\left(\eta_{1}, p_{\eta_{1}}\right)$, etc is an element of the set). For each pair $\left(\eta_{n}, p_{\eta_{n}}\right)$, we have assigned one variable, which is multiplied by a factor of 2 , since we are dealing with fieldconjugate momentum pairs in the phase space. In the next section, we will fix the form of $\mathcal{F}(\square)$ to estimate the number of first-class constraints, i.e., $\mathcal{C}$ and, hence, the number of degrees of freedom. Let us also mention that the choice of $\mathcal{F}(\bar{\square})$ will determine the number of solutions of the equation of motion for $A$ and, consequently, these solutions can be interpreted as first-class constraints which will determine the number of physical degrees of freedom, i.e., whether the number of degrees of freedom is finite or infinite shall depend on the number of solutions to the equation of motion for $A$.

### 5.2.1 Gaussian kinetic term and propagator

Let us now consider an example of an infinite derivative scalar field theory, but with a Gaussian kinetic term in (5.17), i.e., the exponential of an entire function,

$$
\begin{equation*}
I_{e q v}=\int d^{4} x A\left(\square e^{-\bar{\square}}\right) A . \tag{5.37}
\end{equation*}
$$

For the above action, the equation of motion for $A$ is given by

$$
\begin{equation*}
2\left(\square e^{-\bar{\square}}\right) A=0 . \tag{5.38}
\end{equation*}
$$

We observe that there are finitely many solutions; hence, there are also finitely many degrees of freedom ${ }^{1}$. In momentum space, we obtain the following solution,

$$
\begin{equation*}
k^{2}=0, \tag{5.39}
\end{equation*}
$$

and the propagator will be as follows [56, 87],

$$
\begin{equation*}
\Pi\left(\bar{k}^{2}\right) \sim \frac{1}{k^{2}} e^{-\bar{k}^{2}} \tag{5.40}
\end{equation*}
$$

where we have used the fact that, in momentum space,$\rightarrow-k^{2}$ and that $\bar{k} \equiv k / M$. There are some interesting properties to note about this propagator:

- The propagator is suppressed by the exponential of an entire function, which has no zeroes or poles. Therefore, the only dynamical pole resides at $k^{2}=0$, ie., the massless pole in the propagator. Thus, the number of degrees of freedom is $\mathcal{N}=1$. Consequently, the sole dynamical degree of freedom is the massless scalar field and there are no new dynamical degrees of freedom. Furthermore, the propagator is suppressed in the UV [100].
- The propagator contains no ghosts, which usually plague higher-derivative theories. By virtue of this, there is no analogue of the Ostrogradsky instalbility at a classical level. Given the background equation, one can indeed understand the stability of the solution. Such studies have been performed for IDG theories in a cosmological setting [42, 43].

The action given by (5.37) can now be recast in terms of an equivalent action

[^19]as follows,
\[

$$
\begin{equation*}
I_{e q v}=\int d^{4} x\left[A \sum_{n=0}^{\infty} \frac{(-1)^{n}}{n!M^{2 n}} \eta_{n+1}+\chi_{1} A\left(\eta_{1}-\square A\right)+\sum_{l=2}^{\infty} \chi_{l} A\left(\eta_{l}-\square \eta_{l-1}\right)\right] . \tag{5.41}
\end{equation*}
$$

\]

We can now compute the number of the physical degrees of freedom. Note that the determinant of the phase-space dependent matrix $A_{m n}=\left\{\varphi_{m}, \varphi_{n}\right\} \neq 0$, so the $\varphi_{n}$ 's do not induce further constraints, such as secondary constraints. Therefore ${ }^{1}$,

$$
\begin{align*}
2 \mathcal{A} & \equiv 2 \times\{\left(A, p_{A}\right), \underbrace{\left(\eta_{1}, p_{\eta_{1}}\right),\left(\eta_{2}, p_{\eta_{2}}\right), \ldots}_{n=1,2,3, \cdots \infty}\}=2 \times(1+\infty)=\infty, \\
\mathcal{B} & =0, \\
2 \mathcal{C} & \equiv 2 \times\left(\varphi_{n}\right)=2 \times(\infty)=\infty, \\
\mathcal{N} & =\frac{1}{2}(2 \mathcal{A}-\mathcal{B}-2 \mathcal{C})=\frac{1}{2}(2-0)=1, \tag{5.42}
\end{align*}
$$

since there is a one-to-one correspondence between each pair $\left(\eta_{n}, p_{\eta_{n}}\right)$ and $\varphi_{n}$. As expected, the conclusion of this analysis yields exactly the same dynamical degrees of freedom as that of the Lagrangian formulation. The coefficients $f_{n}$ of $\mathcal{F}(\bar{\square})$ are all fixed by the form of $\square e^{-\bar{\square}}$.

### 5.3 ADM formalism

We shall take a simple infinite derivative action [41] and study the Hamiltonian density and degrees of freedom, but before that we briefly recap the ADM formalism for gravity as we will require this for further development.

One of the important concepts in GR is diffeomorphism invariance, i.e., when one transforms coordinates at given space-time points, the physics remains unchanged. As a result of this, one concludes that diffeomorphism is a local trans-

[^20]formation. In Hamiltonian formalism, we have to specify the direction of time. A very useful approach to do this is ADM decomposition [150, 151]. Such a decomposition allows one to choose a specific time direction without violating the diffeomorphism invariance. In other words, choosing the time direction is nothing but a gauge redundancy, ensuring that diffeomorphism is a local transformation. We assume that the manifold $\mathcal{M}$ is a time orientable spacetime, which can be foliated by a family of spacelike hypersurfaces $\Sigma_{t}$ at which the time is fixed to be constant: $t=x^{0}$. We then introduce an induced metric on the hypersurface as follows,
\[

$$
\begin{equation*}
\left.h_{i j} \equiv g_{i j}\right|_{t} \tag{5.43}
\end{equation*}
$$

\]

where the Latin indices run from 1 to 3 for spatial coordinates.
Within the framework of the $3+1$ formalism, the line element is parameterised as follows,

$$
\begin{equation*}
d s^{2}=-N^{2} d t^{2}+h_{i j}\left(d x^{i}+N^{i} d t\right)\left(d x^{j}+N^{j} d t\right) \tag{5.44}
\end{equation*}
$$

where $N$ is the lapse function and $N^{i}$ is the shift vector and are given by

$$
\begin{equation*}
N=\frac{1}{\sqrt{-g^{00}}}, \quad N^{i}=-\frac{g^{0 i}}{g^{00}} . \tag{5.45}
\end{equation*}
$$

In terms of metric variables, we have

$$
\begin{align*}
& g_{00}=-N^{2}+h_{i j} N^{i} N^{j}, \quad g_{0 i}=N_{i}, \quad g_{i j}=h_{i j}, \\
& g^{00}=-N^{-2}, \quad g^{0 i}=\frac{N^{i}}{N^{2}}, \quad g^{i j}=h^{i j}-\frac{N^{i} N^{j}}{N^{2}} . \tag{5.46}
\end{align*}
$$

Furthermore, we have a timelike vector $n^{\mu}$, i.e., the vector normal to the hypersurface in (5.44), which takes the following form:

$$
\begin{equation*}
n_{i}=0, \quad n^{i}=-\frac{N^{i}}{N}, \quad n_{0}=-N, \quad n^{0}=N^{-1} \tag{5.47}
\end{equation*}
$$

From (5.44), we also get $\sqrt{-g}=N \sqrt{h}$.
In addition, we are going to introduce a covariant derivative associated with
the induced metric $h_{i j}$ :

$$
\begin{equation*}
D_{i} \equiv e_{i}^{\mu} \nabla_{\mu} . \tag{5.48}
\end{equation*}
$$

We will define the extrinsic curvature as follows,

$$
\begin{equation*}
K_{i j} \equiv \nabla_{i} n_{j}=-\frac{1}{2 N}\left(D_{i} N_{j}+D_{j} N_{i}-\partial_{t} h_{i j}\right) \tag{5.49}
\end{equation*}
$$

It is well known that the Riemannian curvatures can be written in terms of the $3+1$ variables. In the case of scalar curvature, we have [151]

$$
\begin{equation*}
R=K_{i j} K^{i j}-K^{2}+\mathcal{R}+\frac{2}{\sqrt{-g}} \partial_{\mu}\left(\sqrt{-g} n^{\mu} K\right)-\frac{2}{N \sqrt{h}} \partial_{i}\left(\sqrt{h} h^{i j} \partial_{j} N\right) \tag{5.50}
\end{equation*}
$$

where $K=h^{i j} K_{i j}$ is the trace of the extrinsic curvature and $\mathcal{R}$ is scalar curvature calculated using the induced metric $h_{i j}{ }^{1}$.

One may calculate each term in (5.50) using the extrinsic curvature and 5.47). The decomposition of the d'Alembertian operator can be expressed as follows,

$$
\begin{align*}
\square & =g^{\mu \nu} \nabla_{\mu} \nabla_{\nu}=\left(h^{\mu \nu}+\varepsilon n^{\mu} n^{\nu}\right) \nabla_{\mu} \nabla_{\nu}=\left(h^{i j} e_{i}^{\mu} e_{j}^{\nu}-n^{\mu} n^{\nu}\right) \nabla_{\mu} \nabla_{\nu} \\
& =h^{i j} D_{i} D_{j}-n^{\nu} \nabla_{\mathbf{n}} \nabla_{\nu}=\square_{h y p}-n^{\nu} \nabla_{\mathbf{n}} \nabla_{\nu}, \tag{5.51}
\end{align*}
$$

where $\square_{h y p}=h^{i j} D_{i} D_{j}$. Moreover, we have used the completeness relation for a spacelike hypersurface, i.e., $\varepsilon=-1$, and we have defined $\nabla_{\mathbf{n}}=n^{\mu} \nabla_{\mu}$.

### 5.3.1 ADM decomposition

Let us now introduce the IDG action. We shall restrict ourselves to an action containing the Ricci scalar [41]:

$$
\begin{equation*}
S=\frac{1}{2} \int d^{4} x \sqrt{-g}\left[M_{P}^{2} R+R \mathcal{F}(\bar{\square}) R\right], \tag{5.52}
\end{equation*}
$$

[^21]where $\mathcal{F}(\bar{\square})=\sum_{n=0}^{\infty} f_{n} \bar{\square}^{n}$ and $M_{P}$ is the four-dimensional Planck mass scale given by $M_{P}^{2}=\left(8 \pi G_{N}^{(4)}\right)^{-1}$ while $G_{N}^{(4)}$ is Newton's gravitational constant in four dimensions. The first term is the Einstein-Hilbert term, with $R$ being the scalar curvature in four dimensions, and the second term is the infinite derivative modification to the action, where $\bar{\square} \equiv \square / M^{2}$ since $\square$ has mass dimension 2 and $\mathcal{F}(\bar{\square})$ shall be dimensionless. Note that $\square$ is the four-dimensional d'Alembertian operator given by $\square=g^{\mu \nu} \nabla_{\mu} \nabla_{\nu}$. Moreover, the $f_{n}$ 's are the dimensionless coefficients of the series expansion.

### 5.3.2 Equivalent action and decomposition

Now that the fundamentals of the $3+1$ decomposition have been established, we rewrite the action given by (5.52) in its equivalent form. We start off by writing an equivalent action [41] as follows,

$$
\begin{equation*}
S_{e q v}=\frac{1}{2} \int d^{4} x \sqrt{-g}\left[M_{P}^{2} A+A \mathcal{F}(\bar{\square}) A+B(R-A)\right] \tag{5.53}
\end{equation*}
$$

where we have introduced two scalar fields $A$ and $B$ with mass dimension two. Solving the equations of motion for scalar field $B$ results in $A=R$. The equations of motion for the original action given by (5.52) are equivalent to the equations of motion for the action given by (5.53):

$$
\begin{equation*}
\delta S_{\text {eqv }}=\frac{1}{2} \delta\left\{\sqrt{-g}\left[M_{P}^{2} A+A \mathcal{F}(\bar{\square}) A+B(R-A)\right]\right\}=0 \Rightarrow R=A . \tag{5.54}
\end{equation*}
$$

Following the steps in Section 5.2, we expand $\mathcal{F}(\bar{\square}) A$ using (5.52):

$$
\begin{equation*}
\mathcal{F}(\bar{\square}) A=\sum_{n=0}^{\infty} f_{n} \bar{\square}^{n} A=f_{0} A+f_{1} \bar{\square} A+f_{2} \bar{\square}^{2} A+f_{3} \bar{\square}^{3} A+\ldots \tag{5.55}
\end{equation*}
$$

As before, in order to eliminate $\bar{\square} A, \bar{\square}^{2} A, \cdots$, we will introduce two new auxiliary fields $\chi_{n}$ and $\eta_{n}$ with the $\chi_{n}$ 's being dimensionless and the $\eta_{n}$ 's being of mass dimension two.

- As an example, in order to eliminate $\square A$ in $A \square A$, we must add the following terms to 5.53):

$$
\begin{align*}
\frac{1}{2} \int d^{4} x \sqrt{-g} \chi_{1} A\left(\eta_{1}-\square A\right) & =\frac{1}{2} \int d^{4} x \sqrt{-g}\left[\chi_{1} A \eta_{1}-\chi_{1} A \square A\right] \\
& =\frac{1}{2} \int d^{4} x \sqrt{-g}\left[\chi_{1} A \eta_{1}-g^{\mu \nu} \chi_{1} A \partial_{\mu} \partial_{\nu} A\right] \\
& =\frac{1}{2} \int d^{4} x \sqrt{-g}\left[\chi_{1} A \eta_{1}-g^{\mu \nu} \partial_{\mu}\left(\chi_{1} A \partial_{\nu} A\right)+g^{\mu \nu} \partial_{\mu} \chi_{1} A \partial_{\nu} A\right. \\
& \left.+g^{\mu \nu} \chi_{1} \partial_{\mu} A \partial_{\nu} A\right] \\
& =\frac{1}{2} \int d^{4} x \sqrt{-g}\left[\chi_{1} A \eta_{1}+g^{\mu \nu} \partial_{\mu} \chi_{1} A \partial_{\nu} A+g^{\mu \nu} \chi_{1} \partial_{\mu} A \partial_{\nu} A\right] \\
& =\frac{1}{2} \int d^{4} x \sqrt{-g}\left[\chi_{1} A \eta_{1}+g^{\mu \nu}\left(\partial_{\mu} \chi_{1} A \partial_{\nu} A+\chi_{1} \partial_{\mu} A \partial_{\nu} A\right)\right] \tag{5.56}
\end{align*}
$$

where we have integrated by parts where appropriate. Solving the equation of motion for $\chi_{1}$ yields $\eta_{1}=\bar{\square}$.

- For instance, in order to eliminate the term $A \square^{2} A$, we add the term

$$
\begin{equation*}
\frac{1}{2} \int d^{4} x \sqrt{-g} \chi_{2} A\left(\eta_{2}-\square \eta_{1}\right)=\frac{1}{2} \int d^{4} x \sqrt{-g}\left[\chi_{2} A \eta_{2}+g^{\mu \nu}\left(\partial_{\mu} \chi_{2} A \partial_{\nu} \eta_{1}+\chi_{2} \partial_{\mu} A \partial_{\nu} \eta_{1}\right)\right] \tag{5.57}
\end{equation*}
$$

Solving the equation of motion for $\chi_{2}$ yields $\eta_{2}=\bar{\square} \eta_{1}=\bar{\square}^{2} A$.

Similarly, in order to eliminate the terms $A \square^{n} A$ and so on, we have to repeat the same procedure up to $\square^{n}$. Again, we have shown that by solving the equations of motion for $\chi_{n}$, we obtain, for $n \geq 2$,

$$
\begin{equation*}
\eta_{n}=\bar{\square} \eta_{n-1}=\bar{\square}^{n} A . \tag{5.58}
\end{equation*}
$$

Employing the above steps, we can rewrite the action given by (5.53) as
follows:

$$
\begin{align*}
S_{e q v} & =\frac{1}{2} \int d^{4} x \sqrt{-g}\left\{A\left(M_{P}^{2}+f_{0} A+\sum_{n=1}^{\infty} f_{n} \eta_{n}\right)+B(R-A)+\chi_{1} A\left(\eta_{1}-\square\right.\right. \\
& \left.+\sum_{l=2}^{\infty} \chi_{l} A\left(\eta_{l}-\square \eta_{l-1}\right)\right\} \\
& =\frac{1}{2} \int d^{4} x \sqrt{-g}\left\{A\left(M_{P}^{2}+f_{0} A+\sum_{n=1}^{\infty} f_{n} \eta_{n}\right)+B(R-A)\right. \\
& +g^{\mu \nu}\left(A \partial_{\mu} \chi_{1} \partial_{\nu} A+\chi_{1} \partial_{\mu} A \partial_{\nu} A\right)+g^{\mu \nu} \sum_{l=2}^{\infty}\left(A \partial_{\mu} \chi_{l} \partial_{\nu} \eta_{l-1}+\chi_{l} \partial_{\mu} A \partial_{\nu} \eta_{l-1}\right) \\
& \left.+\sum_{l=1}^{\infty} A \chi_{l} \eta_{l}\right\} \tag{5.59}
\end{align*}
$$

where we have absorbed the powers of $M^{-2}$ into the $f_{n}$ 's and $\chi_{n}$ 's while the mass dimension of the $\eta_{n}$ 's has been modified accordingly; hence, the box operator is not barred.

Note that the gravitational part of the action is simplified. In order to perform the ADM decomposition, let us first look at the $B(R-A)$ term. Using (5.50), we can write

$$
\begin{align*}
B(R-A) & =B\left(K_{i j} K^{i j}-K^{2}+\mathcal{R}-A\right)+B \frac{2}{\sqrt{-g}} \partial_{\mu}\left(\sqrt{-g} n^{\mu} K\right)-B \frac{2}{N \sqrt{h}} \partial_{i}\left(\sqrt{h} h^{i j} \partial_{j} N\right)  \tag{5.60}\\
& =B\left(K_{i j} K^{i j}-K^{2}+\mathcal{R}-A\right)-2\left(\nabla_{\mathbf{n}} B\right) K-\frac{2}{\sqrt{h}} \partial_{j}\left(\partial_{i}(B) \sqrt{h} h^{i j}\right), \tag{5.61}
\end{align*}
$$

since (boundary terms are discarded while the integration measure is $\sqrt{-g} d^{4} x$ )

$$
\begin{align*}
\int d^{4} x \sqrt{-g}\left[B \frac{2}{\sqrt{-g}} \partial_{\mu}\left(\sqrt{-g} n^{\mu} K\right)\right] & =\int d^{4} x \sqrt{-g}\left\{\nabla_{\mu}\left[B \frac{2}{\sqrt{-g}}\left(\sqrt{-g} n^{\mu} K\right)\right]\right. \\
& \left.-\left(\nabla_{\mu} B\right) \frac{2}{\sqrt{-g}}\left(\sqrt{-g} n^{\mu} K\right)\right\} \\
& =\int d^{4} x \sqrt{-g}\left\{\nabla_{\mu}\left[2 B n^{\mu} K\right]-2\left(\nabla_{\mu} B\right) n^{\mu} K\right\} \\
& =\int d^{4} x \sqrt{-g}\left[-2 n^{\mu}\left(\nabla_{\mu} B\right) K\right] \\
& =\int d^{4} x \sqrt{-g}\left[-2\left(\nabla_{\mathbf{n}} B\right) K\right] \tag{5.62}
\end{align*}
$$

and (again, boundary terms are discarded while the integration measure is $\sqrt{h} d^{3} x$ )

$$
\begin{align*}
\int d^{3} x \sqrt{h}\left[-B \frac{2}{N \sqrt{h}} \partial_{i}\left(\sqrt{h} h^{i j} \partial_{j} N\right)\right] & =\int d^{3} x \sqrt{h}\left\{-\frac{2}{N \sqrt{h}} \partial_{i}\left(B\left(\sqrt{h} h^{i j} \partial_{j} N\right)\right)\right. \\
& \left.+\frac{2}{N \sqrt{h}} \partial_{i}(B) \sqrt{h} h^{i j} \partial_{j} N\right\} \\
& =\int d^{3} x \sqrt{h}\left[\frac{2}{N \sqrt{h}} \partial_{i}(B) \sqrt{h} h^{i j} \partial_{j} N\right] \\
& =\int d^{3} x \sqrt{h}\left\{\frac{2}{N \sqrt{h}} \partial_{j}\left(\partial_{i}(B) \sqrt{h} h^{i j} N\right)\right. \\
& \left.-\frac{2}{\sqrt{h}} \partial_{j}\left(\partial_{i}(B) \sqrt{h} h^{i j}\right)\right\} \\
& =\int d^{3} x \sqrt{h}\left[-\frac{2}{\sqrt{h}} \partial_{j}\left(\partial_{i}(B) \sqrt{h} h^{i j}\right)\right] \tag{5.63}
\end{align*}
$$

We have used $n^{\mu} \nabla_{\mu} \equiv \nabla_{\mathbf{n}}$ and dropped the total derivatives. Furthermore, we can use the decomposition of the d'Alembertian operator, which is given by (5.51). Moreover, we have $\sqrt{-g}=N \sqrt{h}$. Hence, the decomposition of (5.59) becomes
as follows,

$$
\begin{align*}
S_{e q v}^{\prime} & =\frac{1}{2} \int d^{3} x N \sqrt{h}\left\{A\left(M_{P}^{2}+f_{0} A+\sum_{n=1}^{\infty} f_{n} \eta_{n}\right)+B\left(K_{i j} K^{i j}-K^{2}+\mathcal{R}-A\right)\right. \\
& -2 \nabla_{\mathbf{n}} B K-\frac{2}{\sqrt{h}} \partial_{j}\left(\partial_{i}(B) \sqrt{h} h^{i j}\right) \\
& +h^{i j}\left(A \partial_{i} \chi_{1} \partial_{j} A+\chi_{1} \partial_{i} A \partial_{j} A\right)-\left(A \nabla_{\mathbf{n}} \chi_{1} \nabla_{\mathbf{n}} A+\chi_{1} \nabla_{\mathbf{n}} A \nabla_{\mathbf{n}} A\right) \\
& +h^{i j} \sum_{l=2}^{\infty}\left(A \partial_{i} \chi_{l} \partial_{j} \eta_{l-1}+\chi_{l} \partial_{i} A \partial_{j} \eta_{l-1}\right)-\sum_{l=2}^{\infty}\left(A \nabla_{\mathbf{n}} \chi_{l} \nabla_{\mathbf{n}} \eta_{l-1}+\chi_{l} \nabla_{\mathbf{n}} A \nabla_{\mathbf{n}} \eta_{l-1}\right) \\
& \left.+\sum_{l=1}^{\infty} A \chi_{l} \eta_{l}\right\} \tag{5.64}
\end{align*}
$$

where the Latin indices are spatial and run from 1 to 3 . Note that the $\chi$ fields were introduced to parameterise the contribution of $\square A, \square^{2} A, \ldots$, and so on. Therefore, $A$ and $\eta$ are auxiliary fields, signifying that the $\chi$ fields are of no intrinsic value and, therefore, are Lagrange multipliers when counting the number of phase space variables.

The same can not be concluded regarding the $B$ field, as it is introduced to obtain equivalence between the scalar curvature, $R$, and $A$. Since the $B$ field is coupled to $R$ and the Riemannian curvature is physical, we must count $B$ as a phase space variable. As we shall see later in our Hamiltonian analysis, this is a crucial point in order to count the number of physical degrees of freedom correctly. To summarise, as we shall see below, the $B$ field is not a Lagrange multiplier, while the $\chi$ fields are.

### 5.3.3 $f(R)$ gravity

The action of $f(R)$ gravity is given by (1.7), where $f(R)$ is a function of the scalar curvature. The equivalent action for (1.7) is given by

$$
\begin{equation*}
S=\frac{1}{2} \int d^{4} x \sqrt{-g}(f(A)+B(R-A)) . \tag{5.65}
\end{equation*}
$$

Solving the equations of motion for $B$ yields $R=A$; hence, it is clear that the above action is equivalent to (1.7). Using (5.61), we can decompose the action as follows,

$$
\begin{align*}
S^{\prime} & =\frac{1}{2} \int d^{3} x N \sqrt{h}\left(f(A)+B\left(K_{i j} K^{i j}-K^{2}+\mathcal{R}-A\right)-2\left(\nabla_{\mathbf{n}} B\right) K\right. \\
& \left.-\frac{2}{\sqrt{h}} \partial_{j}\left(\partial_{i}(B) \sqrt{h} h^{i j}\right)\right) . \tag{5.66}
\end{align*}
$$

Now that the above action is expressed in terms of $\left(h_{a b}, N, N^{i}, B, A\right)$ and their time and space derivatives. We can proceed with the Hamiltonian analysis and write down the momentum conjugate to each of these variables:

$$
\begin{align*}
& \pi^{i j}=\frac{\partial \mathcal{L}}{\partial \dot{h}_{i j}}=\sqrt{h} B\left(K^{i j}-h^{i j} K\right)-\sqrt{h} \nabla_{\mathbf{n}} B h^{i j}, \quad p_{B}=\frac{\partial \mathcal{L}}{\partial \dot{B}}=-2 \sqrt{h} K, \\
& p_{A}=\frac{\partial \mathcal{L}}{\partial \dot{A}} \approx 0, \quad \pi_{N}=\frac{\partial \mathcal{L}}{\partial \dot{N}} \approx 0, \quad \pi_{i}=\frac{\partial \mathcal{L}}{\partial \dot{N}^{i}} \approx 0, \tag{5.67}
\end{align*}
$$

where $\dot{A} \equiv \partial_{0} A$ is the time derivative of the variable. We have used the " $\approx$ " sign in 5.67) to show that $\left(p_{A}, \pi_{N}, \pi_{i}\right)$ are primary constraints satisfied on the constraint surface:

$$
\begin{equation*}
\Gamma_{p}=\left(p_{A} \approx 0, \pi_{N} \approx 0, \pi_{i} \approx 0\right) \tag{5.68}
\end{equation*}
$$

$\Gamma_{p}$ is defined by the aforementioned primary constraints. For our purposes, whether the primary constraints vanish globally (which they do), i.e., throughout the phase space, is irrelevant. Note that the Lagrangian density, $\mathcal{L}$, does not contain $\dot{A}, \dot{N}$ or $\dot{N}^{i}$; therefore, their conjugate momenta vanish identically.

We can define the Hamiltonian density as follows ${ }^{1}$,

$$
\begin{align*}
\mathcal{H} & =\pi^{i j} \dot{h}_{i j}+p_{B} \dot{B}-\mathcal{L}  \tag{5.69}\\
& \equiv N \mathcal{H}_{N}+N^{i} \mathcal{H}_{i} \tag{5.70}
\end{align*}
$$

[^22]where $\mathcal{H}_{N}=\dot{\pi}_{N}$ and $\mathcal{H}_{i}=\dot{\pi}_{i}$. Using (5.69), we can write $\left(\pi \equiv h^{i j} \pi_{i j}\right)$
\[

$$
\begin{align*}
\mathcal{H}_{N} & =\frac{1}{\sqrt{h} B} \pi^{i j} h_{i k} h_{j l} \pi^{k l}-\frac{1}{3 \sqrt{h} B} \pi^{2}-\frac{\pi p_{B}}{3 \sqrt{h}}+\frac{B}{6 \sqrt{h}} p_{B}^{2} \\
& -\sqrt{h} B R+\sqrt{h} B A+2 \partial_{j}\left[\sqrt{h} h^{i j} \partial_{i}\right] B+f(A) \tag{5.71}
\end{align*}
$$
\]

and

$$
\begin{equation*}
\mathcal{H}_{i}=-2 h_{i k} \nabla_{l} \pi^{k l}+p_{B} \partial_{i} B . \tag{5.72}
\end{equation*}
$$

Therefore, the total Hamiltonian can be written as

$$
\begin{align*}
H_{\text {tot }} & =\int d^{3} x \mathcal{H}  \tag{5.73}\\
& =\int d^{3} x\left(N \mathcal{H}_{N}+N^{i} \mathscr{H}_{i}+\lambda^{A} p_{A}+\lambda^{N} \pi_{N}+\lambda^{i} \pi_{i}\right), \tag{5.74}
\end{align*}
$$

where $\lambda^{A}, \lambda^{N}, \lambda^{i}$ are Lagrange multipliers.

### 5.3.4 Classification of constraints for $f(R)$ gravity

Having vanishing conjugate momenta means we can not express $\dot{A}, \dot{N}$ and $\dot{N}^{i}$ as functions of their conjugate momenta and hence $p_{A} \approx 0, \pi_{N} \approx 0$ and $\pi_{i} \approx 0$ are primary constraints, see (5.67). To ensure the consistency of the primary constraints so that they are preserved under time evolution generated by the total Hamiltonian $H_{t o t}$, we need to employ the Hamiltonian field equations and enforce that $\mathcal{H}_{N}$ and $\mathcal{H}_{i}$ be zero on the constraint surface $\Gamma_{p}$,

$$
\begin{equation*}
\dot{\pi}_{N}=-\frac{\delta \mathcal{H}_{t o t}}{\delta N}=\mathcal{H}_{N} \approx 0, \quad \dot{\pi}_{i}=-\frac{\delta \mathcal{H}_{t o t}}{\delta N^{i}}=\mathcal{H}_{i} \approx 0 \tag{5.75}
\end{equation*}
$$

so that $\mathcal{H}_{N} \approx 0$ and $H_{i} \approx 0$, indicating that they are secondary constraints.
Let us also note that $\Gamma_{1}$ is a smooth submanifold of the phase space determined by the primary and secondary constraints; hereafter in this section, we shall exclusively use the " $\approx$ " notation to denote equality on $\Gamma_{1}$. It is usual to call $\mathcal{H}_{N}$ the Hamiltonian constraint and $\mathcal{H}_{i}$ the diffeomorphism constraint. Note that $\mathcal{H}_{N}$
and $\mathcal{H}_{i}$ are weakly vanishing only on the constraint surface; this is why the righthand sides of (5.71) and (5.72) are not identically zero. If $\dot{\pi}_{N}=\mathcal{H}_{N}$ and $\dot{\pi}_{i}=\mathcal{H}_{i}$ were identically zero, then there would be no secondary constraints.

Furthermore, we are going to define $G_{A}$ and demand that $G_{A}$ be weakly zero on the constraint surface $\Gamma_{1}$ :

$$
\begin{equation*}
G_{A}=\partial_{t} p_{A}=\left\{p_{A}, \mathcal{H}_{t o t}\right\}=-\frac{\delta \mathcal{H}_{t o t}}{\delta A}=-\sqrt{h} N\left(B+f^{\prime}(A)\right) \approx 0 \tag{5.76}
\end{equation*}
$$

which will act as a secondary constraint corresponding to the primary constraint $p_{A} \approx 0$. Hence,

$$
\begin{equation*}
\Gamma_{1}=\left(p_{A} \approx 0, \pi_{N} \approx 0, \pi_{i} \approx 0, G_{A} \approx 0, \mathcal{H}_{N} \approx 0, \mathcal{H}_{i} \approx 0\right) \tag{5.77}
\end{equation*}
$$

Following the definition of the Poisson bracket in (5.10), we can see that the constraints $\mathcal{H}_{N}$ and $\mathcal{H}_{i}$ are preserved under time evolution, i.e., $\dot{\mathcal{H}}_{N}=$ $\left.\left\{\mathcal{H}_{N}, \mathcal{H}_{\text {tot }}\right\}\right|_{\Gamma_{1}}=0$ and $\dot{\mathcal{H}}_{i}=\left.\left\{\mathcal{H}_{i}, \mathcal{H}_{\text {tot }}\right\}\right|_{\Gamma_{1}}=0$, also fixing the Lagrange multipliers $\lambda^{N}$ and $\lambda^{i}$. That is, the expressions for $\mathcal{H}_{N}$ and $\dot{\mathscr{H}}_{i}$ include the Lagrange multipliers $\lambda^{N}$ and $\lambda^{i}$; thus, we can solve the relations $\dot{\mathcal{H}}_{N} \approx 0$ and $\dot{\mathcal{H}}_{i} \approx 0$ for $\lambda^{N}$ and $\lambda^{i}$, respectively, and compute the values of the Lagrange multipliers. Therefore, we have no further constraints, such as tertiary ones and so on. We will check the same for $G_{A}$, i.e., that the time evolution of $G_{A}$ defined in the phase space should also vanish on the constraint surface $\Gamma_{1}$ :

$$
\begin{align*}
\dot{G}_{A} & \equiv\left\{G_{A}, \mathcal{H}_{t o t}\right\}  \tag{5.78}\\
& =N\left\{\frac{N}{3}\left(2 \pi-2 B p_{B}\right)-2 \sqrt{h} N^{i} \partial_{i} B-\sqrt{h} f^{\prime \prime}(A) \lambda^{A}\right\} \approx 0 . \tag{5.79}
\end{align*}
$$

The role of (5.78) is to fix the value of the Lagrange multiplier $\lambda^{A}$ as long as $f^{\prime \prime}(A) \neq 0$. We demand that $f^{\prime \prime}(A) \neq 0$ so as to avoid tertiary constraints. As a result, there are no tertiary constraints corresponding to $G_{A}$. The next step in our Hamiltonian analysis is to classify the constraints.

As shown above, we have three primary constraints for $f(R)$ gravity. They
are

$$
\begin{equation*}
\pi_{N} \approx 0, \pi_{i} \approx 0, p_{A} \approx 0 \tag{5.80}
\end{equation*}
$$

We also have three secondary constraints:

$$
\begin{equation*}
\mathcal{H}_{N} \approx 0, \mathcal{H}_{i} \approx 0, G_{A} \approx 0 \tag{5.81}
\end{equation*}
$$

Following the definition of the Poisson bracket in (5.10), we have

$$
\begin{align*}
\left\{\pi_{N}, \pi_{i}\right\} & =\left(\frac{\delta \pi_{N}}{\delta N} \frac{\delta \pi_{i}}{\delta \pi_{N}}-\frac{\delta \pi_{N}}{\delta \pi_{N}} \frac{\delta \pi_{i}}{\delta N}\right)+\left(\frac{\delta \pi_{N}}{\delta N^{i}} \frac{\delta \pi_{i}}{\delta \pi_{i}}-\frac{\delta \pi_{N}}{\delta \pi_{i}} \frac{\delta \pi_{i}}{\delta N^{i}}\right) \\
& +\left(\frac{\delta \pi_{N}}{\delta h_{i j}} \frac{\delta \pi_{i}}{\delta \pi^{i j}}-\frac{\delta \pi_{N}}{\delta \pi^{i j}} \frac{\delta \pi_{i}}{\delta h_{i j}}\right)+\left(\frac{\delta \pi_{N}}{\delta A} \frac{\delta \pi_{i}}{\delta p_{A}}-\frac{\delta \pi_{N}}{\delta p_{A}} \frac{\delta \pi_{i}}{\delta A}\right) \\
& +\left(\frac{\delta \pi_{N}}{\delta B} \frac{\delta \pi_{i}}{\delta p_{B}}-\frac{\delta \pi_{N}}{\delta p_{B}} \frac{\delta \pi_{i}}{\delta B}\right) \approx 0 . \tag{5.82}
\end{align*}
$$

Similarly, we can show that

$$
\begin{align*}
& \left\{\pi_{N}, \pi_{N}\right\}=\left\{\pi_{N}, \pi_{i}\right\}=\left\{\pi_{N}, p_{A}\right\}=\left\{\pi_{N}, \mathcal{H}_{N}\right\}=\left\{\pi_{N}, \mathcal{H}_{i}\right\}=\left\{\pi_{N}, G_{A}\right\} \approx 0 \\
& \left\{\pi_{i}, \pi_{i}\right\}=\left\{\pi_{i}, p_{A}\right\}=\left\{\pi_{i}, \mathcal{H}_{N}\right\}=\left\{\pi_{i}, \mathcal{H}_{i}\right\}=\left\{\pi_{i}, G_{A}\right\} \approx 0 \\
& \left\{p_{A}, p_{A}\right\}=\left\{p_{A}, \mathcal{H}_{N}\right\}=\left\{p_{A}, \mathcal{H}_{i}\right\} \approx 0 \\
& \left\{\mathcal{H}_{N}, \mathcal{H}_{N}\right\}=\left\{\mathcal{H}_{N}, \mathcal{H}_{i}\right\}=\left\{\mathcal{H}_{N}, G_{A}\right\} \approx 0 \\
& \left\{\mathcal{H}_{i}, \mathcal{H}_{i}\right\}=\left\{\mathcal{H}_{i}, G_{A}\right\} \approx 0 \\
& \left\{G_{A}, G_{A}\right\} \approx 0 . \tag{5.83}
\end{align*}
$$

The only non-vanishing Poisson bracket on $\Gamma_{1}$ is

$$
\begin{equation*}
\left\{p_{A}, G_{A}\right\}=-\frac{\delta p_{A}}{\delta p_{A}} \frac{\delta G_{A}}{\delta A}=-\frac{\delta G_{A}}{\delta A}=-\sqrt{h} N f^{\prime \prime}(A) \not \approx 0 . \tag{5.84}
\end{equation*}
$$

Having $\left\{p_{A}, G_{A}\right\} \neq 0$ for $f^{\prime \prime}(A) \neq 0$ means that both $p_{A}$ and $G_{A}$ are second-class constraints. The rest of the constraints $\left(\pi_{N}, \pi_{i}, \mathcal{H}_{N}, \mathcal{H}_{i}\right)$ are first-class constraints.

### 5.3.5 Number of physical degrees of freedom for $f(R)$ gravity

Having identified the primary and secondary constraints and categorised them into first-class and second-class constraints ${ }^{1}$, we can use (5.16) to count the number of physical degrees of freedom. For $f(R)$ gravity, we have

$$
\begin{align*}
2 \mathcal{A} & =2 \times\left\{\left(h_{i j}, \pi^{i j}\right),\left(N, \pi_{N}\right),\left(N^{i}, \pi_{i}\right),\left(A, p_{A}\right),\left(B, p_{B}\right)\right\} \\
& =2(6+1+3+1+1)=24, \\
\mathcal{B} & =\left(p_{A}, G_{A}\right)=(1+1)=2, \\
2 \mathcal{C} & =2 \times\left(\pi_{N}, \pi_{i}, \mathcal{H}_{N}, H_{i}\right)=2(1+3+1+3)=16, \\
\mathcal{N} & =\frac{1}{2}(24-2-16)=3 . \tag{5.85}
\end{align*}
$$

Hence, $f(R)$ gravity has three physical degrees of freedom in four dimensions, including the physical degrees of freedom for a massless graviton and also an extra scalar degree of freedom ${ }^{2}$,

From the Lagrangian perspective, one can study the propagator for $f(R)$ theory of gravity. The graviton propagator in such a theory can be computed in terms of the spin- 2 and spin- 0 components $3^{3}$. Let us now briefly discuss a few cases of interest:

- Number of degrees of freedom for $f(R)=M_{P}^{2} R+\alpha_{0} R^{2}$ :

In this case ( $\alpha_{0}$ is a constant), we have

$$
\begin{equation*}
\left\{p_{A}, G_{A}\right\}=-\sqrt{h} N f^{\prime \prime}(A)=-2 \sqrt{h} N \not \approx 0 . \tag{5.86}
\end{equation*}
$$

[^23]The other Poisson brackets remain zero on the constraint surface $\Gamma_{1}$ and, hence, we are left with 3 physical degrees of freedom.

- Number of degrees of freedom for $f(R)=M_{P}^{2} R$ :

For the Einstein-Hilbert action, $f(R)$ is simply

$$
\begin{equation*}
f(R)=M_{P}^{2} R, \tag{5.87}
\end{equation*}
$$

for which

$$
\begin{equation*}
\left\{p_{A}, G_{A}\right\}=-\sqrt{h} N f^{\prime \prime}(A) \approx 0 \tag{5.88}
\end{equation*}
$$

Therefore, in this case, both $p_{A}$ and $G_{A}$ are first-class constraints. Hence, counting the degrees of freedom yields

$$
\begin{align*}
2 \mathcal{A} & \equiv 2 \times\left\{\left(h_{i j}, \pi^{i j}\right),\left(N, \pi_{N}\right),\left(N^{i}, \pi_{i}\right),\left(A, p_{A}\right),\left(B, p_{B}\right)\right\}=2(6+1+3+1+1)=24, \\
\mathcal{B} & =0, \\
2 \mathcal{C} & \equiv 2 \times\left(\pi_{N}, \pi_{i}, \mathcal{H}_{N}, H_{i}, p_{A}, G_{A}\right)=2(1+3+1+3+1+1)=20, \\
\mathcal{N} & =\frac{1}{2}(24-0-20)=2, \tag{5.89}
\end{align*}
$$

which gives the degrees of freedom for a massless spin-2 graviton.

### 5.4 Infinite derivative gravity (IDG)

### 5.4.1 Constraints for IDG

The action and the ADM decomposition of IDG has been explained explicitly in Section 5.3.2. In this section, we will focus on the Hamiltonian analysis for the action given by (5.52). The first step is to consider (5.64) and write down the
conjugate momenta:

$$
\begin{align*}
& \pi_{N}=\frac{\partial \mathcal{L}}{\partial \dot{N}} \approx 0, \quad \pi_{i}=\frac{\partial \mathcal{L}}{\partial \dot{N}^{i}} \approx 0, \quad \pi^{i j}=\frac{\partial \mathcal{L}}{\partial \dot{h}_{i j}}=\sqrt{h} B\left(K^{i j}-h^{i j} K\right)-\sqrt{h} \nabla_{\mathbf{n}} B h^{i j} \\
& p_{A}=\frac{\partial \mathcal{L}}{\partial \dot{A}}=\sqrt{h}\left[-\left(A \nabla_{\mathbf{n}} \chi_{1}+\chi_{1} \nabla_{\mathbf{n}} A\right)-\sum_{l=2}^{\infty}\left(\chi_{l} \nabla_{\mathbf{n}} \eta_{l-1}\right)\right], \quad p_{B}=\frac{\partial \mathcal{L}}{\partial \dot{B}}=-2 \sqrt{h} K \\
& p_{\chi_{1}}=\frac{\partial \mathcal{L}}{\partial \dot{\chi}_{1}}=-\sqrt{h} A \nabla_{\mathbf{n}} A, \quad p_{\chi_{l}}=\frac{\partial \mathcal{L}}{\partial \dot{\chi}_{l}}=-\sqrt{h}\left(A \nabla_{\mathbf{n}} \eta_{l-1}\right) \\
& p_{\eta_{l-1}}=\frac{\partial \mathcal{L}}{\partial \dot{\eta}_{l-1}}=-\sqrt{h}\left(A \nabla_{\mathbf{n}} \chi_{l}+\chi_{l} \nabla_{\mathbf{n}} A\right) . \tag{5.90}
\end{align*}
$$

As we can see, the time derivatives of the lapse, i.e., $\dot{N}$, and the shift function, $\dot{N}^{i}$, are absent. Therefore, we have two primary constraints:

$$
\begin{equation*}
\pi_{N} \approx 0, \pi_{i} \approx 0 \tag{5.91}
\end{equation*}
$$

The total Hamiltonian is given by

$$
\begin{align*}
H_{\text {tot }} & =\int d^{3} x \mathcal{H}  \tag{5.92}\\
& =\int d^{3} x\left(N \mathcal{H}_{N}+N^{i} \mathcal{H}_{i}+\lambda^{N} \pi_{N}+\lambda^{i} \pi_{i}\right) \tag{5.93}
\end{align*}
$$

where $\lambda^{N} \& \lambda^{i}$ are Lagrange multipliers while the Hamiltonian density is given by

$$
\begin{align*}
\mathcal{H} & =\pi^{i j} \dot{h}_{i j}+p_{A} \dot{A}+p_{B} \dot{B}+p_{\chi_{1}} \dot{\chi}_{1}+p_{\chi_{l}} \dot{\chi}_{l}+p_{\eta_{l-1}} \dot{\eta}_{l-1}-\mathcal{L}  \tag{5.94}\\
& =N \mathcal{H}_{N}+N^{i} \mathcal{H}_{i} . \tag{5.95}
\end{align*}
$$

Using the above equation, we obtain

$$
\begin{align*}
& \mathcal{H}_{N}=\frac{1}{\sqrt{h} B} \pi^{i j} h_{i k} h_{j l} \pi^{k l}-\frac{1}{3 \sqrt{h} B} \pi^{2}-\frac{\pi p_{B}}{3 \sqrt{h}}  \tag{5.96}\\
& +\frac{B}{6 \sqrt{h}} p_{B}^{2}-\sqrt{h} B R+\sqrt{h} B A+2 \partial_{j}\left[\sqrt{h} h^{i j} \partial_{i}\right] B \\
& -\frac{1}{A \sqrt{h}} p_{\chi_{1}}\left(p_{A}-\frac{\chi_{1}}{A} p_{\chi_{1}}\right)-\frac{1}{A \sqrt{h}} \sum_{l=2}^{n} p_{\chi_{l}}\left(p_{\eta_{l-1}}-\frac{\chi_{l}}{A} p_{\chi_{1}}\right) \\
& -\sqrt{h} \sum_{l=1}^{n} A \chi_{l} \eta_{l}-\sqrt{h} \frac{1}{2} A\left(M_{p}^{2}+f_{0} A+\sum_{n=1}^{\infty} f_{n} \eta_{n}\right) \\
& -\sqrt{h} h^{i j}\left(A \partial_{i} \chi_{1} \partial_{j} A+\chi_{1} \partial_{i} A \partial_{j} A\right)-\sqrt{h} h^{i j} \sum_{l=2}^{n}\left(A \partial_{i} \chi_{l} \partial_{j} \eta_{l-1}+\chi_{l} \partial_{i} A \partial_{j} \eta_{l-1}\right)
\end{align*}
$$

and

$$
\begin{equation*}
\mathcal{H}_{i}=-2 h_{i k} \nabla_{l} \pi^{k l}+p_{A} \partial_{i} A+p_{\chi_{1}} \partial_{i} \chi_{1}+p_{B} \partial_{i} B+\sum_{l=2}^{n}\left(p_{\chi_{l}} \partial_{i} \chi_{l}+p_{\eta_{l-1}} \partial_{i} \eta_{l-1}\right) . \tag{5.97}
\end{equation*}
$$

Enforcing that $\mathcal{H}_{N}$ and $\mathcal{H}_{i}$ be zero on the constraint surface $\Gamma_{p}$, we get

$$
\begin{equation*}
\dot{\pi}_{N}=-\frac{\delta \mathcal{H}_{t o t}}{\delta N}=\mathcal{H}_{N} \approx 0, \quad \dot{\pi}_{i}=-\frac{\delta \mathcal{H}_{t o t}}{\delta N^{i}}=\mathcal{H}_{i} \approx 0 \tag{5.98}
\end{equation*}
$$

We can also show that, on the constraint surface $\Gamma_{1}$, the time evolutions $\dot{\mathcal{H}}_{N}=$ $\left\{\mathcal{H}_{N}, \mathcal{H}_{\text {tot }}\right\} \approx 0$ and $\dot{\mathcal{H}}_{i}=\left\{\mathcal{H}_{i}, \mathcal{H}_{\text {tot }}\right\} \approx 0$ fix the Lagrange multipliers $\lambda^{N}$ and $\lambda^{i}$, and there will be no tertiary constraints.

### 5.4.2 Classifications of constraints for IDG

As we have explained earlier, primary and secondary constraints can be classified into first-class or second-class constraints. This is derived by calculating the Poisson brackets constructed out of the constraints between themselves and each other. Vanishing Poisson brackets indicate a first-class constraint and nonvanishing Poisson brackets means we have a second-class constraint.

For an IDG action, we have two primary constraints: $\pi_{N} \approx 0$ and $\pi_{i} \approx 0$, and
two secondary constraints: $\mathcal{H}_{N} \approx 0, H_{i} \approx 0$. Therefore, we can determine the classification of the constraints as follows,

$$
\begin{align*}
\left\{\pi_{N}, \pi_{i}\right\} & =\left(\frac{\delta \pi_{N}}{\delta N} \frac{\delta \pi_{i}}{\delta \pi_{N}}-\frac{\delta \pi_{N}}{\delta \pi_{N}} \frac{\delta \pi_{i}}{\delta N}\right)+\left(\frac{\delta \pi_{N}}{\delta N^{i}} \frac{\delta \pi_{i}}{\delta \pi_{i}}-\frac{\delta \pi_{N}}{\delta \pi_{i}} \frac{\delta \pi_{i}}{\delta N^{i}}\right)+\left(\frac{\delta \pi_{N}}{\delta h_{i j}} \frac{\delta \pi_{i}}{\delta \pi^{i j}}-\frac{\delta \pi_{N}}{\delta \pi^{i j}} \frac{\delta \pi_{i}}{\delta h_{i j}}\right) \\
& +\left(\frac{\delta \pi_{N}}{\delta A} \frac{\delta \pi_{i}}{\delta p_{A}}-\frac{\delta \pi_{N}}{\delta p_{A}} \frac{\delta \pi_{i}}{\delta A}\right)+\left(\frac{\delta \pi_{N}}{\delta B} \frac{\delta \pi_{i}}{\delta p_{B}}-\frac{\delta \pi_{N}}{\delta p_{B}} \frac{\delta \pi_{i}}{\delta B}\right)+\left(\frac{\delta \pi_{N}}{\delta \chi_{1}} \frac{\delta \pi_{i}}{\delta p_{\chi_{1}}}-\frac{\delta \pi_{N}}{\delta p_{\chi_{1}}} \frac{\delta \pi_{i}}{\delta \chi_{1}}\right) \\
& +\left(\frac{\delta \pi_{N}}{\delta \chi_{l}} \frac{\delta \pi_{i}}{\delta p_{\chi_{l}}}-\frac{\delta \pi_{N}}{\delta p_{\chi_{l}}} \frac{\delta \pi_{i}}{\delta \chi_{l}}\right)+\left(\frac{\delta \pi_{N}}{\delta \eta_{l-1}} \frac{\delta \pi_{i}}{\delta p_{\eta_{l-1}}}-\frac{\delta \pi_{N}}{\delta p_{\eta_{l-1}}} \frac{\delta \pi_{i}}{\delta \eta_{l-1}}\right) \approx 0 . \tag{5.99}
\end{align*}
$$

In a similar manner, we can show that

$$
\begin{align*}
& \left\{\pi_{N}, \pi_{N}\right\}=\left\{\pi_{N}, \pi_{i}\right\}=\left\{\pi_{N}, \mathcal{H}_{N}\right\}=\left\{\pi_{N}, \mathcal{H}_{i}\right\} \approx 0 \\
& \left\{\pi_{i}, \pi_{i}\right\}=\left\{\pi_{i}, \mathcal{H}_{N}\right\}=\left\{\pi_{i}, \mathcal{H}_{i}\right\} \approx 0 \\
& \left\{\mathcal{H}_{N}, \mathcal{H}_{N}\right\}=\left\{\mathcal{H}_{N}, \mathcal{H}_{i}\right\} \approx 0 \\
& \left\{\mathcal{H}_{i}, \mathcal{H}_{i}\right\} \approx 0 \tag{5.100}
\end{align*}
$$

Therefore, all of $\left(\pi_{N}, \pi_{i}, \mathcal{H}_{N}, \mathcal{H}_{i}\right)$ are first-class constraints. We can establish that solving the equations of motion for $\chi_{n}$ yields

$$
\begin{equation*}
\eta_{1}=\square A, \quad \cdots, \quad \eta_{l}=\square \eta_{l-1}=\square^{l} A, \tag{5.101}
\end{equation*}
$$

for $l \geq 2$. Therefore, we conclude that the $\chi_{n}$ 's are Lagrange multipliers, which yield the following primary constraints from the equations of motion:

$$
\begin{array}{r}
\Xi_{1}=\eta_{1}-\square A=0, \\
\Xi_{l}=\eta_{l}-\square \eta_{l-1}=0, \tag{5.102}
\end{array}
$$

where $l \geq 2$. In fact, it is sufficient to say that $\eta_{1}-\square A \approx 0$ and $\eta_{l}-\square \eta_{l-1} \approx 0$ on a constraint surface spanned by primary and secondary constraints, i.e., $\left(\pi_{N} \approx\right.$
$\left.0, \pi_{i} \approx 0, \mathcal{H}_{N} \approx 0, \mathcal{H}_{i} \approx 0, \Xi_{n} \approx 0\right)$. As a result, we can show that we have

$$
\begin{equation*}
\left\{\Xi_{n}, \pi_{N}\right\}=\left\{\Xi_{n}, \pi_{i}\right\}=\left\{\Xi_{n}, \mathcal{H}_{N}\right\}=\left\{\Xi_{n}, \mathcal{H}_{i}\right\}=\left\{\Xi_{m}, \Xi_{n}\right\} \approx 0 \tag{5.103}
\end{equation*}
$$

where we have employed the $\approx$ notation, which is a sufficient condition to be satisfied on the constraint surface defined by $\Gamma_{1}=\left(\pi_{N} \approx 0, \pi_{i} \approx 0, \mathcal{H}_{N} \approx\right.$ $0, \mathcal{H}_{i} \approx 0, \Xi_{n} \approx 0$ ), signifying that the $\Xi_{n}$ 's are first-class constraints. We should point out that we have checked that the Poisson brackets of all possible pairs among the constraints vanish on the constraint surface $\Gamma_{1}$; as a result, there are no second-class constraints.

### 5.5 Physical degrees of freedom for IDG

We can again use (5.16) to compute the degrees of freedom for the IDG action given by (5.52). First, let us establish the number of the configuration space variables, $\mathcal{A}$. Since the auxiliary field $\chi_{n}$ are Lagrange multipliers, they are not dynamical so are redundant, as we have mentioned earlier. In contrast, we have to count the $\left(B, p_{B}\right)$ pair in the phase space as $B$ contains intrinsic value. For the IDG action given by (5.52), we have

$$
\begin{align*}
2 \mathcal{A} & \equiv 2 \times\{\left(h_{i j}, \pi^{i j}\right),\left(N, \pi_{N}\right),\left(N^{i}, \pi_{i}\right),\left(B, p_{B}\right),\left(A, p_{A}\right),(\underbrace{\left(\eta_{1}, p_{\eta_{1}}\right),\left(\eta_{2}, p_{\eta_{2}}\right), \cdots}_{n=1,2,3, \cdots \infty}\} \\
& =2 \times(6+1+3+1+1+\infty)=\infty \tag{5.104}
\end{align*}
$$

For each pair $\left(\eta_{n}, p_{\eta_{n}}\right)$, we have assigned one variable, which is multiplied by a factor of 2 since we are dealing with field-conjugate momentum pairs in the phase space. Moreover, as we have found from the Poisson brackets of all possible pairs among the constraints, the number of the second-class constraints, $\mathcal{B}$, is equal to zero. In the next subsections, we will show that the correct number of the first-class constraints depends on the choice of $\mathcal{F}(\bar{\square})$.

### 5.5.1 Choice of $\mathcal{F}(\bar{\square})$

In this subsection, we will focus on choosing $\mathcal{F}(\bar{\square})$ appropriately for the action given by 5.52) (on a flat background). From the Lagrangian point of view, one could analyse the propagator of the action given by (5.52). It was found in [41, 56] that $\mathcal{F}(\bar{\square})$ can be written in the following form:

$$
\begin{equation*}
\mathcal{F}(\bar{\square})=M_{P}^{2} \frac{c(\bar{\square})-1}{\square} . \tag{5.105}
\end{equation*}
$$

The choice of $c(\bar{\square})$ determines how many roots we have and how many poles are present in the graviton propagator, see [41, 56, 87]. Here, we will consider two choices of $c(\bar{\square})$, one of which has infinitely many roots, and therefore infinite poles in the propagator. For instance, we can choose

$$
\begin{equation*}
c(\bar{\square})=\cos (\bar{\square}) . \tag{5.106}
\end{equation*}
$$

Then the equivalent action would be written as follows,

$$
\begin{equation*}
S_{e q v}=\frac{1}{2} \int d^{4} x \sqrt{-g}\left[M_{P}^{2}\left(A+A\left(\frac{\cos (\bar{\square})-1}{\square}\right) A\right)+B(R-A)\right] . \tag{5.107}
\end{equation*}
$$

By solving the equations of motion for $A$, and subsequently solving for $\cos (\bar{\square})$, we get

$$
\begin{equation*}
\cos \left(\bar{k}^{2}\right)=1-\frac{k^{2}\left(B M_{P}^{-2}-1\right)}{2 A} \tag{5.108}
\end{equation*}
$$

where, going to momentum space, we have $\square \rightarrow-k^{2}$ (around Minkowski space). We also have that $\bar{k} \equiv k / M$ while $B$ has mass dimension 2. From (L.6) in Appendix L , we have that

$$
\begin{equation*}
B=M_{P}^{2}\left(1+\frac{4 A}{3 k^{2}}\right) . \tag{5.109}
\end{equation*}
$$

Therefore, solving $\cos \left(\bar{k}^{2}\right)=\frac{1}{3}$ yields infinitely many solutions. We observe that there is an infinite number of solutions; hence, there are also infinitely many degrees of freedom. Thus, we have got infinitely many solutions, which can be
written schematically as follows (the $a_{i}$ 's are parameters),

$$
\begin{align*}
& \Psi_{1}=\square A+a_{1} A=0, \\
& \Psi_{2}=\square A+a_{2} A=0, \\
& \Psi_{3}=\square A+a_{3} A=0, \tag{5.110}
\end{align*}
$$

or, in momentum space,

$$
\begin{align*}
& -A k^{2}+A a_{1}=0 \Rightarrow k^{2}=a_{1}, \\
& -A k^{2}+A a_{2}=0 \Rightarrow k^{2}=a_{2}, \\
& -A k^{2}+A a_{3}=0 \Rightarrow k^{2}=a_{3}, \tag{5.111}
\end{align*}
$$

Now, acting the $\square$ operators on (5.110), we can write

$$
\begin{align*}
\square \Psi_{2} & =\square^{2} A+a_{2} \square A, \\
\square^{2} \Psi_{3} & =\square^{3} A+a_{3} \square^{2} A, \\
\vdots &  \tag{5.112}\\
\square^{n-1} \Psi_{n} & =\square^{n} A+a_{n} \square^{n-1} A,
\end{align*}
$$

Following the prescription in Section 5.3.2, we can parameterise the terms of the form $\square A, \square^{2} A$, etc, by employing the auxiliary fields $\chi_{l}, \eta_{l}$, for $l \geq 1$. Therefore, we can write the solutions $\Psi_{n}^{\prime}$ as follows ${ }^{1}$ (we should point out that we have acted the operatoron $\Psi_{2}$, the operator $\qquad$ on $\Psi_{3}$, etc, in order to obtain $\Psi_{2}^{\prime}$,

[^24]$\Psi_{3}^{\prime}$, etc, respectively):
\[

$$
\begin{aligned}
\Psi_{1}^{\prime} & =\eta_{1}+a_{1} A=0, \\
\Psi_{2}^{\prime} & =\eta_{2}+a_{2} \eta_{1}=0, \\
\Psi_{3}^{\prime} & =\eta_{3}+a_{3} \eta_{2}=0 .
\end{aligned}
$$
\]

As a result, we can rewrite the term $A+M_{P}^{-2} A \mathcal{F}(\bar{\square}) A$ as follows,

$$
\begin{equation*}
A+M_{P}^{-2} A \mathcal{F}(\bar{\square}) A=a_{0} \Psi_{1}^{\prime} \prod_{n=2}^{\infty} \square^{-n+1} \Psi_{n}^{\prime} \tag{5.114}
\end{equation*}
$$

Now, absorbing the powers of $M^{-2}$ into the coefficients where appropriate (the $\phi_{n}$ auxiliary fields in 5.115) act as Lagrange multipliers while taking the equations of motion for $\phi_{n}$ yields $\psi_{n}=\square^{-n+1} \Psi_{n}^{\prime}$ ),

$$
\begin{align*}
S_{e q v} & =\frac{1}{2} \int d^{4} x \sqrt{-g}\left[M_{P}^{2} a_{0} \prod_{n=1}^{\infty} \psi_{n}+B(R-A)+\chi_{1} A\left(\eta_{1}-\square A\right)\right. \\
& \left.+\sum_{l=2}^{\infty} \chi_{l} A\left(\eta_{l}-\square \eta_{l-1}\right)+\phi_{1}\left(\psi_{1}-\Psi_{1}^{\prime}\right)+\sum_{n=2}^{\infty} \phi_{n}\left(\psi_{n}-\square^{-n+1} \Psi_{n}^{\prime}\right)\right] \tag{5.115}
\end{align*}
$$

where $a_{0}$ is a constant. Let us define $\Phi_{1}=\psi_{1}-\Psi_{1}^{\prime}$ and, for $n \geq 2, \Phi_{n}=$ $\psi_{n}-\square^{-n+1} \Psi_{n}^{\prime}$. Then the equations of motion for $\phi_{n}$ will yield

$$
\begin{equation*}
\Phi_{n}=\psi_{n}-\square^{-n+1} \Psi_{n}^{\prime}=0 \tag{5.116}
\end{equation*}
$$

Again, it is sufficient to replace $\psi_{n}-\square^{-n+1} \Psi_{n}^{\prime}=0$ with $\psi_{n}-\square^{-n+1} \Psi_{n}^{\prime} \approx 0$ satisfied on the constraint surface. As a result, there are $n$ primary constraints in $\Phi_{n}$. Moreover, considering the equations of motion for $\chi_{n}$ 's and $\phi_{n}$ 's simultaneously yields the original action given by (5.107). The time evolutions of the $\Xi_{n}$ 's \& $\Phi_{n}$ 's fix the corresponding Lagrange multipliers $\lambda^{\Xi_{n}} \& \lambda^{\Phi_{n}}$ in the total Hamiltonian (when we add the terms $\lambda^{\Xi_{n}} \Xi_{n} \& \lambda^{\Phi_{n}} \Phi_{n}$ to the integrand in (5.93)); hence, the
$\Xi_{n}$ 's \& $\Phi_{n}$ 's do not induce secondary constraints.
In order to classify these constraints, one can show that the following Poisson brackets involving $\Phi_{n}$ on the constraint surface $\left(\pi_{N} \approx 0, \pi_{i} \approx 0, \mathcal{H}_{N} \approx 0, \mathcal{H}_{i} \approx\right.$ $0, \Xi_{n} \approx 0, \Phi_{n} \approx 0$ ) are satisfied ${ }^{\text {T }}$

$$
\begin{equation*}
\left\{\Phi_{n}, \pi_{N}\right\}=\left\{\Phi_{n}, \pi_{i}\right\}=\left\{\Phi_{n}, \mathcal{H}_{N}\right\}=\left\{\Phi_{n}, \mathcal{H}_{i}\right\}=\left\{\Phi_{m}, \Xi_{n}\right\}=\left\{\Phi_{m}, \Phi_{n}\right\} \approx 0 \tag{5.117}
\end{equation*}
$$

which means that the $\Phi_{n}$ 's can be treated as first-class constraints. We should point out that we have checked that the Poisson brackets of all possible pairs among the constraints vanish on the constraint surface $\Gamma_{1}$; as a result, there are no second-class constraints. From (5.16) and (5.104), we obtain infinitely many degrees of freedom. Hence, we see that an injudicious choice for $\mathcal{F}(\bar{\square})$ can lead to infinitely many degrees of freedom (there are many such examples). However, our aim is to come up with a concrete example whereby IDG shall be determined solely by the massless spin-2 graviton and at most one massive scalar.

### 5.5.2 Exponential case

In the definition of $\mathcal{F}(\bar{\square})$ given by (5.105), if

$$
\begin{equation*}
c(\bar{\square})=e^{\gamma(\bar{\square})}, \tag{5.118}
\end{equation*}
$$

where $\gamma(\bar{\square})$ is an entire function, we can decompose the propagator into partial fractions and have just one extra pole apart from the spin-2 graviton. Consequently, in order to have just one extra degree of freedom, we have to impose conditions on the coefficients in the $\mathcal{F}(\bar{\square})$ series expansion. Moreover, to avoid $\square^{-1}$ terms appearing in the $\mathcal{F}(\bar{\square})$, we must have that

$$
\begin{equation*}
c(\bar{\square})=\sum_{n=0}^{\infty} c_{n} \bar{\square}^{n}, \tag{5.119}
\end{equation*}
$$

[^25]with the first coefficient $c_{0}=1$. Hence,
\[

$$
\begin{equation*}
\mathcal{F}(\bar{\square})=\left(\frac{M_{P}}{M}\right)^{2} \sum_{n=0}^{\infty} c_{n+1} \bar{\square}^{n} . \tag{5.120}
\end{equation*}
$$

\]

Suppose we have $c(\bar{\square})=e^{-\bar{\square}}$. Using (5.105), we get

$$
\begin{equation*}
\mathcal{F}(\bar{\square})=\sum_{n=0}^{\infty} f_{n} \bar{\square}^{n}, \tag{5.121}
\end{equation*}
$$

where the coefficients $f_{n}$ are of the form

$$
\begin{equation*}
f_{n}=\left(\frac{M_{P}}{M}\right)^{2} \frac{(-1)^{n+1}}{(n+1)!} \tag{5.122}
\end{equation*}
$$

This particular choice of $c(\bar{\square})$ is very well motivated from string field theory [41]. In fact, the above choice of $\gamma(\bar{\square})=-\bar{\square}$ contains at most one extra zero in the propagator corresponding to one extra scalar mode in the spin-0 component of the graviton propagator [56, 87]. We can rewrite the action (around Minkowski space) as follows,

$$
\begin{equation*}
S_{e q v}=\frac{1}{2} \int d^{4} x \sqrt{-g}\left\{M_{P}^{2}\left[A+A\left(\frac{e^{-\bar{\square}}-1}{\square}\right) A\right]+B(R-A)\right\} . \tag{5.123}
\end{equation*}
$$

The equation of motion for $A$ is

$$
\begin{equation*}
M_{P}^{2}\left[1+2\left(\frac{e^{-\bar{\square}}-1}{\square}\right) A\right]-B=0 . \tag{5.124}
\end{equation*}
$$

In momentum space, we can solve the equation above:

$$
\begin{equation*}
e^{\bar{k}^{2}}=1-\frac{k^{2}\left(B M_{P}^{-2}-1\right)}{2 A}, \tag{5.125}
\end{equation*}
$$

where, going to momentum space, $\square \rightarrow-k^{2}$ (on a flat background) while $\bar{k} \equiv$ $k / M$. From (L.11) in Appendix L, we have $e^{\bar{k}^{2}}=\frac{1}{3}$. Therefore, solving (5.125) yields

$$
\begin{equation*}
B=M_{P}^{2}\left(1+\frac{4 A}{3 k^{2}}\right) . \tag{5.126}
\end{equation*}
$$

Note that we obtain only one extra solution (apart from the one for the massless spin-2 graviton). We observe that there is a finite number of real solutions; hence, there are also finitely many degrees of freedom. The form of the solution can be written schematically as follows (where $\Omega$ represents the solution and $b_{1}$ is a parameter),

$$
\begin{equation*}
\Omega=\square A+b_{1} A=0, \tag{5.127}
\end{equation*}
$$

or, in momentum space,

$$
\begin{equation*}
-A k^{2}+A b_{1}=0 \Rightarrow k^{2}=b_{1} \tag{5.128}
\end{equation*}
$$

Following again the prescription laid down in Section 5.3.2, we can parameterise the terms of the form $\square A, \square^{2} A$, etc. with the help of the auxiliary fields $\chi_{l}$ and $\eta_{l}$, for $l \geq 1$. Therefore, equivalently,

$$
\begin{equation*}
\Omega^{\prime}=\eta_{1}+b_{1} A=0, \tag{5.129}
\end{equation*}
$$

where $\Omega^{\prime}$ represents the parameterised solution ( $\square A$ has been parameterised in terms of $\eta_{1}$ ). Upon taking the equations of motion for the field $\rho$, one can rewrite $A+M_{P}^{-2} A \mathcal{F}(\bar{\square}) A$ as follows,

$$
\begin{equation*}
A+M_{P}^{-2} A \mathcal{F}(\bar{\square}) A=b_{0} \omega \mathcal{G}\left(A, \eta_{1}, \eta_{2}, \ldots\right) \tag{5.130}
\end{equation*}
$$

Hence, we can recast the action given by (5.123) as follows,

$$
\begin{align*}
S_{e q v} & =\frac{1}{2} \int d^{4} x \sqrt{-g}\left[M_{P}^{2} b_{0} \omega \mathcal{G}\left(A, \eta_{1}, \eta_{2}, \ldots\right)+B(R-A)+\chi_{1} A\left(\eta_{1}-\square A\right)\right. \\
& \left.+\sum_{l=2}^{\infty} \chi_{l} A\left(\eta_{l}-\square \eta_{l-1}\right)+\rho\left(\omega-\Omega^{\prime}\right)\right], \tag{5.131}
\end{align*}
$$

where $b_{0}$ is a constant and $\rho$ is a Lagrange multiplier while taking the equation of motion for $\rho$ yields $\omega=\Omega^{\prime}$. The equation of motion for $\rho$ yields

$$
\begin{equation*}
\Theta=\omega-\Omega^{\prime}=0 \tag{5.132}
\end{equation*}
$$

Note that $\Theta=\omega-\Omega^{\prime} \approx 0$ will suffice on the constraint surface determined by the primary and secondary constraints $\left(\pi_{N} \approx 0, \pi_{i} \approx 0, \mathcal{H}_{N} \approx 0, \mathcal{H}_{i} \approx 0, \Xi_{n} \approx 0, \Theta \approx\right.$ $0)$. As a result, $\Theta$ is a primary constraint. The time evolutions of the $\Xi_{n}$ 's \& $\Theta$ fix the corresponding Lagrange multipliers $\lambda^{\Xi_{n}} \& \lambda^{\Theta}$ in the total Hamiltonian (when we add the terms $\lambda^{\Xi_{n}} \Xi_{n} \& \lambda^{\Theta} \Theta$ to the integrand in (5.93)); hence, the $\Xi_{n}$ 's \& $\Theta$ do not induce secondary constraints.

Taking the equations of motion for the $\chi_{n}$ 's and $\rho$ simultaneously yields the same equation of motion as that for the action given by (5.123). The Poisson bracket of $\Theta$ with other constraints gives

$$
\begin{equation*}
\left\{\Theta, \pi_{N}\right\}=\left\{\Theta, \pi_{i}\right\}=\left\{\Theta, \mathcal{H}_{N}\right\}=\left\{\Theta, \mathcal{H}_{i}\right\}=\left\{\Theta, \Xi_{n}\right\}=\{\Theta, \Theta\} \approx 0 \tag{5.133}
\end{equation*}
$$

where $\approx$ would have been sufficient. Thus, $\Theta$ is a first-class constraint. Hence,
we can calculate the number of the physical degrees of freedom as follows,

$$
\begin{align*}
2 \mathcal{A} & \equiv 2 \times\{\left(h_{i j}, \pi^{i j}\right),\left(N, \pi_{N}\right),\left(N^{i}, \pi_{i}\right),\left(B, p_{B}\right),\left(A, p_{A}\right),(\underbrace{\left(\eta_{1}, p_{\eta_{1}}\right),\left(\eta_{2}, p_{\eta_{2}}\right), \cdots}_{n=1,2,3, \cdots \infty}\} \\
& =2 \times(6+1+3+1+1+\infty)=\infty \\
\mathcal{B} & =0, \\
2 \mathcal{C} & \equiv 2 \times\left(\pi_{N}, \pi_{i}, \mathcal{H}_{N}, \mathcal{H}_{i}, \Xi_{n}, \Theta\right)=2(1+3+1+3+\infty+1)=\infty \\
\mathcal{N} & =\frac{1}{2}(2 \mathcal{A}-\mathcal{B}-2 \mathcal{C})=\frac{1}{2}(24-0-18)=3, \tag{5.134}
\end{align*}
$$

since there is a one-to-one correspondence between each pair $\left(\eta_{n}, p_{\eta_{n}}\right)$ and $\Xi_{n}$. This gives 2 degrees of freedom from the massless spin-2 graviton in addition to an extra degree of freedom as expected from the propagator analysis. One may consult Appendix $\square$ for more details.

### 5.6 Summary

In this chapter, we have carried out a Hamiltonian analysis of an infinite derivative gravitational theory (IDG) and evaluated the number of degrees of freedom for the theory. IDG contains infinitely many derivatives acting on the Ricci scalar [41].

From a Lagrangian point of view, the number of dynamical degrees of freedom can be determined from the propagator. Specifically, it hinges on the number of poles arising in the propagator. In the case of IDG, one can see from the spin-0 and spin- 2 components of the propagator that, for a Gaussian kinetic term in the Lagrangian, there exist just two dynamical degrees of freedom. In order to guarantee that there are no additional poles in the propagator apart from those being already present in the original theory, one can impose that the propagator be suppressed by the exponential of an entire function. It should be pointed out that an entire function does not give rise to poles in the finite complex plane. Therefore, the kinetic term in the Lagrangian for infinite derivative theories should be modified accordingly. For a scalar toy model, the kinetic term is of the form $\mathcal{F}(\bar{\square})=\square e^{-\bar{\square}}$. In the context of gravity, we have $\mathcal{F}(\bar{\square})=M_{p}^{2} \square^{-1}\left(e^{-\bar{\square}}-1\right)$.

From a Hamiltonian point of view, in order to compute the number of dynamical degrees of freedom, one has to write down first the configuration space variables and first- \& second-class constraints. For instance, infinite derivative theories contain infinitely many configuration space variables and, accordingly, first- and second-class constraints. However, for a Gaussian kinetic term, $\mathcal{F}(\square)$, the number of degrees of freedom is finite, which holds for both scalar and gravitational Hamiltonian densities.

## Chapter 6

## Conclusion

In this thesis, we have looked into classical and quantum aspects of infinite derivative field theories and infinite derivative gravity. In particular, we have mainly focused on a ghost-free and singularity-free infinite derivative theory of gravity. Here we outline the results which have been presented so far.

## Outline of Results

In Chapter 2, we have written down the infinite derivative gravitational action. Moreover, we have presented the corresponding tree-level propagator when metric perturbations around a Minkowski background, $g_{\mu \nu}=\eta_{\mu \nu}+h_{\mu \nu}$, are considered. Inspired by the shift-scaling symmetries of the field equations in GR, we have motivated an infinite derivative scalar toy model which encapsulates the basic features and behaviour of infinite derivative gravity.

The free part of the infinite derivative scalar toy model gives rise to a propagator that is exponentially suppressed in the UV. Furthermore, after considering metric perturbations around a Minkowski background, we have computed the $\mathcal{O}\left(h^{3}\right)$ part of the infinite derivative gravitational action. As a result, we derived the interaction terms in the infinite derivative scalar toy model. The interaction terms give rise to exponentially enhanced vertex factors. We observe that the propagator and the vertex factors exhibit opposing momentum dependence. This compensatory behaviour is a generic feature of gauge field theories.

Consequently, we have derived the modified superficial degree of divergence for the infinite derivative scalar toy model. In contrast to the superficial degree of divergence for GR, where the superficial degree of divergence increases as the number of loops increases, rendering GR non-renormalisable, the modified superficial degree of divergence for the infinite derivative scalar toy model decreases as the number of loops $L$ increases. Consequently, loop amplitudes are superficially convergent when $L>1$. This fact is a promising hint as far as the renormalisability of the infinite derivative scalar toy model is concerned.

In Chapter 3, we have looked into radiative corrections for an infinite derivative scalar field theory toy model resembling the UV properties of infinite derivative gravity. We wrote down the Feynman rules for our toy model, that is, the propagator and the vertex factors. Next, we evaluated the 1-loop, 2-point diagram with arbitrary external momenta, which gives rise to a $\Lambda^{4}$ divergence, where $\Lambda$ is a momentum cutoff. The highest divergence for 2-loop diagrams with vanishing external momenta is $\Lambda^{4}$ as well, meaning that we do not get higher divergences as the loop-order increases. In the 1-loop, 2-point function, we got a $e^{\frac{3 \bar{j}^{2}}{2}}$ external momentum dependence at high energies, which appears as a subdivergence in higher-loop diagrams. This property renders all higher-loop and higher-point diagrams finite once bare propagators are replaced with dressed propagators. Specifically, the exponential suppression coming from the dressed propagator is stronger than the exponential enhancement engendered by the vertices. When we replace the bare propagators with dressed propagators in the 1-loop, 2-point function, the corresponding Feynman integrals are convergent. The 1-loop, Npoint functions with vanishing external momenta are now finite in the UV; the same holds for 2-loop integrals with zero external momenta. To that end, we have also established the UV finiteness of $n$-loop, 2- \& 3-point diagrams constructed out of lower-loop, 2- \& 3-point diagrams.

In general, we have shown that, by employing dressed vertices and dressed propagators, $n$-loop, $N$-point diagrams constructed out of lower-loop, 2- \& 3point and, in general, $N_{i}$-point diagrams are UV finite. This implies that the most general one-particle irreducible (1PI) Feynman diagrams within the framework of infinite derivative field theories are finite in the UV. Hence, no UV divergences arise and no new counterterm is necessary.

In addition, we have demonstrated that the external momentum dependences of $n$-loop, $N$-point diagrams constructed out of lower-loop, 2 - \& 3 -point and, in general, $N_{i}$-point diagrams decrease as the loop-order increases and the external momentum divergences are eliminated at sufficiently high loop-order.

In Chapter 4, we have investigated the external momentum dependence of scattering diagrams within the framework of infinite derivative field theories and gravity. For a finite-order, higher-derivative scalar field theory, the cross section of tree-level scattering diagrams blows up at large external momenta. If we dress the propagators and the vertices by making propagator and vertex loop corrections to the bare vertices of the scattering diagrams, the external momentum growth can still not be tamed. We observe that dressing the propagators somewhat softens the external momentum growth.

Subsequently, we have investigated a scalar field theory with infinite derivative kinetic and interaction terms. The propagators are exponentially suppressed while the vertices are exponentially enhanced. We have obtained that the corresponding tree-level cross section blows up when the external momenta are large. Only if we dress the propagators and the vertices by making renormalised propagator and vertex loop corrections to the bare vertices at sufficiently high looporder (the loop-order $n$ being greater than or equal to four) can the cross section be made finite in the UV. As the loop-order increases, the dressed vertices give rise to negative exponents so that scattering amplitudes are ameliorated at high energies. Hence, the cross section does not blow up in the UV. One can surmise that, in that context, scattering scalar wave packets with infinite derivative interactions would not engender black hole singularities, which can potentially assist us with understanding the high-energies properties of gravity within the framework of an infinite derivative gravitational paradigm.

Next, we have looked into high-energy scattering diagrams in an infinite derivative scalar toy model motivated by the infinite derivative gravitational action. In particular, we have established that dressing the vertices and the propagators indeed gives rise to a finite cross section and convergent scattering diagrams at large external momenta. It would be illuminating to demonstrate that non-locality can ameliorate the trans-Planckian scattering problem and prevent the formation of a black hole singularity. Armed with these findings, one
could attempt to resolve the black hole singularity and cosmological singularity problems in a time-dependent setup.

Finally, in Chapter 5, we have carried out a Hamiltonian analysis of an infinite derivative gravitational theory (IDG) and evaluated the number of degrees of freedom for the theory. The IDG action contains infinitely many derivatives acting on the Ricci scalar [41] and is simpler compared with the infinite derivative gravitational action given by 1.10 . From a Lagrangian point of view, the number of dynamical degrees of freedom can be determined from the propagator. Specifically, it hinges on the number of poles arising in the propagator. In the case of IDG, one can see from the spin-0 and spin-2 components of the propagator that, for a Gaussian kinetic term in the Lagrangian, there exist just two dynamical degrees of freedom. In order to guarantee that there are no additional poles in the propagator apart from those being already present in the original theory, one can impose that the propagator be suppressed by the exponential of an entire function. It should be pointed out that an entire function does not give rise to poles in the finite complex plane. Therefore, the kinetic term in the Lagrangian for infinite derivative theories should be modified accordingly. For a scalar toy model, the kinetic term is of the form $\mathcal{F}(\bar{\square})=\square e^{-\bar{\square}}$. In the context of gravity, we have $\mathcal{F}(\bar{\square})=M_{p}^{2} \square^{-1}\left(e^{-\bar{\square}}-1\right)$. Evidently, Hamiltonian and Lagrangian analyses should give rise to coincident physical interpretations.

From a Hamiltonian point of view, in order to compute the number of dynamical degrees of freedom, one has to write down first the configuration space variables and first- \& second-class constraints. For instance, infinite derivative theories contain infinitely many configuration space variables and, accordingly, first-class and second-class constraints. However, for a Gaussian kinetic term, $\mathcal{F}(\square)$, the number of degrees of freedom is finite, which holds for both scalar and gravitational Hamiltonian densities.

## Future Work

- Infinite derivative gravitational theories can resolve the black hole singularity problem in the weak field regime. It would be interesting to see whether
one can avoid singularities in the case of astrophysical black holes.
- Addressing the cosmological singularity issue in the presence of matter sources is an open question. Moreover, the exact cosmological solutions were only obtained in the presence of a cosmological constant. A realistic cosmological scenario must include a graceful exit from the inflationary phase. Currently, a scheme to analyse such a transition is lacking and any progress in this direction would be greatly beneficial.
- So far, infinite derivative gravitational models have been studied around a Minkowski background. It would be interesting to explore the classical and quantum properties of infinite derivative gravitational theories around de Sitter (dS) and Friedmann-Lemaître-Robertson-Walker (FLRW) backgrounds (see [157, 158] for related recent work).
- In this thesis, we have shown that, by employing dressed vertices and dressed propagators, $n$-loop, $N$-point diagrams constructed out of lowerloop, 2- \& 3-point and, in general, $N_{i}$-point diagrams are UV finite. Moreover, we have shown that the external momentum dependences of $n$-loop, $N$-point diagrams constructed out of lower-loop, 2- \& 3-point and, in general, $N_{i}$-point diagrams decrease as the loop-order increases and the external momentum divergences are eliminated at sufficiently high loop-order. We would like to further generalise these results and apply them to the infinite derivative gravitational theory given by 1.10 . Showing that an infinite derivative theory of gravity is renormalisable or even finite at higher loop-order would be a big achievement by itself and a major step towards establishing a UV-complete quantum gravitational theory.
- In order to establish unitarity within the framework of infinite derivative theories, novel prescriptions may have to be employed. Establishing unitarity and causality of infinite derivative theories of gravity would be a major step towards the construction of a fully satisfactory theory of quantum gravity.
- Regarding scattering diagrams, it would be instructive to consider scattering diagrams within the context of the infinite derivative gravitational action given by 1.10 . We expect that, by using dressed propagators and dressed vertices, we would obtain finite cross sections, thereby rendering the scattering diagrams under consideration convergent at large external momenta.
- As far as Hamitonian analysis is concerned, it would be interesting as a future exercise to write down the Hamiltonian density and compute the number of degrees of freedom for the full infinite derivative gravitational action given by 1.10 . That way, one could compare the results from Hamiltonian analysis to the ones we have already obtained from Lagrangian analysis.


## Appendix A

## Conventions and notations

The metric signature employed in this thesis is

$$
\begin{equation*}
g_{\mu \nu}=(-,+,+,+) \tag{A.1}
\end{equation*}
$$

In natural units $(\hbar=c=1)$,

$$
\begin{equation*}
M_{P}=\kappa^{-\frac{1}{2}}=\sqrt{\frac{\hbar c}{8 \pi G_{N}^{(4)}}}, \tag{A.2}
\end{equation*}
$$

where $M_{P}$ is the (reduced) Planck mass and $G_{N}^{(4)}$ is Newton's gravitational constant in four-dimensional spacetime.
Here are the mass dimensions of some quantities:

$$
\begin{align*}
& {[d x]=[x]=[t]=M^{-1}}  \tag{A.3}\\
& {\left[\partial_{\mu}\right]=\left[p_{\mu}\right]=\left[k_{\mu}\right]=M^{1},}  \tag{A.4}\\
& {[\text { velocity }]=\frac{[x]}{[t]}=M^{0} .} \tag{A.5}
\end{align*}
$$

Hence,

$$
\begin{equation*}
\left[d^{4} x\right]=M^{-4} \tag{A.6}
\end{equation*}
$$

The action is a dimensionless quantity:

$$
\begin{equation*}
[S]=\left[\int d^{4} x \mathcal{L}\right]=M^{0} \tag{A.7}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
[\mathcal{L}]=M^{4} . \tag{A.8}
\end{equation*}
$$

The Christoffel symbol is given by

$$
\begin{equation*}
\Gamma_{\mu \nu}^{\lambda}=\frac{1}{2} g^{\lambda \tau}\left(\partial_{\mu} g_{\nu \tau}+\partial_{\nu} g_{\mu \tau}-\partial_{\tau} g_{\mu \nu}\right) . \tag{A.9}
\end{equation*}
$$

The Riemann tensor is given by

$$
\begin{equation*}
R^{\lambda}{ }_{\mu \sigma \nu}=\partial_{\sigma} \Gamma_{\mu \nu}^{\lambda}-\partial_{\nu} \Gamma_{\mu \sigma}^{\lambda}+\Gamma_{\sigma \rho}^{\lambda} \Gamma_{\nu \mu}^{\rho}-\Gamma_{\nu \rho}^{\lambda} \Gamma_{\sigma \mu}^{\rho}, \tag{A.10}
\end{equation*}
$$

and satisfies

$$
\begin{gather*}
R_{\mu \nu \lambda \sigma}=-R_{\nu \mu \lambda \sigma}=-R_{\mu \nu \sigma \lambda}=R_{\lambda \sigma \mu \nu},  \tag{A.11}\\
R_{\mu \nu \lambda \sigma}+R_{\mu \lambda \sigma \nu}+R_{\mu \sigma \nu \lambda}=0 . \tag{A.12}
\end{gather*}
$$

The Ricci tensor is given by

$$
\begin{equation*}
R_{\mu \nu}=R^{\lambda}{ }_{\mu \lambda \nu}=\partial_{\lambda} \Gamma_{\mu \nu}^{\lambda}-\partial_{\nu} \Gamma_{\mu \lambda}^{\lambda}+\Gamma_{\lambda \rho}^{\lambda} \Gamma_{\nu \mu}^{\rho}-\Gamma_{\nu \rho}^{\lambda} \Gamma_{\lambda \mu}^{\rho}, \tag{A.13}
\end{equation*}
$$

and satisfies

$$
\begin{equation*}
R_{\mu \nu}=R_{\nu \mu} . \tag{A.14}
\end{equation*}
$$

The Ricci scalar is given by

$$
\begin{equation*}
R=g^{\mu \nu} R_{\mu \nu}=g^{\mu \nu} \partial_{\lambda} \Gamma_{\mu \nu}^{\lambda}-\partial^{\mu} \Gamma_{\mu \lambda}^{\lambda}+g^{\mu \nu} \Gamma_{\lambda \rho}^{\lambda} \Gamma_{\nu \mu}^{\rho}-g^{\mu \nu} \Gamma_{\nu \rho}^{\lambda} \Gamma_{\lambda \mu}^{\rho} . \tag{A.15}
\end{equation*}
$$

The Weyl tensor is given by

$$
\begin{equation*}
C^{\mu}{ }_{\alpha \nu \beta} \equiv R^{\mu}{ }_{\alpha \nu \beta}-\frac{1}{2}\left(\delta_{\nu}^{\mu} R_{\alpha \beta}-\delta_{\beta}^{\mu} R_{\alpha \nu}+R_{\nu}^{\mu} g_{\alpha \beta}-R_{\beta}^{\mu} g_{\alpha \nu}\right)+\frac{R}{6}\left(\delta_{\nu}^{\mu} g_{\alpha \beta}-\delta_{\beta}^{\mu} g_{\alpha \nu}\right), \tag{A.16}
\end{equation*}
$$

$$
\begin{equation*}
C^{\lambda}{ }_{\mu \lambda \nu}=0 . \tag{A.17}
\end{equation*}
$$

The Einstein tensor is given by

$$
\begin{equation*}
G_{\mu \nu}=R_{\mu \nu}-\frac{1}{2} g_{\mu \nu} R \tag{A.18}
\end{equation*}
$$

Varying the Einstein-Hilbert action,

$$
\begin{equation*}
S_{E H}=\frac{1}{2} \int d^{4} x \sqrt{-g}\left(M_{P}^{2} R-2 \Lambda\right), \tag{A.19}
\end{equation*}
$$

where $\Lambda$ is the cosmological constant of mass dimension 4, yields the Einstein equation,

$$
\begin{equation*}
M_{P}^{2} G_{\mu \nu}+g_{\mu \nu} \Lambda=T_{\mu \nu}, \tag{A.20}
\end{equation*}
$$

where $T_{\mu \nu}$ is the energy-momentum tensor. When considering perturbations around a Minkowski background, the cosmological constant $\Lambda$ is set equal to zero.
The formula for the commutation of covariant derivatives is given by

$$
\begin{align*}
{\left[\nabla_{\rho}, \nabla_{\sigma}\right] X_{\nu_{1} \ldots \nu_{l}}^{\mu_{1} \ldots \mu_{k}} } & =R_{\lambda \rho \sigma}^{\mu_{1}} X_{\nu_{1}}^{\lambda \mu_{2} \ldots \mu_{k}}{ }_{\nu_{1} \ldots \nu_{l}}+R_{\lambda \rho \sigma}^{\mu_{2}} X_{\lambda_{1} \lambda \mu_{3} \ldots \mu_{k}}^{\nu_{1} \ldots \nu_{l}}+\ldots \\
& -R_{\nu_{1} \rho \sigma}^{\lambda} X_{\nu_{1} \ldots \nu_{l}}^{\mu_{1} \ldots \mu_{k}}-R_{\nu_{2} \rho \sigma}^{\lambda} X_{\nu_{1} \lambda \nu_{3} \ldots \nu_{l}}^{\mu_{1}}-\ldots \mu_{k} \tag{A.21}
\end{align*}
$$

The Bianchi identity is given by

$$
\begin{equation*}
\nabla_{\kappa} R_{\mu \nu \lambda \sigma}+\nabla_{\sigma} R_{\mu \nu \kappa \lambda}+\nabla_{\lambda} R_{\mu \nu \sigma \kappa}=0 . \tag{A.22}
\end{equation*}
$$

Contracting A.22) with $g^{\mu \lambda}$ gives the contracted Bianchi identity,

$$
\begin{equation*}
\nabla_{\kappa} R_{\nu \sigma}-\nabla_{\sigma} R_{\nu \kappa}+\nabla^{\lambda} R_{\lambda \nu \sigma \kappa}=0 \tag{A.23}
\end{equation*}
$$

Contracting A.23 with $g^{\nu \kappa}$, we obtain

$$
\begin{equation*}
\nabla_{\kappa} R_{\sigma}^{\kappa}=\frac{1}{2} \nabla_{\sigma} R, \tag{A.24}
\end{equation*}
$$

yielding

$$
\begin{equation*}
\nabla^{\sigma} \nabla_{\kappa} R_{\sigma}^{\kappa}=\frac{1}{2} \square R \tag{A.25}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla_{\mu} G_{\nu}^{\mu}=0 \tag{A.26}
\end{equation*}
$$

## Appendix B

## Ghosts

Higher-derivative gravitational theories usually suffer from ghosts. Ghosts are fields which have negative kinetic energy. The existence of ghosts at the classical level usually indicates vacuum instabilities while ghosts arising at the quantum level may imply violation of unitarity. In gravity, ghosts are associated with negative residues in the graviton propagator [86, 106].
On the other hand, tachyons are particles which have imaginary mass, that is, $m_{\text {tachyon }}^{2}<0$.

## B. 1 General Relativity

In General Relativity, there exists a ghost but it is not harmful. The fourdimensional graviton propagator,

$$
\begin{equation*}
\Pi_{G R}=\frac{\mathcal{P}^{2}}{k^{2}}-\frac{\mathcal{P}_{s}^{0}}{2 k^{2}}, \tag{B.1}
\end{equation*}
$$

has a negative residue at the $k^{2}=0$ pole. However, the aforementioned pole merely corresponds to the physical graviton.

## B. $2 f(R)$ gravity

The action of $f(R)$ gravitational theories is given by (1.7). When $f(R)=M_{P}^{2} R+$ $\alpha_{0} R^{2}$, the corresponding propagator can be written as

$$
\begin{equation*}
\Pi_{R^{2}}=\Pi_{G R}+\frac{1}{2} \frac{\mathcal{P}_{s}^{0}}{k^{2}+m^{2}} . \tag{B.2}
\end{equation*}
$$

We observe that there is an additional degree of freedom in the scalar sector of the propagator. This spin- 0 particle is not a ghost and is non-tachyonic if $m^{2} \geq 0$.

## B. 3 Weyl squared gravity

The action of Weyl squared gravity is of the form

$$
\begin{equation*}
\mathcal{L}_{W} \sim M_{P}^{2} R+C^{\mu \nu \lambda \sigma} C_{\mu \nu \lambda \sigma} . \tag{B.3}
\end{equation*}
$$

It can easily be verified that

$$
\begin{equation*}
C^{2} \equiv C^{\mu \nu \lambda \sigma} C_{\mu \nu \lambda \sigma}=R_{\mu \nu \lambda \sigma} R^{\mu \nu \lambda \sigma}-2 R_{\mu \nu} R^{\mu \nu}+\frac{1}{3} R^{2} . \tag{B.4}
\end{equation*}
$$

The propagator for Weyl squared gravity is given by

$$
\begin{equation*}
\Pi_{C^{2}}=\frac{\mathcal{P}^{2}}{\left(1-\left(2 k / M_{P}\right)^{2} k^{2}\right.}-\frac{\mathcal{P}_{s}^{0}}{2 k^{2}}=\Pi_{G R}-\frac{\mathcal{P}^{2}}{k^{2}+m^{2}} . \tag{B.5}
\end{equation*}
$$

We observe that there is an extra spin- 2 degree of freedom which has a negative residue. This is termed the Weyl ghost and it violates unitarity.

## Appendix C

## Unitarity

Unitarity plays a crucial role in determining the viability of a theory. Unitarity in non-local theories has been studied in [27, 29, 30, 31, 32, 39, 40, 65, 92,43 , 94, 95, 96. In order to check unitarity at higher-loop order, the optical theorem plays a very important role. Let us now expand on the optical theorem [12, 119].

The $\mathcal{S}$-matrix describes the initial and final states of a system during a scattering process. As a state $|\Psi ; t\rangle$ evolves in time, its norm should stay the same:

$$
\begin{equation*}
\langle\Psi ; t \mid \Psi ; t\rangle=\langle\Psi ; 0 \mid \Psi ; 0\rangle \tag{C.1}
\end{equation*}
$$

Since

$$
\begin{equation*}
|\Psi ; t\rangle=e^{-i H t}|\Psi ; 0\rangle, \tag{C.2}
\end{equation*}
$$

where $H$ is the Hamiltonian, one should have $H^{\dagger}=H$ so that $H$ is Hermitian. In order to ensure conservation of probability, the $\mathcal{S}$-matrix, which is given by $\mathcal{S}=e^{-i H t}$, has to be unitary. That is,

$$
\begin{equation*}
\mathcal{S}^{\dagger} \mathcal{S}=1 \tag{C.3}
\end{equation*}
$$

where $\mathcal{S}^{\dagger}$ is the Hermitian conjugate of $\mathcal{S}$. One can write the $\mathcal{S}$-matrix as follows,

$$
\begin{equation*}
\mathcal{S}=1+i \mathcal{T} \tag{C.4}
\end{equation*}
$$

where the elements of the $\mathfrak{T}$-matrix (transfer matrix) are defined by the following relation,

$$
\begin{equation*}
\langle f| \mathcal{T}|i\rangle=(2 \pi)^{4} \delta^{4}\left(p_{f}-p_{i}\right) \widetilde{\mathcal{T}}(i \rightarrow f), \tag{C.5}
\end{equation*}
$$

where $\widetilde{\mathcal{T}}(i \rightarrow f)$ is a scattering amplitude $(|i\rangle$ and $|f\rangle$ now denote initial and final states, respectively). From (C.4), we have

$$
\begin{align*}
\mathcal{S}^{\dagger} \mathcal{S} & =1=\left(1-i \mathcal{T}^{\dagger}\right)(1+i \mathcal{T})  \tag{C.6}\\
& \Rightarrow i\left(\mathcal{T}^{\dagger}-\mathcal{T}\right)=\mathfrak{T}^{\dagger} \mathcal{T} \tag{C.7}
\end{align*}
$$

where $\mathcal{T}^{\dagger}$ is the Hermitian conjugate of $\mathcal{T}$. It should be pointed out that (C.6) is the condition for unitarity and implies conservation of probability. Employing an orthonormal and complete ${ }^{1}$ set of states $|n\rangle$,

$$
\begin{align*}
\langle n \mid m\rangle & =\delta_{n m},  \tag{C.10}\\
\sum_{n}|n\rangle\langle n| & =1, \tag{C.11}
\end{align*}
$$

we can express each state $|n\rangle$ in terms of the momenta $k_{i}$. Therefore, (C.11) becomes

$$
\begin{align*}
1 & =\sum_{n} \int d \Pi_{n}|n\rangle\langle n|  \tag{C.12}\\
& =\sum_{n} \prod_{j \in n} \int \frac{d k_{j}}{(2 \pi)^{3}} \frac{1}{2 E_{j}}\left|k_{1}, k_{2}, \ldots, k_{n}\right\rangle\left\langle k_{1}, k_{2}, \ldots, k_{n}\right| . \tag{C.13}
\end{align*}
$$

[^26]The left-hand side of (C.7) is

$$
\begin{equation*}
\langle f| i\left(\mathcal{T}^{\dagger}-\mathcal{T}\right)|i\rangle=i(2 \pi)^{4} \delta^{4}\left(p_{f}-p_{i}\right)\left(\widetilde{\mathfrak{T}}^{*}(f \rightarrow i)-\widetilde{\mathfrak{T}}(i \rightarrow f)\right), \tag{C.14}
\end{equation*}
$$

where the superscript * denotes complex conjugation. Using (C.13), we get

$$
\begin{align*}
\langle f| \mathcal{T}^{\dagger} \mathcal{T}|i\rangle & =\sum_{n} \int d \Pi_{n}\langle f| \mathcal{T}^{\dagger}|n\rangle\langle n| \mathcal{T}|i\rangle  \tag{C.15}\\
& =(2 \pi)^{4} \sum_{n} \int d \Pi_{n} \delta^{4}\left(p_{f}-p_{n}\right)(2 \pi)^{4} \delta^{4}\left(p_{n}-p_{i}\right) \widetilde{\mathcal{T}}^{*}(f \rightarrow n) \widetilde{\mathcal{T}}(i \rightarrow n) . \tag{C.16}
\end{align*}
$$

Then (C.7) gives the Generalised Optical Theorem:

$$
\begin{equation*}
\widetilde{\mathscr{T}}(i \rightarrow f)-\widetilde{\mathscr{T}}^{\dagger}(f \rightarrow i)=i \sum_{n} \int d \Pi_{n}(2 \pi)^{4} \delta^{4}\left(p_{n}-p_{i}\right) \widetilde{\mathscr{T}}^{*}(f \rightarrow n) \widetilde{\mathscr{T}}(i \rightarrow n) . \tag{C.17}
\end{equation*}
$$

The aforementioned theorem should be valid perturbatively order-by-order. On the left-hand side, we have matrix elements while, on the right-hand side, we have matrix elements squared. Hence, at order $\lambda^{2}$ where $\lambda$ is some coupling, the left-hand side should be a loop while the right-hand side should correspond to a tree-level computation. If there are no loops in an interacting theory, unitarity is violated.

When $|f\rangle=|i\rangle=|X\rangle$ and $|X\rangle$ is a 1-particle state, C.17) yields

$$
\begin{equation*}
\operatorname{Im} \tilde{\mathfrak{T}}(X \rightarrow X)=m_{X} \sum_{n} \Gamma(X \rightarrow n) \tag{C.18}
\end{equation*}
$$

where $\Gamma(X \rightarrow n)$ is a decay rate. What (C.18) means is that the imaginary part of the propagator is given by the sum of all possible decay rates.

If $|X\rangle$ is a 2-particle state, we can obtain the Optical Theorem (in the centre-of-mass frame):

$$
\begin{equation*}
\operatorname{Im} \widetilde{\mathscr{T}}(X \rightarrow X)=2 E_{C M}\left|\vec{p}_{C M}\right| \sum_{n} \sigma(X \rightarrow n), \tag{C.19}
\end{equation*}
$$

where $E_{C M}$ is the total centre-of-mass energy and $\vec{p}_{C M}$ is the momentum of the particles in the centre-of-mass frame. Hence, the imaginary part of the forward scattering amplitude is proportional to the total cross section.

Within the framework of infinite derivative theories, novel prescriptions may have to be employed in order for unitarity to be established. Establishing unitarity and causality ${ }^{1}$ of infinite derivative theories of gravity would be a major step towards the construction of a fully satisfactory theory of quantum gravity.

[^27]
## Appendix D

## Quantised infinite derivative gravitational action

If we consider metric fluctuations around a Minkowski background,

$$
\begin{equation*}
g_{\mu \nu}=\eta_{\mu \nu}+h_{\mu \nu}, \tag{D.1}
\end{equation*}
$$

we can define the quantum theory in harmonic gauge,

$$
\begin{equation*}
\partial_{\nu} \bar{h}^{\mu \nu}=0, \tag{D.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{h}_{\mu \nu}=h_{\mu \nu}-\frac{1}{2} \eta_{\mu \nu} h \Rightarrow \bar{h}^{\mu \nu}=h^{\mu \nu}-\frac{1}{2} \eta^{\mu \nu} h . \tag{D.3}
\end{equation*}
$$

$\bar{h}_{\mu \nu}$ is called the trace-reverse of $h_{\mu \nu}$ since $\bar{h}=\eta^{\mu \nu} \bar{h}_{\mu \nu}=-h$, where $h=\eta^{\mu \nu} h_{\mu \nu}$.
Note that $h^{\mu \nu}=\eta^{\mu \rho} \eta^{\nu \sigma} h_{\rho \sigma} \Rightarrow \bar{h}^{\mu \nu}=\eta^{\mu \rho} \eta^{\nu \sigma} \bar{h}_{\rho \sigma}$. Furthermore, $h_{\mu \nu}=\bar{h}_{\mu \nu}-\frac{1}{2} \eta_{\mu \nu} \bar{h}$.

Therefore, we can write down the quantised infinite derivative gravitational
action action as follows [100, 159],

$$
\begin{align*}
S_{\text {quantised }} & =S+S_{\mathrm{GF}}+S_{\text {ghost }}  \tag{D.4}\\
& =\frac{1}{2} \int d^{4} x \sqrt{-g}\left[M_{P}^{2} R+R \mathcal{F}_{1}(\bar{\square}) R+R_{\mu \nu} \mathcal{F}_{2}(\bar{\square}) R^{\mu \nu}+R_{\mu \nu \lambda \sigma} \mathcal{F}_{3}(\bar{\square}) R^{\mu \nu \lambda \sigma}\right] \\
& -\frac{1}{2 \xi} \int d^{4} x\left(F_{\tau} \mathcal{G}(\square) F^{\tau}\right)+\int d^{4} x\left(\bar{C}_{\tau} \vec{F}_{\mu \nu}^{\tau} D_{\alpha}^{\mu \nu} C^{\alpha}\right), \tag{D.5}
\end{align*}
$$

where $S$ is given by 1.10 and $\bar{\square}=\square / M^{2}$. $S_{\text {GF }}$ is the gauge-fixing term given by (D.12) and $S_{\text {ghost }}$ is the ghost-antighost action given by (D.14) while $\xi$ is a finite parameter. We have that $F^{\tau}=\vec{F}_{\mu \nu}^{\tau} h^{\mu \nu}$ and $\vec{F}_{\mu \nu}^{\tau}=\delta_{\mu}^{\tau} \vec{\partial}_{\nu}-\frac{1}{2} \delta_{\sigma}^{\tau} \eta^{\sigma \rho} \eta_{\mu \nu} \vec{\partial}_{\rho}$ (the arrow indicates the direction in which the derivative acts). $C^{\sigma}$ is the ghost field and $\bar{C}_{\tau}$ is the antighost field; both are anticommuting. $D_{\alpha}^{\mu \nu}$ is the operator generating gauge transformations in the graviton field $h^{\mu \nu}$, given an arbitrary infinitesimal vector field $\xi^{\alpha}(x)$ (corresponding to $x^{\prime \mu}=x^{\mu}-\xi^{\mu}$ ).
That is,

$$
\begin{equation*}
\delta h_{\mu \nu}=\delta g_{\mu \nu}=£_{\xi} g_{\mu \nu}=\xi^{\rho} \partial_{\rho} g_{\mu \nu}+g_{\mu \rho} \partial_{\nu} \xi^{\rho}+g_{\rho \nu} \partial_{\mu} \xi^{\rho}=D_{\mu \nu \alpha} \xi^{\alpha}, \tag{D.6}
\end{equation*}
$$

where $£$ is the Lie derivative and

$$
\begin{equation*}
D_{\mu \nu \alpha} \xi^{\alpha}=\partial_{\mu} \xi_{\nu}+\partial_{\nu} \xi_{\mu}+h_{\alpha \nu} \partial_{\mu} \xi^{\alpha}+h_{\mu \alpha} \partial_{\nu} \xi^{\alpha}+\xi^{\alpha} \partial_{\alpha} h_{\mu \nu} . \tag{D.7}
\end{equation*}
$$

Accordingly,

$$
\begin{equation*}
D_{\mu \nu \alpha}=\eta_{\alpha \nu} \partial_{\mu}+\eta_{\mu \alpha} \partial_{\nu}+h_{\alpha \nu} \partial_{\mu}+h_{\mu \alpha} \partial_{\nu}+\partial_{\alpha} h_{\mu \nu} . \tag{D.8}
\end{equation*}
$$

We can raise the indices in D.8 using the Minkowski tensors.
Moreover, the $\mathcal{F}_{i}$ 's $, i=1,2,3$, are analytic functions of $\bar{\square}$,

$$
\begin{equation*}
\mathcal{F}_{i}(\bar{\square})=\sum_{n=0}^{\infty} f_{i_{n}} \bar{\square}^{n}, \tag{D.9}
\end{equation*}
$$

where the $f_{i_{n}}$ 's are real coefficients.
$\mathcal{G}(\square)$ is given by

$$
\begin{equation*}
\mathcal{G}(\square)=-\square e^{-\bar{\square}}=\sum_{n=0}^{\infty} \frac{(-1)^{n+1} \square^{n+1}}{n!M^{2 n}} . \tag{D.10}
\end{equation*}
$$

If we change the gauge-fixing term to read $F^{\tau}=e^{\tau}(x)$ [84], with $e^{\tau}(x)$ an arbitrary four-vector function, we can smear out the gauge condition with a weighting functional. Choosing the weighting functional

$$
\begin{equation*}
\omega\left(e^{\tau}\right)=\exp \left[i\left(-\frac{1}{2 \xi} \int d^{4} x e_{\tau} \mathcal{G}(\square) e^{\tau}\right)\right], \tag{D.11}
\end{equation*}
$$

where $\xi$ is a finite parameter, we obtain the gauge-fixing term (see [84] for a derivation of the gauge-fixing term in non-local theories)

$$
\begin{equation*}
S_{\mathrm{GF}}=-\frac{1}{2 \xi} \int d^{4} x\left(F_{\tau} \mathcal{G}(\square) F^{\tau}\right) \tag{D.12}
\end{equation*}
$$

Finally, the Faddeev-Popov ghost-antighost action is given by

$$
\begin{equation*}
S_{\text {ghost }}=\int d^{4} x\left(\bar{C}_{\tau} \mathcal{G}(\square) \vec{F}_{\mu \nu}^{\tau} D_{\alpha}^{\mu \nu} C^{\alpha}\right) . \tag{D.13}
\end{equation*}
$$

If we perform integration by parts $2 l$ times for each $\square^{l}$ term in (D.13) arising from the power series expansion of $\mathcal{G}(\square)$ and redefine appropriately the antighost field, the ghost-antighost action will become

$$
\begin{equation*}
S_{\text {ghost }}=\int d^{4} x\left(\bar{C}_{\tau} \vec{F}_{\mu \nu}^{\tau} D_{\alpha}^{\mu \nu} C^{\alpha}\right) . \tag{D.14}
\end{equation*}
$$

It should be pointed out that the Faddeev-Popov ghost fields are benign (in contrast to the Weyl ghost).

## Appendix E

## Newtonian potential

Let us consider the Newtonian potential in the weak-field limit. The Newtonian approximation of a perturbed metric for a static point source is given by [12, 160]

$$
\begin{equation*}
d s^{2}=\left(\eta_{\mu \nu}+h_{\mu \nu}\right) d x^{\mu} d x^{\nu}=-(1+2 \Phi(r)) d t^{2}+(1-2 \Psi(r))\left(d x^{2}+d y^{2}+d z^{2}\right), \tag{E.1}
\end{equation*}
$$

where

$$
h_{\mu \nu} \equiv\left(\begin{array}{cccc}
-2 \Phi(r) & 0 & 0 & 0  \tag{E.2}\\
0 & -2 \Psi(r) & 0 & 0 \\
0 & 0 & -2 \Psi(r) & 0 \\
0 & 0 & 0 & -2 \Psi(r)
\end{array}\right) .
$$

The trace and 00-component of the field equations around a flat background for an infinite derivative gravitational action (see (2.34) are given by

$$
\begin{align*}
-\kappa T_{00} & =\frac{1}{2}(a(\bar{\square})-3 c(\bar{\square})) R, \\
\kappa T_{00} & =a(\bar{\square}) R_{00}+\frac{1}{2} c(\bar{\square}) R, \tag{E.3}
\end{align*}
$$

where $T_{\mu \nu}$ is the stress-energy tensor and $T_{00}$ gives the energy density. In the static, linearised limit,$=\nabla^{2}=\partial_{i} \partial^{i}$ (that is, the flat-space d'Alembertian
becomes the Laplace operator), yielding

$$
\begin{align*}
-\kappa T_{00} & =(a(\bar{\square})-3 c(\bar{\square}))\left(2 \nabla^{2} \Psi-\nabla^{2} \Phi\right) \\
\kappa T_{00} & =(a(\bar{\square})-c(\bar{\square})) \nabla^{2} \Phi+2 c(\bar{\square}) \nabla^{2} \Psi . \tag{E.4}
\end{align*}
$$

Thus,

$$
\begin{equation*}
\kappa T_{00}=\frac{a(\bar{\square})(a(\bar{\square})-3 c(\bar{\square}))}{a(\bar{\square})-2 c(\bar{\square})} \nabla^{2} \Phi=\kappa m_{g} \delta^{3}(\vec{r}) . \tag{E.5}
\end{equation*}
$$

$T_{00}$ is the point source, that is, $T_{00}=m_{g} \delta^{3}(\vec{r}), m_{g}$ is the mass of the object generating the gravitational potential while $\delta^{3}$ is the three-dimensional Dirac delta-function and is given by

$$
\begin{equation*}
\delta^{3}(\vec{r})=\int \frac{d^{3} k}{(2 \pi)^{3}} e^{i k \vec{r}} \tag{E.6}
\end{equation*}
$$

Hence, taking the Fourier components of (E.5) yields

$$
\begin{align*}
\Phi(r) & =-\frac{\kappa m_{g}}{(2 \pi)^{3}} \int_{-\infty}^{\infty} d^{3} k \frac{a\left(-k^{2}\right)-2 c\left(-k^{2}\right)}{a\left(-k^{2}\right)\left(a\left(-k^{2}\right)-3 c\left(-k^{2}\right)\right)} \frac{e^{i k \vec{r}}}{k^{2}}  \tag{E.7}\\
& =-\frac{\kappa m_{g}}{2 \pi^{2} r} \int_{0}^{\infty} d k \frac{\left(a\left(-k^{2}\right)-2 c\left(-k^{2}\right)\right)}{a\left(-k^{2}\right)\left(a\left(-k^{2}\right)-3 c\left(-k^{2}\right)\right)} \frac{\sin (k r)}{k} \tag{E.8}
\end{align*}
$$

and

$$
\begin{equation*}
\Psi(r)=\frac{\kappa m_{g}}{2 \pi^{2} r} \int_{0}^{\infty} d k \frac{c\left(-k^{2}\right)}{a\left(-k^{2}\right)\left(a\left(-k^{2}\right)-3 c\left(-k^{2}\right)\right)} \frac{\sin (k r)}{k} . \tag{E.9}
\end{equation*}
$$

If $a\left(-k^{2}\right)=c\left(-k^{2}\right)$, no additional degrees of freedom are introduced in the scalar sector of the propagator and the only degrees of freedom we have are those of the massless graviton. In that case, we obtain

$$
\begin{equation*}
\Phi(r)=\Psi(r)=-\frac{\kappa m_{g}}{(2 \pi)^{2} r} \int_{0}^{\infty} d k \frac{\sin (k r)}{a\left(-k^{2}\right) k} \tag{E.10}
\end{equation*}
$$



Figure E.1: Newtonian potentials. The red line denotes the (singular) Newtonian potential in GR while the black line indicates the (non-singular) Newtonian potential in IDG.

Making the choice $a(\bar{\square})=e^{-\bar{\square}}$, we get 56 ]

$$
\begin{align*}
\Phi(r)=\Psi(r) & =-\frac{\kappa m_{g}}{(2 \pi)^{2} r} \int_{0}^{\infty} d k \frac{\sin (k r)}{k e^{\frac{k^{2}}{M^{2}}}}  \tag{E.11}\\
& =-\frac{\kappa m_{g} \operatorname{Erf}\left(\frac{M r}{2}\right)}{8 \pi r} \tag{E.12}
\end{align*}
$$

As $r \rightarrow \infty$ (or if $M \rightarrow \infty$ ), $\operatorname{Erf}\left(\frac{M r}{2}\right) \rightarrow 1$ and we recover the $-\frac{1}{r}$ divergence of GR. When $r \rightarrow 0$, we have that

$$
\begin{equation*}
\lim _{r \rightarrow 0} \Phi(r)=\lim _{r \rightarrow 0} \Psi(r)=-\frac{\kappa m_{g} M}{8 \pi^{3 / 2}} \tag{E.13}
\end{equation*}
$$

which is a constant. We observe that the Newtonian potential is non-singular (see also Fig. E.1).

## Appendix F

## Scale of non-locality

It is known that higher-derivative gravitational theories come with a mass scale so that the correct dimensionality of the covariant derivatives is ensured. This mass scale is known as the scale of non-locality. In [99], it was demonstrated that the scattering amplitude becomes more exponentially suppressed as the number of particles in a scattering event increases. Subsequently, in [111], it was shown that, by considering a higher-derivative scalar field theory toy model, the effective mass scale for a system of $n$ particles is inversely proportional to the square root of the number of particles and that, as the number of particles increases, the corresponding effective mass scale associated with the scattering amplitude decreases. Hence, the effective mass scale $M_{\text {eff }}$ satisfies, for large $n, M_{\text {eff }} \sim M / \sqrt{n}$, where $M$ is the mass scale, i.e., scale of non-locality, and $n$ is the number of particles. Below we expand on this result.

We want to find the scale of non-locality for a system of $n$ particles. Let us consider the scalar toy model that is given by (4.46). The Feynman rules are given in Section 4.3. From (4.56), we see that the dressed propagator goes roughly as $e^{-\frac{3 \bar{\Gamma}^{2}}{2}}$ when $p^{2}$ is large.

Suppose we have a tree-level six-point scattering amplitude (see Fig. F.1). We


Figure F.1: The tree-level 6-point scattering diagram. The external momenta in the middle are $p_{5}$ and $p_{6}$.
have that

$$
\begin{align*}
i \mathcal{T} & =\lambda^{4} V\left(p_{1}, p_{2},-p_{1}-p_{2}\right) V\left(p_{3}, p_{4}, p_{1}+p_{2}+p_{5}+p_{6}\right) V\left(p_{1}+p_{2}, p_{5},-p_{1}-p_{2}-p_{5}\right) \\
& \times V\left(p_{1}+p_{2}+p_{5}, p_{6},-p_{1}-p_{2}-p_{5}-p_{6}\right) \frac{i}{\left(p_{1}+p_{2}\right)^{2} e^{\left(\bar{p}_{1}+\bar{p}_{2}\right)^{2}}} \frac{1}{\left(p_{1}+p_{2}+p_{5}\right)^{2} e^{\left(\bar{p}_{1}+\bar{p}_{2}+\bar{p}_{5}\right)^{2}}} \\
& \times \frac{1}{\left(p_{1}+p_{2}+p_{5}+p_{6}\right)^{2} e^{\left(\bar{p}_{1}+\bar{p}_{2}+\bar{p}_{5}+\bar{p}_{6}\right)^{2}}} . \tag{F.1}
\end{align*}
$$

From conservation of momentum, we have that $p_{1}+p_{2}+p_{3}+p_{4}+p_{5}+p_{6}=0$.

Now, suppose we have $n$ vertices in the tree-level diagram and we want to find
$M_{\text {eff }}$. From (F.1), we have

$$
\begin{align*}
\mathcal{T} & =\lambda^{4}\left\{\left[p_{1}^{2}\left(e^{\bar{p}_{2}^{2}}+e^{\left(\bar{p}_{1}+\bar{p}_{2}\right)^{2}}\right)+p_{2}^{2}\left(e^{\bar{p}_{1}^{2}}+e^{\left(\bar{p}_{1}+\bar{p}_{2}\right)^{2}}\right)+\left(p_{1}+p_{2}\right)^{2}\left(e^{\bar{p}_{1}^{2}}+e^{\bar{p}_{2}^{2}}\right)\right]\right. \\
& \times\left[p_{3}^{2}\left(e^{\bar{p}_{4}^{2}}+e^{\left(\bar{p}_{1}+\bar{p}_{2}+\bar{p}_{5}+\bar{p}_{6}\right)^{2}}\right)+p_{4}^{2}\left(e^{\bar{p}_{3}^{2}}+e^{\left(\bar{p}_{1}+\bar{p}_{2}+\bar{p}_{5}+\bar{p}_{6}\right)^{2}}\right)+\left(p_{1}+p_{2}+p_{5}+p_{6}\right)^{2}\left(e^{\bar{p}_{3}^{2}}+e^{\bar{p}_{4}^{2}}\right)\right] \\
& \times\left[p_{5}^{2}\left(e^{\left(\bar{p}_{1}+\bar{p}_{2}\right)^{2}}+e^{\left(\bar{p}_{1}+\bar{p}_{2}+\bar{p}_{5}\right)^{2}}\right)+\left(p_{1}+p_{2}\right)^{2}\left(e^{\bar{p}_{5}^{2}}+e^{\left(\bar{p}_{1}+\bar{p}_{2}+\bar{p}_{5}\right)^{2}}\right)+\left(p_{1}+p_{2}+p_{5}\right)^{2}\left(e^{\bar{p}_{5}^{2}}+e^{\left(\bar{p}_{1}+\bar{p}_{2}\right)^{2}}\right)\right] \\
& \times\left[p_{6}^{2}\left(e^{\left(\bar{p}_{1}+\bar{p}_{2}+\bar{p}_{5}\right)^{2}}+e^{\left(\bar{p}_{1}+\bar{p}_{2}+\bar{p}_{5}+\bar{p}_{6}\right)^{2}}\right)+\left(p_{1}+p_{2}+p_{5}\right)^{2}\left(e^{\bar{p}_{6}^{2}}+e^{\left(\bar{p}_{1}+\bar{p}_{2}+\bar{p}_{5}+\bar{p}_{6}\right)^{2}}\right)\right. \\
& \left.\left.+\left(p_{1}+p_{2}+p_{5}+p_{6}\right)^{2}\left(e^{\bar{p}_{6}^{2}}+e^{\left(\bar{p}_{1}+\bar{p}_{2}+\bar{p}_{5}\right)^{2}}\right)\right]\right\} \\
& \times \frac{1}{\left(p_{1}+p_{2}\right)^{2} e^{\left(\bar{p}_{1}+\bar{p}_{2}\right)^{2}} \frac{1}{\left(p_{1}+p_{2}+p_{5}\right)^{2} e^{\left(\bar{p}_{1}+\bar{p}_{2}+\bar{p}_{5}\right)^{2}}} \frac{\left(p_{1}+p_{2}+p_{5}+p_{6}\right)^{2} e^{\left(\bar{p}_{1}+\bar{p}_{2}+\bar{p}_{5}+\bar{p}_{6}\right)^{2}}}{}} \tag{F.2}
\end{align*}
$$

If we expand ( $(\overline{F .2})$, we shall get terms of the form,

$$
\begin{equation*}
\sum(\text { polynomial in } \mathrm{p}) e^{\sum(\text { polynomial in } \mathrm{p}) / M^{2}} \tag{F.3}
\end{equation*}
$$

coming from the vertices.
Suppose now that we dress the four vertices. At sufficiently high loop order $n$ (when $n \geqslant 4$ ), the exponents in the dressed vertices become negative. The vertex factors are:

$$
\begin{equation*}
e^{\alpha^{n} \bar{p}_{1}^{2}+\beta^{n} \bar{p}_{2}^{2}+\gamma^{n} \bar{p}_{3}^{2}} \tag{F.4}
\end{equation*}
$$

where $p_{1}, p_{2}, p_{3}$ are the incoming vertex momenta. When the loop order $n$ of the dressed vertices is equal to 4 , that is, $n=4$, the exponents for the dressed vertices in (F.4) become negative [99, 100]:

$$
\begin{equation*}
\alpha^{4}=\beta^{4}=\gamma^{4}=-\frac{11}{27} . \tag{F.5}
\end{equation*}
$$

Then we have, for the largest external momentum contribution $(n=4)$,

$$
\begin{align*}
\mathcal{T} & \sim e^{-\frac{11 \bar{p}_{7}^{2}}{27}} e^{-\frac{11 \bar{p}_{2}^{2}}{27}} e^{-\frac{11 \bar{p}_{3}^{2}}{27}} e^{-\frac{11 \bar{p}_{7}^{2}}{27}} e^{-\frac{11 \bar{p}_{5}^{2}}{27}} e^{-\frac{11 \bar{p}_{7}^{2}}{27}} e^{-\frac{22\left(p_{1}+p_{2}\right)^{2}}{27 M^{2}}} e^{-\frac{22\left(p_{1}+p_{2}+p_{5}\right)^{2}}{27 M^{2}}} e^{-\frac{22\left(p_{1}+p_{2}+p_{5}+p_{6}\right)^{2}}{27 M^{2}}} \\
& \times e^{-\frac{\left(p_{1}+p_{2}\right)^{2}}{M^{2}}} e^{-\frac{\left(p_{1}+p_{2}+p_{5}\right)^{2}}{M^{2}}} e^{-\frac{\left(p_{1}+p_{2}+p_{5}+p_{6}\right)^{2}}{M^{2}}} \\
& =e^{-\frac{11 \bar{p}_{1}^{2}}{27}} e^{-\frac{11 \bar{p}_{2}^{2}}{27}} e^{-\frac{11 \bar{p}_{5}^{2}}{27}} e^{-\frac{11 \bar{p}_{4}^{2}}{27}} e^{-\frac{11 \bar{p}_{5}^{2}}{27}} e^{-\frac{11 \bar{p}_{5}^{2}}{27}} e^{-\frac{49\left(p_{1}+p_{2}\right)^{2}}{27 M^{2}}} e^{-\frac{49\left(p_{1}+p_{2}+p_{5}\right)^{2}}{27 M^{2}}} e^{-\frac{49\left(p_{1}+p_{2}+p_{5}+p_{6}\right)^{2}}{27 M^{2}}} . \tag{F.6}
\end{align*}
$$

If $\left|p_{1}\right|=\left|p_{2}\right|=\left|p_{3}\right|=\left|p_{4}\right|=\left|p_{5}\right|=\left|p_{6}\right|=|p|$ and $p_{1}=p_{3}=p_{5}=p$, $p_{2}=p_{4}=p_{6}=-p$, then

$$
\begin{equation*}
\mathcal{T} \sim e^{-\frac{115 \tilde{p}^{2}}{27}} \tag{F.7}
\end{equation*}
$$

Now suppose we have an eight-point tree-level scattering diagram. Then we
have, for the largest external momentum contribution $(n=4)$,

$$
\begin{align*}
\mathcal{T} & \sim e^{-\frac{11 \bar{p}_{1}^{2}}{27}} e^{-\frac{11 \bar{p}_{2}^{2}}{27}} e^{-\frac{11 \bar{p}_{3}^{2}}{27}} e^{-\frac{11 \bar{p}_{4}^{2}}{27}} e^{-\frac{11 p_{5}^{2}}{27}} e^{-\frac{11 \bar{p}_{6}^{2}}{27}} e^{-\frac{11 p_{7}^{2}}{27}} e^{-\frac{11 \bar{p}_{8}^{2}}{27}} \\
& \times e^{-\frac{22\left(p_{1}+p_{2}\right)^{2}}{27 M^{2}}} e^{-\frac{22\left(p_{1}+p_{2}+p_{5}\right)^{2}}{27 M^{2}}} e^{-\frac{22\left(p_{1}+p_{2}+p_{5}+p_{6}\right)^{2}}{27 M^{2}}} e^{-\frac{22\left(p_{1}+p_{2}+p_{5}+p_{6}+p_{7}\right)^{2}}{27 M^{2}}} e^{-\frac{22\left(p_{1}+p_{2}+p_{5}+p_{6}+p_{7}+p_{8}\right)^{2}}{2 T T^{2}}} \\
& \times e^{-\frac{\left(p_{1}+p_{2}\right)^{2}}{M^{2}}} e^{-\frac{\left(p_{1}+p_{2}+p_{5}\right)^{2}}{M^{2}}} e^{-\frac{\left(p_{1}+p_{2}+p_{5}+p_{6}\right)^{2}}{M^{2}}} e^{-\frac{\left(p_{1}+p_{2}+p_{5}+p_{6}+p_{7}\right)^{2}}{M^{2}}} e^{-\frac{\left(p_{1}+p_{2}+p_{5}+p_{6}+p_{7}+p_{8}\right)^{2}}{M^{2}}} \\
& =e^{-\frac{11 \bar{p}_{1}^{2}}{27}} e^{-\frac{11 \bar{p}_{2}^{2}}{27}} e^{-\frac{11 \bar{p}_{3}^{2}}{27}} e^{-\frac{11 \bar{p}_{4}^{2}}{27}} e^{-\frac{11 \bar{p}_{5}^{2}}{27}} e^{-\frac{11 \bar{p}_{6}^{2}}{27}} e^{-\frac{11 \bar{p}_{7}^{2}}{27}} e^{-\frac{11 \bar{p}_{8}^{2}}{27}} e^{-\frac{49\left(p_{1}+p_{2}\right)^{2}}{27 M^{2}}} e^{-\frac{49\left(p_{1}+p_{2}+p_{5}\right)^{2}}{27 M^{2}}} e^{-\frac{49\left(p_{1}+p_{2}+p_{5}+p_{6}\right)^{2}}{27 M^{2}}} \\
& e^{-\frac{49\left(p_{1}+p_{2}+p_{5}+p_{6}+p_{7}\right)^{2}}{27 M^{2}}} e^{-\frac{49\left(p_{1}+p_{2}+p_{5}+p_{6}+p_{7}+p_{8}\right)^{2}}{27 M^{2}}} . \tag{F.8}
\end{align*}
$$

Again, from conservation of momentum,

$$
\begin{equation*}
p_{1}+p_{2}+p_{3}+p_{4}+p_{5}+p_{6}+p_{7}+p_{8}=0 \tag{F.9}
\end{equation*}
$$

If $\left|p_{1}\right|=\left|p_{2}\right|=\left|p_{3}\right|=\left|p_{4}\right|=\left|p_{5}\right|=\left|p_{6}\right|=\left|p_{7}\right|=\left|p_{8}\right|=|p|$ and $p_{1}=p_{3}=p_{5}=$ $p_{7}=p, p_{2}=p_{4}=p_{6}=p_{8}=-p$, then

$$
\begin{equation*}
\mathcal{T} \sim e^{-\frac{186 \bar{p}^{2}}{2 \bar{T}}}=e^{-\frac{62 \bar{p}^{2}}{9}} \tag{F.10}
\end{equation*}
$$

We observe that the eight-point diagram is even more strongly exponentially suppressed in the UV as compared to the 6-point diagram.

For a $2 n$-point tree-level diagram with dressed vertices, where $\left|p_{i}\right|=p, i=$ $1, \ldots, 2 n, p_{2 j-1}=p, p_{2 j}=-p, j=1, \ldots, n$, we have $(n \geq 2)$

$$
\begin{equation*}
\mathcal{T} \sim e^{-\frac{(22 n+49(n-2)) \bar{p}^{2}}{27}}=e^{-\frac{(71 n-98) \bar{p}^{2}}{27}} . \tag{F.11}
\end{equation*}
$$

We can write the equation above as follows,

$$
\begin{equation*}
\mathcal{T} \sim e^{-\left(\frac{p}{M_{\text {eff }}}\right)^{2}}, \tag{F.12}
\end{equation*}
$$

where

$$
\begin{equation*}
M_{\mathrm{eff}}=\left(\frac{27}{71 n-98}\right)^{1 / 2} M \tag{F.13}
\end{equation*}
$$

Now suppose we have external momenta on the external legs in a 6-point, treelevel diagram (one on one of the legs on the left-hand side of the diagram and the other on one of the legs on the right-hand side of the diagram). Employing dressed vertices, we obtain

$$
\begin{equation*}
\mathcal{T} \sim e^{-\frac{115 \bar{p}^{2}}{27}} \tag{F.14}
\end{equation*}
$$

## F. 1 Dressing the vertices with 1-loop diagram in the middle

A 1-loop diagram with external momenta $p,-p$ goes as $e^{3 \bar{p}^{2} / 2}$ for large external momenta. Adding a 1-loop diagram in the middle in Fig. 4.1, where the propagators and the vertices are both dressed, gives us a scattering amplitude that goes to zero for large external momenta. Thus

$$
\begin{align*}
\mathcal{T} & \sim e^{-\frac{11 \bar{p}_{1}^{2}}{27}} e^{-\frac{11 \bar{p}_{2}^{2}}{27}} e^{-\frac{11 \bar{p}_{3}^{2}}{27}} e^{-\frac{11 \bar{p}_{4}^{2}}{27}} e^{-\frac{11 \bar{p}_{5}^{2}}{27}} e^{-\frac{11 \bar{p}_{6}^{2}}{27}} e^{-\frac{22\left(p_{1}+p_{2}\right)^{2}}{27 M^{2}}} e^{-\frac{22\left(p_{1}+p_{2}+p_{5}\right)^{2}}{27 M^{2}}} e^{-\frac{22\left(p_{1}+p_{2}+p_{5}+p_{6}\right)^{2}}{27 M^{2}}} \\
& \times e^{-\frac{\left(p_{1}+p_{2}\right)^{2}}{M^{2}}} e^{-\frac{2\left(p_{1}+p_{2}+p_{5}\right)^{2}}{M^{2}}} e^{\frac{3\left(p_{1}+p_{2}+p_{5}\right)^{2}}{2 M^{2}}} e^{-\frac{\left(p_{1}+p_{2}+p_{5}+p_{6}\right)^{2}}{M^{2}}} \\
& =e^{-\frac{11 \bar{p}_{1}^{2}}{27}} e^{-\frac{11 \bar{p}_{2}^{2}}{27}} e^{-\frac{11 \bar{p}_{3}^{2}}{27}} e^{-\frac{11 \bar{p}_{4}^{2}}{27}} e^{-\frac{11 \bar{p}_{5}^{2}}{27}} e^{-\frac{11 \bar{p}_{6}^{2}}{27}} e^{-\frac{49\left(p_{1}+p_{2}\right)^{2}}{27 M^{2}}} e^{-\frac{71\left(p_{1}+p_{2}+5_{5}\right)^{2}}{54 M^{2}}} e^{-\frac{4\left(p_{1}+p_{2}+p_{5}+\right)^{2}}{27 M^{2}}} . \tag{F.15}
\end{align*}
$$

If $\left|p_{1}\right|=\left|p_{2}\right|=\left|p_{3}\right|=\left|p_{4}\right|=\left|p_{5}\right|=\left|p_{6}\right|=|p|$ and $p_{1}=p_{3}=p_{5}=p, p_{2}=p_{4}=$ $p_{6}=-p$, then,

$$
\begin{equation*}
\mathcal{T} \sim e^{-\frac{203 \overline{3}^{2}}{54}} \tag{F.16}
\end{equation*}
$$

For a $2 n$-point tree-level diagram with dressed vertices, where $\left|p_{i}\right|=p, i=$ $1, \ldots, 2 n, p_{2 j-1}=p, p_{2 j}=-p, j=1, \ldots, n$, we have $(n \geq 2)$

$$
\begin{equation*}
\mathcal{T} \sim e^{-\frac{(44 n+98(n-2)-27) \bar{p}^{2}}{54}}=e^{-\frac{(142 n-223) \bar{p}^{2}}{54}} \tag{F.17}
\end{equation*}
$$

We can write the equation above as

$$
\begin{equation*}
\mathcal{T} \sim e^{-\left(\frac{p}{M_{\mathrm{eff}}}\right)^{2}} \tag{F.18}
\end{equation*}
$$

where

$$
\begin{equation*}
M_{\mathrm{eff}}=\left(\frac{54}{142 n-223}\right)^{1 / 2} M \tag{F.19}
\end{equation*}
$$

## F. 2 Dressing both the propagators and the vertices

Suppose we dress both the propagators and the vertices in Fig 4.1. We wish to find the behaviour of the scattering amplitude $\mathcal{T}$ for large external momenta. We have

$$
\begin{align*}
\mathcal{T} & \sim e^{-\frac{11 \bar{p}_{1}^{2}}{27}} e^{-\frac{11 \bar{p}_{2}^{2}}{27}} e^{-\frac{11 \bar{p}_{3}^{2}}{27}} e^{-\frac{11 \bar{p}_{7}^{2}}{27}} e^{-\frac{11 \bar{p}_{5}^{2}}{27}} e^{-\frac{11 \bar{p}_{6}^{2}}{27}} e^{-\frac{22\left(p_{1}+p_{2}\right)^{2}}{27 M^{2}}} \\
& \times e^{-\frac{22\left(p_{1}+p_{2}+p_{5}\right)^{2}}{27 M^{2}}} e^{-\frac{22\left(p_{1}+p_{2}+p_{5}+p_{6}\right)^{2}}{27 M^{2}}} e^{-\frac{3\left(p_{1}+p_{2}\right)^{2}}{2 M^{2}}} e^{-\frac{3\left(p_{1}+p_{2}+p_{5}\right)^{2}}{2 M^{2}}} e^{-\frac{3\left(p_{1}+p_{2}+p_{5}+p_{6}\right)^{2}}{2 M^{2}}} \\
& =e^{-\frac{11 \bar{p}_{1}^{2}}{27}} e^{-\frac{11 \bar{p}_{2}^{2}}{27}} e^{-\frac{11 \bar{p}_{3}^{2}}{27}} e^{-\frac{11 \bar{p}_{4}^{2}}{27}} e^{-\frac{11 \bar{p}_{5}^{2}}{27}} e^{-\frac{11 \bar{p}_{6}^{2}}{27}} e^{-\frac{125\left(p_{1}+p_{2}\right)^{2}}{54 M^{2}}} e^{-\frac{125\left(p_{1}+p_{2}+p_{5}\right)^{2}}{54 M^{2}}} e^{-\frac{125\left(p_{1}+p_{2}+p_{5}+p_{6}\right)^{2}}{54 M^{2}}} . \tag{F.20}
\end{align*}
$$

If $\left|p_{1}\right|=\left|p_{2}\right|=\left|p_{3}\right|=\left|p_{4}\right|=\left|p_{5}\right|=\left|p_{6}\right|=|p|$ and $p_{1}=p_{3}=p_{5}=p, p_{2}=p_{4}=$ $p_{6}=-p$, then

$$
\begin{equation*}
\mathcal{T} \sim e^{-\frac{257 \tilde{p}^{2}}{54}} \tag{F.21}
\end{equation*}
$$

For a $2 n$-point tree-level diagram with dressed vertices, where $\left|p_{i}\right|=p, i=$ $1, \ldots, 2 n, p_{2 j-1}=p, p_{2 j}=-p, j=1, \ldots, n$, we have $(n \geq 2)$

$$
\begin{equation*}
\mathcal{T} \sim e^{-\frac{(44 n+125(n-2)) \overline{\bar{p}}^{2}}{54}}=e^{-\frac{(169 n-250) \bar{p}^{2}}{54}} \tag{F.22}
\end{equation*}
$$

We can write the equation above as:

$$
\begin{equation*}
\mathcal{T} \sim e^{-\left(\frac{p}{M_{\mathrm{eff}}}\right)^{2}} \tag{F.23}
\end{equation*}
$$

where

$$
\begin{equation*}
M_{\mathrm{eff}}=\left(\frac{54}{169 n-250}\right)^{1 / 2} M \tag{F.24}
\end{equation*}
$$

We observe that $M_{\text {eff }}$ decreases as the number of particles $n$ increases. By dimensional analysis, one can write down the effective length scale $L_{\text {eff }}$ as $L_{\text {eff }} \sim$ $M_{\text {eff }}^{-1}$. Thus, one can see that the effective length scale $L_{\text {eff }}$ increases as the number of particles $n$ increases.

## Appendix G

## Generalised boundary term

In [112], the derivation of the generalised Gibbons-Hawking-York (GHY) boundary term for the infinite derivative gravitational action given by (1.10) was presented; ADM decomposition (see Section 5.3) and coframe slicing were employed in the derivation of the result.

The coframe metric reads as follows,

$$
\begin{equation*}
d s_{\text {coframe }}^{2}=g_{\alpha \beta} \theta^{\alpha} \theta^{\beta}=-N^{2}\left(\theta^{0}\right)^{2}+g_{i j} \theta^{i} \theta^{j} \tag{G.1}
\end{equation*}
$$

where

$$
\begin{align*}
& \theta^{0}=d t \\
& \theta^{i}=d x^{i}+\beta^{i} d t \tag{G.2}
\end{align*}
$$

The extrinsic curvature in coframe slicing is given by

$$
\begin{equation*}
K_{i j}=-\frac{1}{2 N}\left(h_{i l} \partial_{j}\left(\beta^{l}\right)+h_{j l} \partial_{i}\left(\beta^{l}\right)-\bar{\partial}_{0} h_{i j}\right), \tag{G.3}
\end{equation*}
$$

where $h_{i j}$ is the induced metric on the $t=$ constant hypersurface and

$$
\begin{align*}
\partial_{0} & \equiv \frac{\partial}{\partial t}-\beta^{i} \partial_{i}, \\
\partial_{i} & \equiv \frac{\partial}{\partial x^{i}} \tag{G.4}
\end{align*}
$$

As shown in [161], for a generic gravitational action

$$
\begin{equation*}
S_{\text {gravity }}=\frac{1}{16 \pi G_{N}^{(4)}} \int_{\mathfrak{M}} d^{4} x \sqrt{-g} f\left(\mathcal{R}_{\mu \nu \rho \sigma}\right) \tag{G.5}
\end{equation*}
$$

one can write down the following equivalent action,

$$
\begin{equation*}
S_{\mathrm{eqv}}=\frac{1}{16 \pi G_{N}^{(4)}} \int_{\mathcal{M}} d^{4} x \sqrt{-g}\left[f\left(\varrho_{\mu \nu \rho \sigma}\right)+\varphi^{\mu \nu \rho \sigma}\left(\mathcal{R}_{\mu \nu \rho \sigma}-\varrho_{\mu \nu \rho \sigma}\right)\right], \tag{G.6}
\end{equation*}
$$

where $\varrho_{\mu \nu \rho \sigma}$ and $\varphi^{\mu \nu \rho \sigma}$ are auxiliary fields; taking the equation of motion for $\varphi^{\mu \nu \rho \sigma}$ yields $\varrho_{\mu \nu \rho \sigma}=\mathcal{R}_{\mu \nu \rho \sigma} . \mathcal{M}$ is the manifold over which the integration takes place and $\partial \mathcal{M}$ is its boundary. Using the method in [161], one can deduce that the infinite derivative gravitational action, now including the corresponding boundary term, is given by [112]

$$
\begin{align*}
S_{\text {total }} & =S_{\text {eqv }}+S_{\text {boundary }} \\
& =\frac{1}{16 \pi G_{N}^{(4)}} \int_{\mathcal{M}} d^{4} x \sqrt{-g}\left[\varrho+M_{P}^{-2}\left(\varrho \mathcal{F}_{1}(\bar{\square}) \varrho+\varrho_{\mu \nu} \mathcal{F}_{2}(\bar{\square}) \varrho^{\mu \nu}\right.\right. \\
& \left.\left.+\varrho_{\mu \nu \rho \sigma} \mathcal{F}_{3}(\bar{\square}) \varrho^{\mu \nu \rho \sigma}\right)+\varphi^{\mu \nu \rho \sigma}\left(\mathcal{R}_{\mu \nu \rho \sigma}-\varrho_{\mu \nu \rho \sigma}\right)\right] \\
& +\frac{1}{8 \pi G_{N}^{(4)}} \oint_{\partial \mathcal{M}} d \Sigma_{\mu} n^{\mu}\left[K+M_{P}^{-2}\left(2 K \mathcal{F}_{1}(\bar{\square}) \rho-4 K \mathcal{F}_{1}(\bar{\square}) \Omega\right.\right. \\
& \left.\left.-K \mathcal{F}_{2}(\bar{\square}) \Omega-K_{i j} \mathcal{F}_{2}(\bar{\square}) \Omega^{i j}+K_{i j} \mathcal{F}_{2}(\bar{\square}) \rho^{i j}-4 K_{i j} \mathcal{F}_{3}(\bar{\square}) \Omega^{i j}-2 X_{1}^{i j}-\frac{1}{2} X_{2}^{i j}\right)\right], \tag{G.7}
\end{align*}
$$

where $\Omega_{i j}=n^{\gamma} n^{\delta} \varrho_{\gamma i \delta j}, \Omega=h^{i j} \Omega_{i j}, \rho_{i j}=h^{k m} \rho_{i j k m}, \rho=h^{i j} \rho_{i j}, K=h^{i j} K_{i j}$ and $K_{i j}$ is the extrinsic curvature given by (G.3). The form of the $X$ terms is complicated and shall not be presented here; one can find the full expressions and
the method employed in deriving them in [112].

## Appendix H

## Wald entropy

In [114], Wald's gravitational entropy [162, 163] was evaluated in (Anti-)de Sitter space for the following infinite derivative gravitational action,

$$
\begin{equation*}
S=\frac{1}{16 \pi G_{N}^{(D)}} \int d^{D} x \sqrt{-g}\left[R-2 M_{P}^{-2} \Lambda+\alpha\left(R \mathcal{F}_{1}(\bar{\square}) R+R_{\mu \nu} \mathcal{F}_{2}(\bar{\square}) R^{\mu \nu}+R_{\mu \nu \lambda \sigma} \mathcal{F}_{3}(\bar{\square}) R^{\mu \nu \lambda \sigma}\right)\right] \tag{H.1}
\end{equation*}
$$

and the entropy was found to be

$$
\begin{equation*}
S_{W a l d}^{(A) d S}=\frac{A_{H}^{(A) d S}}{4 G_{N}^{(D)}}\left\{1 \pm \frac{2 \alpha}{l^{2}}\left[f_{10} D(D-1)+f_{20}(D-1)+2 f_{3_{0}}\right]\right\}, \tag{H.2}
\end{equation*}
$$

where $A_{H}^{(A) d S}$ is the area of the horizon, $f_{1_{0}}, f_{2_{0}}, f_{3_{0}}$ are the first coefficients in the expansions $\mathcal{F}_{i}(\bar{\square})=\sum_{n=0}^{\infty} f_{i_{n}} \bar{\square}^{n}(i=1,2,3), \Lambda$ is the cosmological constant and its mass dimension is $4 . \alpha$ is a constant of mass dimension -2 while $l$ is a length scale. The cosmological constant is given in (A)dS space by

$$
\begin{equation*}
\Lambda= \pm \frac{M_{P}^{2}(D-1)(D-2)}{2 l^{2}} \tag{H.3}
\end{equation*}
$$

where the positive sign corresponds to dS space and the negative one to AdS space.

Regarding the following action (where $\mathcal{F}_{2}(\square)$ and $\mathcal{F}_{3}(\square)$ have been set to zero
in (H.1),

$$
\begin{equation*}
S=\frac{1}{16 \pi G_{N}^{(4)}} \int d^{4} x \sqrt{-g}\left[R-2 M_{P}^{-2} \Lambda+\alpha R \mathcal{F}_{1}(\bar{\square}) R\right], \tag{H.4}
\end{equation*}
$$

the entropy in four-dimensional de Sitter space was found to be as follows,

$$
\begin{equation*}
S_{W a l d}=\frac{A_{H}^{d S}}{4 G_{N}^{(4)}}\left(1+8 f_{1_{0}} \alpha M_{P}^{-2} \Lambda\right) \tag{H.5}
\end{equation*}
$$

If the following inequality holds,

$$
\begin{equation*}
M_{P}^{2}+8 \alpha \Lambda f_{1_{0}}<0 \tag{H.6}
\end{equation*}
$$

we obtain an unphysical, negative entropy.

## Appendix I

## Loop integrals

## I. 1 1-loop integrals with arbitrary external momenta

To compute a 1-loop, 2-point integral with arbitrary external momenta, $p$ and $-p$, we have to evaluate integrals of the form

$$
\int \frac{d^{4} k}{(2 \pi)^{4}} f(p, k)
$$

where $f$ is a function of the external momentum $p$, and the loop momentum $k$. We analytically continue the integrand, so that we can work in Euclidean space,

$$
d^{4} k \rightarrow i d^{4} k, \quad k^{2} \rightarrow k_{E}^{2}, \quad p \cdot k \rightarrow(p \cdot k)_{E}, \quad p^{2} \rightarrow p_{E}^{2},
$$

since $k_{0} \rightarrow i k_{0}$ and $p_{0} \rightarrow i p_{0}$ §. Then, by spherical symmetry, we express $d^{4} k_{E}$ as follows,

$$
\begin{equation*}
d^{4} k_{E}=4 \pi k_{E}^{3} \sqrt{1-x^{2}} d x d k_{E} \tag{I.1}
\end{equation*}
$$

[^28]where $x$ is the cosine of the angle between $p_{E}$ and $k_{E}$. We assume $p_{E}$ to be the $z$-axis, so $p_{E} \cdot k_{E}=p_{E} k_{E} x$ and $p_{E} \& k_{E}$ are the norms of $p_{E}$ and $k_{E}$.

We then integrate with respect to $x$ from -1 to 1 . If the integral converges, we subsequently integrate with respect to $k_{E}$ from 0 to $\infty$. If the integral diverges, we integrate with respect to $k_{E}$ from 0 to $\Lambda$, where $\Lambda$ is the momentum cutoff.

## I. 2 2-loop integrals with vanishing external momenta

Let us compute the integral resulting in (3.22). The integral is given by

$$
\begin{equation*}
W=\int \frac{d^{4} k_{1}}{(2 \pi)^{4}} \frac{d^{4} k_{2}}{(2 \pi)^{4}} \frac{\left(k_{1}^{2}+k_{2}^{2}+k_{3}^{2}\right)^{2}}{16 M_{P}^{4} k_{1}^{2} k_{2}^{2} k_{3}^{2}} e^{k_{1}^{2} / 2 M^{2}} e^{-\left(k_{2}-k_{3}\right)^{2} / 2 M^{2}} \tag{I.2}
\end{equation*}
$$

This can be written as

$$
\begin{equation*}
W=\frac{1}{16 M_{P}^{4}} \int_{0}^{\Lambda} d a \int_{0}^{\infty} d b \int_{-1}^{1} d x \frac{\sqrt{1-x^{2}}\left(4 \pi a^{3} 2 \pi^{2} b^{3}\right)\left(\frac{3 a^{2}}{2}+\frac{b^{2}}{2}\right)^{2} \exp \left(\frac{a^{2}}{2 M^{2}}\right) \exp \left(-\frac{b^{2}}{2 M^{2}}\right)}{16(2 \pi)^{8} a^{2} \frac{1}{4}\left(a^{2}+b^{2}+2 a b x\right) \frac{1}{4}\left(a^{2}+b^{2}-2 a b x\right)}, \tag{I.3}
\end{equation*}
$$

where $x$ is the cosine of the angle between $k_{1}$ and $k_{2}-k_{3}, a$ is the norm of $k_{1}$ in the Euclidean space, and $b$ is the norm of $k_{2}-k_{3}$ in the Euclidean space. The factor $1 / 16$ in front of the integral is the Jacobian $\left(\frac{1}{2}\right)^{4}$.

Integrating with respect to $x$ from -1 to 1 , we get

$$
\begin{align*}
W & =\frac{1}{2048 \pi^{5} M_{P}^{4}} \int_{0}^{\Lambda} d a \int_{0}^{\infty} d b \frac{\pi\left(a^{2}+b^{2}-(a+b)|a-b|\right)}{4 a^{2} b^{2}\left(a^{2}+b^{2}\right)} a b^{3}\left(3 a^{2}+b^{2}\right)^{2} \exp \left(\frac{a^{2}}{2 M^{2}}\right) \\
& \times \exp \left(-\frac{b^{2}}{2 M^{2}}\right) . \tag{I.4}
\end{align*}
$$

The integration with respect to $b$ is split into two parts: i) from 0 to $a$ and ii)
from $a$ to $\infty$. The first part becomes $\left(a^{2}+b^{2}-(a+b)(a-b)=2 b^{2}\right)$

$$
\begin{equation*}
W_{1}=\frac{1}{4096 \pi^{4} M_{P}^{4}} \int_{0}^{\Lambda} d a \int_{0}^{a} d b \frac{b^{3}}{a\left(a^{2}+b^{2}\right)}\left(3 a^{2}+b^{2}\right)^{2} \exp \left(\frac{a^{2}}{2 M^{2}}\right) \exp \left(-\frac{b^{2}}{2 M^{2}}\right) \tag{I.5}
\end{equation*}
$$

and gives (see (3.24) for the definition of the exponential-integral function $\operatorname{Ei}(z)$ )

$$
\begin{align*}
& W_{1}=\frac{1}{4096 \pi^{4} M_{P}^{4}} \int_{0}^{\Lambda} d a \frac{-2}{a}\left(M^{2}\left(a^{2} M^{2}\left(7-5 e^{\frac{a^{2}}{2 M^{2}}}\right)-4 M^{4}\left(e^{\frac{a^{2}}{2 M^{2}}}-1\right)+a^{4}\left(5-2 e^{\frac{a^{2}}{2 M^{2}}}\right)\right)\right. \\
&+a^{6} e^{\frac{a^{2}}{M^{2}}} \operatorname{Ei}\left(-\frac{a^{2}}{M^{2}}\right)-a^{6} e^{a^{2}} \operatorname{Mi}^{2}  \tag{I.6}\\
&\left.\operatorname{Ei}\left(-\frac{a^{2}}{2 M^{2}}\right)\right) .
\end{align*}
$$

The second part becomes $\left(a^{2}+b^{2}-(a+b)(b-a)=2 a^{2}\right)$

$$
\begin{equation*}
W_{2}=\frac{1}{4096 \pi^{4} M_{P}^{4}} \int_{0}^{\Lambda} d a \int_{a}^{\infty} d b \frac{a b}{a^{2}+b^{2}}\left(3 a^{2}+b^{2}\right)^{2} \exp \left(\frac{a^{2}}{2 M^{2}}\right) \exp \left(-\frac{b^{2}}{2 M^{2}}\right) \tag{I.7}
\end{equation*}
$$

and gives

$$
\begin{equation*}
W_{2}=\frac{1}{4096 \pi^{4} M_{P}^{4}} \int_{0}^{\Lambda} d a \frac{1}{4} a\left(24 a^{2} M^{2}+8 M^{4}-8 a^{4} e^{\frac{a^{2}}{M^{2}}} \operatorname{Ei}\left(-\frac{a^{2}}{M^{2}}\right)\right) . \tag{I.8}
\end{equation*}
$$

In (I.6), there are four terms which diverge exponentially; those terms are the terms in the integrand involving $-5 e^{a^{2} / 2 M^{2}}, e^{a^{2} / 2 M^{2}}-1,-2 e^{a^{2} / 2 M^{2}}$ and $-a^{6} e^{a^{2} / M^{2}} \operatorname{Ei}\left(-a^{2} / 2 M^{2}\right)$. For those terms, we first write $M^{2}=-\tilde{M}^{2}$ and then analytically continue back the integrals to obtain them as a function of $M^{2}{ }^{1}$, We should mention that we get $\Lambda^{4}, \Lambda^{2}$ and $\log \left(\frac{\Lambda}{M}\right)$ divergences after we apply that prescription in (I.6). The full result is (see (3.25) for the definition of the

[^29]Euler-Mascheroni constant $\gamma$ )

$$
\begin{align*}
W_{1} & =\frac{M^{2}}{8192 \pi^{4} M_{P}^{4}}\left(-4 \Lambda^{4}-4(5+\gamma) M^{4}-18 \Lambda^{2} M^{2}-2 e^{\frac{\Lambda^{2}}{M^{2}}}\left(\Lambda^{4}-2 \Lambda^{2} M^{2}+2 M^{4}\right) \operatorname{Ei}\left(-\frac{\Lambda^{2}}{M^{2}}\right)\right. \\
& +8 M^{4}\left(\frac{1}{2} \operatorname{Ei}\left(-\frac{\Lambda^{2}}{2 M^{2}}\right)+\log \left(\frac{2 M}{\Lambda}\right)\right)+20 M^{4} e^{-\frac{\Lambda^{2}}{2 M^{2}}}-4 \Lambda^{2} M^{2} e^{-\frac{\Lambda^{2}}{2 M^{2}}} \\
& \left.+4 \Lambda^{2} M^{2} e^{-\frac{\Lambda^{2}}{M^{2}}} \operatorname{Ei}\left(\frac{\Lambda^{2}}{2 M^{2}}\right)+2 \Lambda^{4} e^{-\frac{\Lambda^{2}}{M^{2}}} \operatorname{Ei}\left(\frac{\Lambda^{2}}{2 M^{2}}\right)+4 M^{4} e^{-\frac{\Lambda^{2}}{M^{2}}} \operatorname{Ei}\left(\frac{\Lambda^{2}}{2 M^{2}}\right)\right) . \tag{I.9}
\end{align*}
$$

Integrating (I.8) with respect to $a$ from 0 to $\Lambda$ yields

$$
\begin{align*}
W_{2} & =\frac{M^{2}}{8192 \pi^{4} M_{P}^{4}}\left(-2 e^{\frac{\Lambda^{2}}{M^{2}}}\left(\Lambda^{4}-2 \Lambda^{2} M^{2}+2 M^{4}\right) \operatorname{Ei}\left(-\frac{\Lambda^{2}}{M^{2}}\right)+4 \Lambda^{4}+8 M^{4} \log \left(\frac{\Lambda}{M}\right)\right. \\
& \left.+4 \gamma M^{4}-2 \Lambda^{2} M^{2}\right) . \tag{I.10}
\end{align*}
$$

Summing (I.9) and (I.10), we obtain

$$
\begin{align*}
W & =W_{1}+W_{2}  \tag{I.11}\\
& =\frac{M^{2}}{2048 \pi^{4} M_{P}^{4}}\left(-e^{\frac{\Lambda^{2}}{M^{2}}}\left(\Lambda^{4}-2 \Lambda^{2} M^{2}+2 M^{4}\right) \operatorname{Ei}\left(-\frac{\Lambda^{2}}{M^{2}}\right)-5 M^{2}\left(\Lambda^{2}+M^{2}\right)\right. \\
& +2 M^{4}\left(\frac{1}{2} \operatorname{Ei}\left(-\frac{\Lambda^{2}}{2 M^{2}}\right)+\log (2)\right)+5 M^{4} e^{-\frac{\Lambda^{2}}{2 M^{2}}}-\Lambda^{2} M^{2} e^{-\frac{\Lambda^{2}}{2 M^{2}}} \\
& \left.+\Lambda^{2} M^{2} e^{-\frac{\Lambda^{2}}{M^{2}}} \operatorname{Ei}\left(\frac{\Lambda^{2}}{2 M^{2}}\right)+\frac{1}{2} \Lambda^{4} e^{-\frac{\Lambda^{2}}{M^{2}}} \operatorname{Ei}\left(\frac{\Lambda^{2}}{2 M^{2}}\right)+M^{4} e^{-\frac{\Lambda^{2}}{M^{2}}} \operatorname{Ei}\left(\frac{\Lambda^{2}}{2 M^{2}}\right)\right) . \tag{I.12}
\end{align*}
$$

If we expand (I.12) for large $\Lambda$, we get a quadratic divergence, as expected:

$$
\begin{equation*}
W=\frac{M^{4}}{2048 \pi^{4} M_{P}^{4}}\left(M^{2}(\log (4)-8)-4 \Lambda^{2}\right) . \tag{I.13}
\end{equation*}
$$

Finally,

$$
\begin{equation*}
\Gamma_{2,2, \mathrm{i} \mathrm{i}}=\frac{3 i W}{2}=\frac{3 i M^{4}}{4096 \pi^{4} M_{P}^{4}}\left(M^{2}(\log (4)-8)-4 \Lambda^{2}\right) . \tag{I.14}
\end{equation*}
$$

## Appendix J

## Dimensional regularisation

If we want to dimensionally regularise an integral, we should follow a certain procedure, see [12, 164, 165]. First, we make the following replacement:

$$
\begin{equation*}
\int \frac{d^{4} k}{(2 \pi)^{4}} \frac{g(p, k)}{h(p, k)} \rightarrow \int \frac{d^{D} k}{(2 \pi)^{D}} \frac{g(p, k)}{h(p, k)}, \tag{J.1}
\end{equation*}
$$

as we now wish to perform the integral in $D$ dimensions, where $D$ is an arbitrary complex number. Then we express the terms appearing in the denominator $h(p, k)$ as integrals, using the following relation for positive $x$ :

$$
\begin{equation*}
\frac{1}{x}=\int_{0}^{\infty} d \alpha e^{-\alpha x} \tag{J.2}
\end{equation*}
$$

$\alpha$ is called a Schwinger parameter. We complete the square in the exponent of the integrand and then shift the loop momentum variable, so we just have to perform a Gaussian integral. Regarding the numerator $g(p, k)$, we accordingly shift the loop momentum variable (the integration measure is invariant) in order to be consistent, and drop terms linear in the (shifted) $k$ as they integrate symmetrically to 0 . In the context of dimensional regularisation, we can also make the replacement $k^{\mu} k^{\nu} \rightarrow \frac{\delta^{\mu \nu} k^{2}}{D}$, when evaluating the loop integrals (in Euclidean space, after analytic continuation).

For the sake of convenience, let us list the following generalised Gaussian
integrals $(a>0)$ in $D$-dimensional Euclidean space, where $D$ is a complex parameter (164):

$$
\begin{gather*}
\int \frac{d^{D} k}{(2 \pi)^{D}} \exp \left[-a k^{2}\right]=\frac{1}{(4 \pi a)^{D / 2}},  \tag{J.3}\\
\int \frac{d^{D} k}{(2 \pi)^{D}} k_{\mu} \exp \left[-a k^{2}\right]=0,  \tag{J.4}\\
\int \frac{d^{D} k}{(2 \pi)^{D}} k_{\mu} k_{\nu} \exp \left[-a k^{2}\right]=\frac{\delta_{\mu \nu}}{2 a(4 \pi a)^{D / 2}},  \tag{J.5}\\
\int \frac{d^{D} k}{(2 \pi)^{D}} k^{2} \exp \left[-a k^{2}\right]=\frac{D}{2 a(4 \pi a)^{D / 2}},  \tag{J.6}\\
\int \frac{d^{D} k}{(2 \pi)^{D}} k_{\mu} k_{\nu} k_{\rho} \exp \left[-a k^{2}\right]=0,  \tag{J.7}\\
\int \frac{d^{D} k}{(2 \pi)^{D}} k_{\mu} k_{\nu} k_{\rho} k_{\sigma} \exp \left[-a k^{2}\right]=\frac{\delta_{\mu \nu} \delta_{\rho \sigma}+\delta_{\mu \rho} \delta_{\nu \sigma}+\delta_{\mu \sigma} \delta_{\nu \rho}}{4 a^{2}(4 \pi a)^{D / 2}},  \tag{J.8}\\
\int \frac{d^{D} k}{(2 \pi)^{D}} k^{4} \exp \left[-a k^{2}\right]=\frac{D(D+2)}{4 a^{2}(4 \pi a)^{D / 2}}, \tag{J.9}
\end{gather*}
$$

where $k_{\mu}$ is a vector in $D$-dimensional Euclidean space. Partial differentiation of (J.3) with respect to $a$ yields the other formulae. All integrals involving odd powers of $k$ vanish.

After the Gaussian integration, there are only some parameter integrals remaining. For instance, if there are two parameter integrals remaining $\int_{0}^{\infty} d \alpha_{1} \int_{0}^{\infty} d \alpha_{2}$, we can make the following substitutions:

$$
\begin{equation*}
\alpha_{1}+\alpha_{2}=s, \quad \alpha_{1}=s \alpha, \quad \alpha_{2}=s(1-\alpha), \tag{J.10}
\end{equation*}
$$

where $0<s<\infty$ and $0<\alpha<1$ while $d \alpha_{1} d \alpha_{2}=s d s d \alpha$.
If the integral we are trying to dimensionally regularise is very complicated, we may follow an alternative procedure. We can employ the following relation for the volume element of a $D$-1-dimensional surface:

$$
\begin{equation*}
d \Omega_{D}=d \Omega_{D-1}\left(1-z^{2}\right)^{\frac{D-3}{2}} d z \tag{J.11}
\end{equation*}
$$

where $z \equiv \cos (\theta)$ ( $\theta$ may be defined to be the angle between $p$ and $k$ in 1-loop Feynman integrals with arbitrary external momenta or the angle between $k_{1}$ and $k_{2}$ in 2-loop Feynman integrals with the external momenta set equal to zero) and $d \Omega_{D}$ denotes the differential solid angle of the $D$-dimensional unit sphere:

$$
\begin{equation*}
d \Omega_{D}=\sin ^{D-2}\left(\phi_{D-1}\right) \sin ^{D-3}\left(\phi_{D-2}\right) \cdots \sin \left(\phi_{2}\right) d \phi_{1} \cdots d \phi_{D-1}, \tag{J.12}
\end{equation*}
$$

where $\phi_{i}$ is the angle to the $i$-th axis, with $0 \leq \phi_{1}<2 \pi$ and $0 \leq \phi_{i}<\pi$ for $i>1$ [12].

Then we can use

$$
\begin{equation*}
\int d^{D} k=\int d \Omega_{D} \int k^{D-1} d k \tag{J.13}
\end{equation*}
$$

and, subsequently, insert (J.11), for which

$$
\begin{equation*}
\Omega_{D-1}=\int d \Omega_{D-1}=\frac{2 \pi^{\frac{(D-1)}{2}}}{\Gamma\left(\frac{D-1}{2}\right)} ; \tag{J.14}
\end{equation*}
$$

$\Gamma(x)$ is the Gamma function.
After all the Gaussian integrals and as many as possible of the parameter integrals have been carried out, we write $D$ as $D=4-\epsilon$ and, then, perform a series expansion in $\epsilon$ about 0 . To make the result dimensionally correct, we may have to multiply it by factors of $M^{\epsilon}$, where $M$ is a mass scale at which the non-local modifications become important. If we get a pole in $\epsilon$, say $\frac{1}{\epsilon}$, this means we have a divergence. Otherwise, the integral is finite within the framework of dimensional regularisation; this does not necessarily mean that the integral is convergent in the conventional sense.

## J. $1 e^{2 \bar{p} \cdot \bar{k}}$ integrals

The eighth and the ninth terms in (3.37), i.e.,

$$
\left(e^{2\left(\frac{\overline{\tilde{p}}}{2}+\bar{k}\right)^{2}}-e^{\left(\frac{\bar{p}}{2}+\bar{k}\right)^{2}} e^{\left(\frac{\bar{p}}{2}-\bar{k}\right)^{2}}\right)
$$

and

$$
\left(e^{2\left(\frac{\bar{p}}{2}-\bar{k}\right)^{2}}-e^{\left(\frac{\bar{p}}{2}+\bar{k}\right)^{2}} e^{\left(\frac{\bar{p}}{2}-\bar{k}\right)^{2}}\right),
$$

give rise to integrals containing the terms $e^{2 \bar{p} \cdot \bar{k}}-1$ and $e^{-2 \bar{p} \cdot \bar{k}}-1$, respectively. Dimensionally regularising, the sum of the integrals associated with the terms $e^{2 \bar{p} \cdot \bar{k}}-1$ and $e^{-2 \bar{p} \cdot \bar{k}}-1$ is equal to 0 . That is, we refer to the integrals

$$
\begin{equation*}
Q_{1}=\frac{i}{2 M_{P}^{2}} \int \frac{d^{4} k}{(2 \pi)^{4}} \frac{C^{2}\left(e^{2 \bar{p} \cdot \bar{k}}-1\right)}{\left(\frac{p}{2}+k\right)^{2}\left(\frac{p}{2}-k\right)^{2}} \tag{J.15}
\end{equation*}
$$

and

$$
\begin{equation*}
Q_{2}=\frac{i}{2 M_{P}^{2}} \int \frac{d^{4} k}{(2 \pi)^{4}} \frac{C^{2}\left(e^{-2 \bar{p} \cdot \bar{k}}-1\right)}{\left(\frac{p}{2}+k\right)^{2}\left(\frac{p}{2}-k\right)^{2}}, \tag{J.16}
\end{equation*}
$$

where

$$
\begin{equation*}
C=\frac{1}{4}\left[p^{2}+\left(\frac{p}{2}+k\right)^{2}+\left(\frac{p}{2}-k\right)^{2}\right] . \tag{J.17}
\end{equation*}
$$

Using a Taylor series expansion, one obtains

$$
\begin{equation*}
e^{2 \bar{p} \cdot \bar{k}}-1=\sum_{m=1}^{\infty} \frac{(2 \bar{p} \cdot \bar{k})^{m}}{m!} \tag{J.18}
\end{equation*}
$$

and

$$
\begin{equation*}
e^{-2 \bar{p} \cdot \bar{k}}-1=\sum_{m=1}^{\infty} \frac{(-2 \bar{p} \cdot \bar{k})^{m}}{m!} . \tag{J.19}
\end{equation*}
$$

Therefore, we have that

$$
\begin{equation*}
\left(e^{2 \bar{p} \cdot \bar{k}}-1\right)+\left(e^{-2 \bar{p} \cdot \bar{k}}-1\right)=2 \sum_{m=1}^{\infty} \frac{(2 \bar{p} \cdot \bar{k})^{2 m}}{(2 m)!} . \tag{J.20}
\end{equation*}
$$

Each of the terms in the following sum,

$$
\begin{equation*}
Q_{1}+Q_{2}=\sum_{m=1}^{\infty} \frac{i}{M_{P}^{2}} \int \frac{d^{4} k}{(2 \pi)^{4}} \frac{C^{2}(2 \bar{p} \cdot \bar{k})^{2 m}}{\left(\frac{p}{2}+k\right)^{2}\left(\frac{p}{2}-k\right)^{2}(2 m)!}, \tag{J.21}
\end{equation*}
$$

is equal to zero within the framework of dimensional regularisation. To elaborate, we want to compute the integrals of the form

$$
\frac{i}{M_{P}^{2}} \int \frac{d^{D} k}{(2 \pi)^{D}} \frac{C^{2}(2 \bar{p} \cdot \bar{k})^{2 m}}{\left(\frac{p}{2}+k\right)^{2}\left(\frac{p}{2}-k\right)^{2}(2 m)!},
$$

where $m=1, \ldots, \infty$ and $D$ is an arbitrary complex number. First, we Schwingerparameterise the terms in the denominator

$$
\begin{align*}
& \frac{1}{\left(\frac{\bar{p}}{2}+\bar{k}\right)^{2}}=\int_{0}^{\infty} d \alpha_{1} e^{-\alpha_{1}\left(\frac{\bar{p}}{2}+\bar{k}\right)^{2}},  \tag{J.22}\\
& \frac{1}{\left(\frac{\bar{p}}{2}-\bar{k}\right)^{2}}=\int_{0}^{\infty} d \alpha_{2} e^{-\alpha_{2}\left(\frac{\bar{\alpha}}{2}-\bar{k}\right)^{2}} \tag{J.23}
\end{align*}
$$

Then we complete the square in the exponent of the integrand so as to write the integrand in the form $e^{-\left(\alpha_{1}+\alpha_{2}\right) \bar{k}^{\prime 2}}$ (multiplied by polynomials of $p$ and $k^{\prime}$ ), where $k^{\prime}$ is the shifted loop momentum variable and $\bar{k}^{\prime} \equiv k^{\prime} / M$. Consequently, we evaluate the Gaussian integrals with respect to the loop momentum variable $k^{\prime}$ in Euclidean space (the integrals are convergent since the integrands are exponentially suppressed). There remain parameter integrals with respect to $a_{1}$ and $a_{2}$ to be performed; therefore, we make the following change of variables for the parameter integrals with respect to $a_{1}$ and $a_{2}$ :

$$
\begin{equation*}
\alpha_{1}+\alpha_{2}=s, \quad \alpha_{1}=s \alpha, \quad \alpha_{2}=s(1-\alpha) \tag{J.24}
\end{equation*}
$$

where $0<s<\infty, 0<\alpha<1$ and $d \alpha_{1} d \alpha_{2}=s d s d \alpha$. Finally, we write $D$ as $D=4-\epsilon$ and perform a series expansion in $\epsilon$ about 0 . We get no pole in $\epsilon$ and the finite part of the integral is equal to zero. That is, dimensionally regularising, we obtain

$$
\begin{equation*}
\frac{i}{M_{P}^{2}} \int \frac{d^{D} k}{(2 \pi)^{D}} \frac{C^{2}(2 \bar{p} \cdot \bar{k})^{2 m}}{\left(\frac{p}{2}+k\right)^{2}\left(\frac{p}{2}-k\right)^{2}(2 m)!}=0 . \tag{J.25}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\Gamma_{2,1, i i i}\left(p^{2}\right)=Q_{1}+Q_{2}=0 \tag{J.26}
\end{equation*}
$$

## Appendix K

## $c_{N}$ coefficients

The $c_{N}$ coefficients (see (3.74)), which depend on $N$, the number of external lines, are always positive. For instance, when $N=4$, i.e., for an $n$-loop, fourpoint diagram constructed out of lower-loop, three-point diagrams, we have, from the internal propagators and dressed vertices comprising the $n$-loop, four-point diagram, that (assuming symmetrical routing of momenta in the 1-loop square)

$$
\begin{align*}
& \left(\bar{k}+\frac{\bar{p}_{1}}{4}+\frac{2 \bar{p}_{2}}{4}-\frac{\bar{p}_{3}}{4}\right)^{2}+\left(\bar{k}+\frac{\bar{p}_{2}}{4}+\frac{2 \bar{p}_{3}}{4}-\frac{\bar{p}_{4}}{4}\right)^{2}+\left(\bar{k}+\frac{\bar{p}_{3}}{4}+\frac{2 \bar{p}_{4}}{4}-\frac{\bar{p}_{1}}{4}\right)^{2} \\
+ & \left(\bar{k}+\frac{\bar{p}_{4}}{4}+\frac{2 \bar{p}_{1}}{4}-\frac{\bar{p}_{2}}{4}\right)^{2} \\
= & 4 \bar{k}^{2}+\frac{3}{8}\left(\bar{p}_{1}^{2}+\bar{p}_{2}^{2}+\bar{p}_{3}^{2}+\bar{p}_{4}^{2}\right)-\frac{1}{4}\left(p_{1} \cdot p_{3}+p_{2} \cdot p_{4}\right) . \tag{K.1}
\end{align*}
$$

Now, even if $p_{1}=p_{3}=p$ and $p_{2}=p_{4}=-p$, K.1 is equal to

$$
4 \bar{k}^{2}+\frac{1}{4}\left(\bar{p}_{1}^{2}+\bar{p}_{2}^{2}+\bar{p}_{3}^{2}+\bar{p}_{4}^{2}\right)
$$

We see that the coefficient $\frac{1}{4}$ is greater than zero. When $N=5$, i.e., for an $n$ loop, five-point diagram constructed out of lower-loop three-point diagrams, we
have (again assuming symmetrical routing of momenta in the 1-loop pentagon)

$$
\begin{align*}
& \left(\bar{k}+\frac{\bar{p}_{1}}{5}+\frac{2 \bar{p}_{2}}{5}+\frac{3 \bar{p}_{3}}{5}-\frac{\bar{p}_{4}}{5}\right)^{2}+\left(\bar{k}+\frac{\bar{p}_{2}}{5}+\frac{2 \bar{p}_{3}}{5}+\frac{3 \bar{p}_{4}}{5}-\frac{\bar{p}_{5}}{5}\right)^{2} \\
+ & \left(\bar{k}+\frac{\bar{p}_{3}}{5}+\frac{2 \bar{p}_{4}}{5}+\frac{3 \bar{p}_{5}}{5}-\frac{\bar{p}_{1}}{5}\right)^{2}+\left(\bar{k}+\frac{\bar{p}_{4}}{5}+\frac{2 \bar{p}_{5}}{5}+\frac{3 \bar{p}_{1}}{5}-\frac{\bar{p}_{2}}{5}\right)^{2} \\
+ & \left(\bar{k}+\frac{\bar{p}_{5}}{5}+\frac{2 \bar{p}_{1}}{5}+\frac{3 \bar{p}_{2}}{5}-\frac{\bar{p}_{3}}{5}\right)^{2} \\
= & 5 \bar{k}^{2}+\frac{3}{5}\left(\bar{p}_{1}^{2}+\bar{p}_{2}^{2}+\bar{p}_{3}^{2}+\bar{p}_{4}^{2}\right)+\frac{2}{5}\left(p_{1} \cdot p_{2}+p_{2} \cdot p_{3}+p_{3} \cdot p_{4}+p_{4} \cdot p_{5}+p_{5} \cdot p_{1}\right) . \tag{K.2}
\end{align*}
$$

Even when $p_{1}=2 p, p_{2}=-p, p_{3}=p, p_{4}=-p, p_{5}=-p$, K.2 is equal to

$$
5 \bar{k}^{2}+\frac{7}{20}\left(\bar{p}_{1}^{2}+\bar{p}_{2}^{2}+\bar{p}_{3}^{2}+\bar{p}_{4}^{2}+\bar{p}_{5}^{2}\right) .
$$

Again, the coefficient $\frac{7}{20}$ is greater than zero. One can proceed in a similar fashion for the other higher-point diagrams.

## Appendix L

## Finding the physical degrees of freedom from propagator analysis

Let us consider the action given by (5.52) or, equivalently, 5.53). The propagator around Minkowski spacetime is given by $(2.49)$, where $a(\bar{\square})=1$ and $c(\bar{\square})=$ $1+M_{P}^{-2} \mathcal{F}(\square) \square$. Hence,

$$
\begin{equation*}
\Pi\left(-k^{2}\right)=\frac{\mathcal{P}^{2}}{k^{2}}+\frac{\mathcal{P}_{s}^{0}}{k^{2}\left(-2+3 M_{P}^{-2} k^{2} \mathcal{F}\left(-k^{2} / M^{2}\right)\right)} . \tag{L.1}
\end{equation*}
$$

We know that $\mathcal{F}(\bar{\square})$ is given by 5.105$)$. Only if $c(\bar{\square})$ is the exponent of an entire function can we decompose into partial fractions and have just one extra pole.

The upshot is that, in order to have just one extra degree of freedom, we have to impose conditions on the coefficients in $\mathcal{F}(\bar{\square})$. In order to avoid $\square^{-1}$ terms appearing in $\mathcal{F}(\bar{\square})$, we must have that

$$
\begin{equation*}
c(\bar{\square})=\sum_{n=0}^{\infty} c_{n} \bar{\square}^{n} \tag{L.2}
\end{equation*}
$$

and $c_{0}=1$. Hence,

$$
\begin{equation*}
\mathcal{F}(\bar{\square})=\left(\frac{M_{P}}{M}\right)^{2} \sum_{n=0}^{\infty} c_{n+1} \bar{\square}^{n} . \tag{L.3}
\end{equation*}
$$

To get infinitely many poles and, hence, degrees of freedom, one could have, for instance, that

$$
\begin{equation*}
c(\bar{\square})=\cos (\bar{\square}), \tag{L.4}
\end{equation*}
$$

so that $c_{0}=1$. Then (5.53) becomes

$$
\begin{equation*}
S=\frac{1}{2} \int d^{4} x \sqrt{-g}\left[M_{P}^{2} A+M_{P}^{2} A\left(\frac{\cos (\bar{\square})-1}{\square}\right) A+B(R-A)\right] . \tag{L.5}
\end{equation*}
$$

Using (L.1), apart from the $k^{2}=0$ pole, we have poles when

$$
\begin{equation*}
\cos \left(\frac{k^{2}}{M^{2}}\right)=\frac{1}{3} . \tag{L.6}
\end{equation*}
$$

We see that L.6 has infinitely many solutions due to the periodicity of the cosine function and, therefore, the propagator has infinitely many poles and, hence, degrees of freedom. We can write the solutions as $\bar{k}^{2}=2 m \pi$, where $m=0,1,2, \ldots$ The following relations are also useful,

$$
\begin{equation*}
\cos \left(-\bar{k}^{2}\right)=\prod_{l=1}^{\infty}\left(1-\frac{4 \bar{k}^{4}}{(2 l-1)^{2} \pi^{2}}\right) \tag{L.7}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
\cos (\bar{\square})=\prod_{l=1}^{\infty}\left(1-\frac{4 \bar{\square}^{2}}{(2 l-1)^{2} \pi^{2}}\right) . \tag{L.8}
\end{equation*}
$$

Now, to get just one extra degree of freedom, one can make, for instance, the choice $c(\bar{\square})=e^{-\bar{\square}}$. Then

$$
\begin{equation*}
\mathcal{F}(\bar{\square})=\sum_{n=0}^{\infty} f_{n} \bar{\square}^{n}, \tag{L.9}
\end{equation*}
$$

where

$$
\begin{equation*}
f_{n}=\left(\frac{M_{P}}{M}\right)^{2} \frac{(-1)^{n+1}}{(n+1)!} \tag{L.10}
\end{equation*}
$$

Using (L.1), apart from the $k^{2}=0$ pole, we have poles when

$$
\begin{equation*}
e^{k^{2} / M^{2}}=\frac{1}{3} . \tag{L.11}
\end{equation*}
$$

There is just one extra pole and, hence, degree of freedom. In total, there are three degrees of freedom.
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[^0]:    ${ }^{1}$ It is also possible for renormalisability to be established non-perturbatively [7].

[^1]:    ${ }^{1}$ Regarding non-local theories of quantum gravity, one may consult [26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40.

[^2]:    ${ }^{1}$ An entire function is a function that is analytic at each point on the finite complex plane 64].

[^3]:    ${ }^{1}$ One may also consult [27, 39, 40, 92, 93, 94, 95, 96] for a discussion of unitarity in non-local theories.
    ${ }^{2}$ In [26, 28, 29, 31, 32], the propagator goes as $k^{-2 \gamma-4}$, where $\gamma \geq 2$, in the UV.

[^4]:    ${ }^{1}$ Notice that any entire function without zeroes, $a$, can be written as the exponential of an analytic function: $a\left(-k^{2}\right)=e^{\gamma\left(-k^{2}\right)}$, where $\gamma$ is an analytic function of $-k^{2}$. If $\gamma$ is polynomial and, in momentum space, $\gamma\left(-k^{2}\right)>0$ as $k^{2} \rightarrow \infty$, the propagator will be even more convergent than the exponential case [56, 87]. A similar action was proposed in [26, 27, 28, 29, 30, where it was shown that $a\left(-k^{2}\right)$ being an entire function is a sufficient condition for the renormalisability of infinite derivative gravity. Similar results were obtained in 31, 32 .

[^5]:    ${ }^{1}$ The area law for the entropy is given by

    $$
    \begin{equation*}
    S_{\text {Wald }}=\frac{A_{H}}{4 G_{N}^{(D)}}, \tag{1.21}
    \end{equation*}
    $$

    where $A_{H}$ is the area of the event horizon and $G_{N}^{(D)}$ is Newton's gravitational constant in $D$ dimensions.

[^6]:    ${ }^{1}$ Suppose that you have a scalar propagator of the form $\Pi\left(-k^{2}\right) \sim 1 / \bar{a}\left(-k^{2}\right)$ and that $\bar{a}$ is a power series with finitely many terms [41. Therefore, $\bar{a}$ can be written as follows,

    $$
    \begin{equation*}
    \bar{a}\left(-k^{2}\right) \sim\left(k^{2}+m_{1}^{2}\right)\left(k^{2}+m_{2}^{2}\right) \ldots\left(k^{2}+m_{n}^{2}\right) . \tag{2.50}
    \end{equation*}
    $$

    In order to avoid tachyons, one should have $m_{i}^{2}>0$. If there are at least two distinct poles (for instance, $m_{1} \neq m_{2}$ ), then at least one of them is ghost-like since one of these poles shall have a negative residue.

    To illustrate that, let us consider two adjacent poles, $k^{2}=-m_{1}^{2}$ and $k^{2}=-m_{2}^{2}$, where $m_{1}^{2}<m_{2}^{2}$. Then we have

    $$
    \begin{equation*}
    \bar{a}\left(-k^{2}\right)=\left(k^{2}+m_{1}^{2}\right)\left(k^{2}+m_{2}^{2}\right) \overline{\bar{a}}\left(-k^{2}\right) . \tag{2.51}
    \end{equation*}
    $$

    Since the poles are adjacent, there are no more roots of $\overline{\bar{a}}\left(-k^{2}\right)$ in the range $-m_{2}^{2}<k^{2}<-m_{1}^{2}$. Hence, the sign of $\overline{\bar{a}}\left(-k^{2}\right)$ stays the same in this range, implying that the residues at $k^{2}=-m_{1}^{2}$ and $k^{2}=-m_{2}^{2}$ have different signs. Thus, one of the poles must be ghost-like.

[^7]:    ${ }^{1}$ For the sake of convenience, we did not demand that $\delta S_{\text {scalar }}=0$ but required, instead,

[^8]:    ${ }^{1}$ Wherever in this thesis the symbol $\Gamma$ is used to denote a loop integral, we can write $\Gamma$ as follows: $\Gamma=i \Gamma^{\prime}$ (dropping the prime, $i \Gamma$ is the convention usually used for loop integrals in the literature).

[^9]:    ${ }^{1}$ It should be noted that the symmetry factor is equal to $2 N$ when 1 PI corrections to the effective potential are considered (the external points are not fixed in that case). When computing a Green's function, the symmetry factor is equal to 2 for $N=1,2$ and to 1 for $N>2$.

[^10]:    ${ }^{1}$ We will see later that the 3 -point function is actually finite once we introduce the dressed propagator.

[^11]:    ${ }^{1}$ This property is more general than just the infinite-derivative theories as finite 1-loop results were also obtained for "local" higher-derivative extensions of gravity [124.

[^12]:    ${ }^{1}$ Infinitely many derivatives are also present in (open) string field theory 20] and in $p$-adic strings [22]. The non-locality of the invariant string field action was demonstrated in [135]. One would naturally expect them to be present from higher-order $\alpha^{\prime}$ corrections.

[^13]:    ${ }^{1}$ Within the context of dimensional regularisation, we obtain an $\epsilon^{-1}$ pole, where $\epsilon=4-D$ and $D$ is the dimensionality of spacetime.

[^14]:    ${ }^{1}$ We could equally well consider $\mathcal{T}_{\text {tree-level }}, \mathcal{T}_{1-\text { loop }}$, etc. By making renormalised propagator \& vertex loop corrections to the bare vertices at the left- and right-ends of the scattering diagram under consideration, the external momentum growth would be eliminated at sufficiently high loop order.

[^15]:    ${ }^{1}$ The phase space is composed of all positions and velocities together while the configuration space consists of positions only.

[^16]:    ${ }^{1}$ We should point out that the total Hamiltonian density is the sum of the canonical Hamiltonian density and terms which are products of Lagrange multipliers and the primary constraints. The time evolution of the primary constraints, should it be equal to zero, gives the secondary constraints and those secondary constraints are evaluated by computing the Poisson bracket of the primary constraints and the total Hamiltonian density. In the literature, one may also come across the extended Hamiltonian density, which is the sum of the canonical Hamiltonian density and terms which are products of Lagrange multipliers and the first-class constraints, see 153 .

[^17]:    ${ }^{1}$ For example, in the case of gravity, constraints are obtained by using the ADM formalism, that is, reparameterising the theory under spatial and time coordinates. Hamiltonian

[^18]:    ${ }^{1}$ When considering higher powers of $\bar{\square}$, one can see that the use of auxiliary fields simplifies the Hamiltonian analysis and precludes the introduction of higher time-derivatives of $A$.

[^19]:    ${ }^{1}$ Note that, for an infinite derivative action of the form $I_{e q v}=\int d^{4} x(A \cos (\bar{\square}) A)$, we would have infinitely many solutions and, hence, infinitely many degrees of freedom.

[^20]:    ${ }^{1}$ In this case and hereafter in this chapter, one should, in principle, also include the $k^{2}=0$ solution when counting the number of degrees of freedom. This can be written in position space as $\square A=0$. Since $\square A$ is already parameterised as $\eta_{1}$, the counting of number of degrees of freedom is not affected.

[^21]:    ${ }^{1}$ We note that Greek indices are four-dimensional while Latin indices are spatial and threedimensional.

[^22]:    ${ }^{1}$ We should note that, in [156], the notation $\mathcal{H}_{T}$ is used for the quantity $\delta \mathcal{H} / \delta N$ which we denote by $\mathcal{H}_{N}$, i.e., the variational derivative of the canonical Hamiltonian density $\mathcal{H}$ with respect to the lapse function $N$. In the literature, the notation $\mathcal{H}_{T}$ is, sometimes, used to refer to the total Hamiltonian density; in [156, the notation $\mathcal{H}_{T}$ does not refer to the total Hamiltonian density. In this chapter, we use the notation $\mathcal{H}_{\text {tot }}$ for the total Hamiltonian density.

[^23]:    ${ }^{1}$ Having first-class and second-class constraints means there are no arbitrary functions in the Hamiltonian. Indeed, a set of canonical variables that satisfies the constraint equations determines the physical state.
    ${ }^{2}$ We may note that the Latin indices run from 1 to 3 and are spatial. Moreover, the $\left(h_{i j}, \pi^{i j}\right)$ pair is symmetric; therefore, there are six independent components.
    ${ }^{3}$ The propagator for $f(R)$ theory of gravity can be recast in four dimensions as 2.49), where $P^{2}$ and $P_{s}^{0}$ are the spin projector operators while $a$ and $c$ are functions of $k^{2}$. When $a=c$, we recover the propagator for the Einstein-Hilbert action. For $f(R)$ gravity, $a \neq c$, which yields one extra scalar degrees of freedom. This degree of freedom is nothing but the Brans-Dicke scalar [87.

[^24]:    ${ }^{1}$ For the sake of convenience, we have introduced the notation $\Psi_{n}^{\prime}$.

[^25]:    ${ }^{1}$ Let us note again that $\Gamma_{1}$ is a smooth submanifold of the phase space determined by the primary and secondary constraints; hereafter in this section, we shall exclusively use the " $\approx$ " notation to denote equality on $\Gamma_{1}$.

[^26]:    ${ }^{1}$ Completeness in Hilbert space means that 12

    $$
    \begin{equation*}
    \mathbb{1}=\sum_{X} \int d \Pi_{X}|X\rangle\langle X|, \tag{C.8}
    \end{equation*}
    $$

    where the sum is over states $|X\rangle$ and

    $$
    \begin{equation*}
    d \Pi_{X} \equiv \prod_{j \in X} \frac{d^{3} p_{j}}{(2 \pi)^{3}} \frac{1}{2 E_{j}} . \tag{C.9}
    \end{equation*}
    $$

    $d \Pi_{X}$ is proportional to the Lorentz-invariant phase space of the particles in state $|X\rangle$, that is, $d \Pi_{\text {LIPS }}=(2 \pi)^{4} \delta^{4}(\Sigma p) d \Pi_{X}$.

[^27]:    ${ }^{1}$ Causality in ordinary QFT means that a measurement carried out at one point cannot influence a measurement at another point, where the two points are spacelike-separated [119].

[^28]:    ${ }^{1}$ In Minkowski space (mostly plus metric signature), $k^{2}=-k_{0}^{2}+\vec{k}^{2}$, where $\vec{k}^{2}=k_{1}^{2}+k_{2}^{2}+k_{3}^{2}$. After analytic continuation, $k_{E}^{2}=k_{4}^{2}+\vec{k}^{2}$, where $k_{4}=-i k_{0}$. For brevity, we shall suppress the subscript $E$ in the notation.

[^29]:    ${ }^{1}$ While going to Euclidean space, we always have a choice, either $t \rightarrow i t$ or $x \rightarrow i x$, and that depends on the overall sign of the exponents. When we write $M^{2}=-\tilde{M}^{2}$ in Appendix I. 2 , we simply mean that rather than $t \rightarrow i t$, we choose $x \rightarrow i x$. And, as we have now checked, once the integrals are evaluated correctly, we do not find any inconsistencies since all the loop amplitudes are purely imaginary, leading to terms that are real in the effective action. Perhaps it is also worth pointing out that the analytic continuations followed here are not new and have been used in previous non-local quantum field theory literature with consistent results. In particular, in 65, 70, it was shown that, in the $M^{2} \rightarrow \infty$ limit, one recovers the local field theory results, as one should.

