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Growing awareness of the capacity of AI to inflict harm has inspired efforts to delineate principles for ‘trustworthy AI’ and, from these,
objective indicators of ‘trustworthiness’ for auditors and regulators. Such efforts run the risk of formalizing a distinctly privileged
perspective on trustworthiness which is insensitive (or else indifferent) to the legitimate reasons for distrust held by marginalized
people. By exploring a neglected conative element of trust, we broaden understandings of trust and trustworthiness to make sense of,
and identify principles for responding productively to, distrust of ostensibly ‘trustworthy’ AI. Bringing social science scholarship into
dialogue with AI criticism, we show that AI is being used to construct a digital underclass that is rhetorically labelled as ‘undeserving’,
and highlight how this process fulfills functions for more privileged people and institutions. We argue that distrust of AI is warranted
and healthy when the AI contributes to marginalization and structural violence, and that Trustworthy AI may fuel public resistance
to the use of AI unless it addresses this dimension of untrustworthiness. To this end, we offer reformulations of core principles of
Trustworthy AI—fairness, accountability, and transparency—that substantively address the deeper issues animating widespread public
distrust of AI, including: stewardship and care, openness and vulnerability, and humility and empowerment. In light of evidence of strong
and legitimate reasons for distrust, we call on the field to to re-evaluate why the public would embrace the expansion of AI into all
corners of society; in short, what makes it worthy of their trust.
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1 INTRODUCTION

AI ethics is a rapidly growing area within which sits a body of work self-described as ‘Trustworthy AI’. In contrast to
terms such as ‘Responsible AI’ or ‘Ethical AI’, the term ‘Trustworthy AI’ calls attention to popular concerns around
trust in AI—concerns, perhaps, around who is trusting or distrusting, why this matters, and what might be done about
it. And yet, these questions are marginal within Trustworthy AI, the overwhelming focus being the development of
techniques and practices for a) making AI ‘trustworthy’ [55, 59, 60, 63, 88, 93] in accordance with various principles,
and b) assessing it as such [2, 19, 70, 100]. The dearth of serious treatments of trust within the Trustworthy AI literature
[53, 61] would seem to suggest that maybe trust in AI is simple: it is, rather uninterestingly, just a belief about AI’s
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trustworthiness. But a doxastic (belief-based, or cognitive) account of trust seems too limiting for trust in AI. For one,
the ability to form cognitive trust requires (among other things) that “the patterns that distinguish the model’s correct
and incorrect cases are available to the user” [44, emphasis removed], and making this information available and
interpretable to users has proven immensely challenging in the context of AI. The Trustworthy AI community is
certainly aware of the potential for and dangers of incorrect cognition—the fact that trust in AI can be ‘unwarranted’
[37, 61, 84] (as can distrust of AI)—and the literature reconciles such instances where trust is not a perfect mirror of
trustworthiness by exploring how affect moderates trust [41, 56–58, 85, 98]. But is it reasonable to treat trustworthiness
as an objective quality of an AI system which is more or less recognizable depending on the correctness of cognition
and the control of affect? Is it not possible that one person’s distrust of AI is as “justified” [91] as another person’s trust
of the same AI, meaning that trustworthiness is at least partially subjective?

The case is clearer if we limit the discussion to socially applied AI, for example systems that make decisions about
how to allocate resources/opportunities across a population. If we take the definition of trust offered by Annette Baier, a
“willingness to be or remain within [an entity’s] power. . . and to give them discretionary powers in matters of concern
to us,” or more succinctly, “accept[ing] vulnerability to others” [8], then it is worth asking whether some have more

to gain and others more to lose in allowing themselves to be vulnerable to AI.1 To be clear, vulnerability arises from the
potential for betrayal of trust, meaning simply that the trust ends up being shown to be misplaced. In this sense, to trust
is to take a risk; but with risk comes the potential for reward [6]. Deciding to trust (to be vulnerable to possible betrayal
of trust) allows a person to gain the benefits of reliance on a person or thing, while also gaining the opportunity to
explore whether their trust proves to be well-placed to better calibrate their future trusting. A person with greater
resources and stability can more easily afford to take risks in trusting [6];2 whereas in the absence of such privilege and
stability, an individual may rightly perceive the risks of trust to be prohibitive, or at least demand greater evidence of
trustworthiness to justify their risk-taking (cf. trust motivation theory [92]).

The argument we set out in this paper is, firstly, that in order to understand distrust of AI by the public—particularly
distrust of AI in the abstract sense as conveyed by statements like “I don’t trust AI”, and why there is variability in
self-reported trust across the population [38, 48]—we must make room for a conative element of trust, i.e. “judgments,
decisions, intentions and resolutions which lead to a disposition to trust” [86]. In §2 we provide an explanatory account
of conative barriers to trust in AI, exploring how one’s baseline perception of what one stands to lose or gain from
AI is rooted both in personal experience and in collective experience—that is, how one’s specific in-groups have been
and continue to be harmed or benefited from inequitable social structures. Drawing on Benjamin’s language of “the
racial logics of trust” [13] and “informed refusal” [14], we name the justified distrust of AI by (multiply) marginalized
individuals the intersectional logics of resistance. Secondly, we argue that when distrust is understood as a legitimate
response to a perceived threat, exploring this conative element is critical for taking seriously the legitimate concerns of
those most likely to experience algorithmic harm. In §3 we critique current approaches to fairness, accountability, and
transparency as responses to the conative issues animating public distrust of AI and offer initial musings on new aims
to guide pursuits of ‘trustworthiness’. Thirdly, we echo Kennedy’s insight that “Seeing trust as a privilege enjoyed by
majority groups might help us to resist the temptation to believe that more trust should be our goal” [48]. Ultimately,
we argue that the conversation about whose trust is important needs to shift. To date, Trustworthy AI has focused on
what makes AI ‘trustworthy’ to those who are highly motivated to trust AI, such as those wishing to integrate the
technology into their business operations, those whose work requires that they interface with AI decision making tools,

1Jason D’Cruz, personal correspondence.
2Also: Mark Alfano, Facebook post, October 24, 2022.
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and policy makers who are keen to unlock AI’s vast economic potential. Distrust of AI by marginalized individuals
underlines the moral obligation of policy makers to ensure that, for the most structurally disadvantaged in our society,
the rewards of trusting AI exceed the risks of trusting AI.

2 INTERSECTIONAL LOGICS OF DISTRUST

By now, notions of what makes AI ‘trustworthy’ have been firmly established, rooted in a set of principles developed by
select experts [3]. These experts will have a particular viewpoint which can be characterized as a view-from-the-top: not
only is this view largely ignorant of being from-the-top, but from this vantage the benefits of AI are clear and the harms
of AI are abstract, largely separate from lived experience3 but a potential threat to an ambitious technology agenda.
This view-from-the-top has thus informed highly technocentric principles for ‘trustworthiness’ [61] which obscure and
facilitate structural violence by shifting attention away from how the very foundations of AI are inherently extractive
and prone to reproducing and amplifying extant inequitable social structures through the logic of categorization and
simplification (see, for example, [22, 66]). Instead, this framing of trustworthiness gives the impression that AI has
incalculable potential to increase efficiency and improve lives, with only a few small tweaks from good faith actors being
needed to safeguard against the occasional unintentional shortcoming, e.g. bias. Framing AI as inherently objective
and trustworthy in this way therefore makes it more likely to inflict the kind of harms that would promote warranted
distrust.

In the next subsections we explore the intersectional logics of distrust, i.e. the reasons individuals experiencing
inequality and marginalization might distrust AI. We contend that AI is particularly prone to cause harm to marginalized
groups and, building from legal scholar and rights activist Kimberlé Crenshaw’s concept of intersectionality [23],
we further assert that multiply marginalized people are subject to unique harms which can exceed the additive
harms inflicted on each marginalized group to which multiply marginalized people belong.4 We argue that existing
forms of marginalization have been used to construct, monitor, monetize, and penalize a digital underclass, whose
individual and collective experiences of structural violence outside of the digital realm are reproduced and compounded
by structural violence within this realm [15, 20, 33, 66]. Longstanding, harmful narratives that frame marginalized
people as undeserving (of social protection, of restorative justice, and of empathy) have been directly transferred
into the discourse around digital technologies and AI, providing rhetorical cover for harms inflicted on this digital
underclass. We bring social science scholarship in dialogue with AI criticism by exploring the positive functions of the
construction and maintenance of this ‘undeserving’ digital underclass for the people and institutions complicit in this
marginalization within a broader discussion on structural violence and trust in AI. As phenomena can simultaneously
perform different functions for different groups, we also consider how intersectionality can help us to identify for
whom these positive functions operate. We look at the unique additive harms inflicted upon the digital underclass, and
we consider implications of these harms for trust.

3D’Ignazio and Klein refer to this phenomenon as the “privilege hazard” [27, p. 29], or the inability of those at the top to recognize oppression of those
below.
4We use the language of marginalization to draw attention to structural processes that systematically devalue and disadvantage some groups. It is not an
inherent characteristic of people but rather their systematic exclusion that generates inequities and harms. We use the term to capture vast systemic
processes that exclude and harm people on the basis of disability, racial and ethnic categorizations, gender, age, sexual orientation, migration status, and
other markers for structural violence, but also recognize that marginalization is contextual. Some groups will be more marginalized in specific contexts
than others, and some individuals will identify as (or be externally identified as) belonging to multiple marginalized groups, resulting in a compounding
of marginalization. Our language choice here aims to capture that marginalization is a systematic process of structural violence.
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2.1 Construction of an undeserving digital underclass

In his 1994 work “Positive Functions of the Undeserving Poor”, sociologist Herbert Gans [40] articulates the myriad
positive functions that the existence of an ‘undeserving’ economic underclass fulfills for society writ large. While
highlighting that poverty clearly has a range of well-understood negative functions,5 disproportionately (but not
exclusively) experienced by this economic underclass, he explains that the rhetoric of undeservingness (e.g. popular
misconceptions that poor people are lazy, are dependent on welfare, engage in unsanctioned behavior such as drug
use and criminal behavior) is utilized to render palatable the often invisible harms inflicted on this group. This
undeservingness narrative implies that poor people do not merit the social protection that could help them to overcome
structural economic barriers, and so facilitates the perpetuation of the stratified social order as morally justifiable.

Positive functions help to explain why the phenomenon persists. Here, we explore a few of the positive functions
Gans outlines. One positive function of the ‘undeserving’ poor is to provide a scapegoat on whom individuals and
institutions can blame social problems, thereby alleviating the need to address social problems. Another important
function, which benefits employers in particular, is that the undeserving poor provide a reserve labor pool who can be
excluded until they are needed to fill labor deficits; simultaneously, they serve as a pool of ‘hypothetical workers’, whose
very existence serves to drive down wages and suppress union organizing activity by implying that employees are
ultimately replaceable. This function is closely linked to another: Some people who are locked out of the labor market
may turn to the manufacture and sale of illegal goods, which more privileged groups can then acquire. Additionally,
because they are rhetorically framed as poorly socialized or even dangerous, the undeserving poor create jobs for the
more privileged, such as social workers, judges, prison guards, teachers, journalists, and social scientists. Among other
functions, the undeserving poor also provide pop culture villains, which is both a marketable (profitable) narrative
for producers of television, films, and other media, and also serves as a self-reinforcement mechanism. Perhaps most
bleakly, Gans explains that the ill health and premature mortality of the undeserving poor that has been widely accepted
by society by virtue of their ‘undeservingness’ reduces competition for economic resources among the remaining
population.

Building from Gans, we argue here that popular undeservingness narratives are being both reproduced and amplified
by AI. Much like analog inequities, this process both allows the ‘deserving’ to reap the benefits of subjugating an
underclass and alleviates the imperative to address algorithmically-enhanced inequities and the logics that drive them.
Indeed, through the narrative power of undeservingness, inequities can be recast as inequalities by suggesting that
these inequalities are just. In short, the notion of undeservingness is powerfully deployed in ways that obfuscate the
structural violence of AI by framing it as merited. This in itself is not new territory for AI ethics; yet while much
attention has rightly been given to the negative functions of an undeserving digital underclass for the field of AI, less
attention has been given to the positive functions.

Without aiming to provide an exhaustive list, we can identify some of these positive functions.6 We highlight that a
single phenomenon can have positive, negative, and neutral functions, and, linking to Crenshaw [23], suggest that
whether one experiences the negative functions of the phenomenon is intimately linked to one’s intersectional position
within the social structure, with multiply marginalized groups, who tend to be relegated to the digital underclass, being
5Some scholars may prefer the language of functions versus dysfunctions in deference to Robert Merton [68]; we employ the language of positive versus
negative functions because we engage with Merton only indirectly through Gans here, but recognize Merton’s work was seminal for understanding
functions.
6To be clear, we do not use the language of ‘positive functions’ to defend the construction of the digital underclass in the AI sphere. Just as Gans explains
that the existence of positive functions does not justify undeservingness narratives but rather explains the persistence of such narratives, we aim to
highlight how the digital underclass selectively benefits—that is, serves positive functions for—specific actors in the AI sphere. A ‘positive’ function does
not mean a function that is morally good.
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most likely to experience negative functions. Within the context of Trustworthy AI, we argue that an ‘undeserving’
digital underclass has been created—a group whose marginalization in analog spheres is mirrored and compounded
in the digital realm, resulting in structural violence against the many and considerable benefits for the few. In the
subsections that follow, we examine some of the negative functions that have been rightly identified as pernicious in
previous literature, and we illustratively identify some of the ways that these same functions that are negative for some
groups are positive for others (disproportionately for the privileged).

An explanatory note: We do not believe our argument requires us to determine whether positive functions
are intentionally produced. Systems need not be designed with the intention to harm in order for them
to cause harm. Those who benefit from inequitable systems risk being seen as complicit in structural
violence unless they actively work to understand and dismantle oppression.

2.2 Widening inequality and the functions of the undeserving digital underclass

Tracing the functions of the digital underclass requires active attention to the beneficiaries of extant (digital) social
structures. Who benefits from the construction and maintenance of the digital underclass, and how? An important
clue in this context is institutional alignment. When we consider some of the institutions eagerly utilizing AI and
examine what that AI is being deployed for, the construction of the digital underclass and the positive functions come
into sharper focus. For example, AI systems are being avidly deployed in criminal justice systems around the globe
not only to surveil populations, but also to make judgements about criminal risks and justify actions such as arrests
and deportations [22]. On the surface, if the aim of the criminal justice system as an institution is to enforce the law,
AI systems that promise to save labor costs and improve efficiency seem from an institutional perspective to be a
reasonable measure for making the system more effective. However, this stated goal is inherently in tension with the
safety and well-being of marginalized groups, who are discriminated against in the very language and substantive focus
of laws themselves and are disproportionately targeted for surveillance and violence by the police, falsely convicted,
and sentenced for lengthy prison terms (see for example [4, 24, 25]).7

Michelle Alexander’s work on the ‘New Jim Crow’ identifies how the legal system has been utilized in the United
States to remove Black people from society and into prisons, thereby legally stripping them of their rights to access the
same services and institutions (e.g. education, housing, employment, democratic enfranchisement, social protection)
that were systematically denied to Black people through Jim Crow laws prior to the Civil Rights Movement. In short,
while Jim Crow laws have been struck down as discriminatory, mass incarceration provides a sufficiently opaque legal
means of reaching the same ends. Extending Alexander’s work to the context of digital inequities, Ruha Benjamin [13]
introduces the concept of the ‘New Jim Code’ to explain how new technology is being used to reframe the perpetuation
of structural inequities as objective and/or progressive under the false premise that such technologies are neutral and
therefore not discriminatory. AI, then, can be better understood as a tool not for fairly and effectively enforcing the law
(as the institutional rhetoric would suggest), but rather for giving rhetorical cover while also efficiently amplifying
existing patterns of structural violence in the criminal justice system (as well, of course, as in other institutions—a
point which we explore further below). Moreover, McQuillan [66] asserts that AI treats structural characteristics as
ultimately creating a system of ‘self-reinforcing social profiling’. Importantly, while a growing body of literature on
mass incarceration focuses on the United States, we reference this here as an illustrative example; the broad pattern

7We note for now that the establishment of a regulatory ecosystem for Trustworthy AI is hardly a comfort to those whose experience of the legal sphere
is as a mechanism for solidifying inequity.
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of legally sanctioned marginalization and structural violence being both rhetorically and practically supported by
supposedly objective emerging technologies is certainly not unique to that country.

For a privileged person deemed low-risk by algorithmic classification, as well as for the institutions which claim to
uphold social order, AI serves a positive function: It decreases the moral panic towards the generalised ‘criminal’ by
promising that this undeserving underclass will be effectively identified and isolated from society, creating the feeling of
safety and security. Another positive function which serves broad swathes of the privileged public is norm reinforcement:
AI algorithms can heighten the efficiency of identifying (and penalizing) violations of social norms, and likewise of
rewarding adherents. On the other hand, for someone who is more likely to be algorithmically classified as high-risk on
the basis of their skin tone and other physical characteristics, name, religion, neurodivergence, gender identity, and/or
any other markers selected for marginalization, AI carries the very real risk of relegation to the undeserving digital
underclass (a negative function to say the least). How or why a rational actor would trust a system that more effectively
targets them for structural violence in this manner is unclear. Understanding the positive functions for the privileged
helps to highlight why some groups may have “motivated cognition” [92] in regarding AI as generally trustworthy as
much as the negative functions explain this motivated cognition in the other direction.

Recent applications of AI in the retrenchment of social protection schemes similarly follow a pattern of structural
violence against marginalized people being marketed as progressive and morally palatable through invocation of
AI’s alleged objectivity. Looking, for example, at the Aid to Families with Dependent Children/Temporary Assistance
for Needy Families program in the United States, commonly referred to simply as ‘welfare’, Black feminist scholars
[79–81] have been calling out the intersectional pattern of discrimination inherent in abrogation of this form of social
protection for decades. Specifically, while there is an overarching stigma (rooted in moral judgements about single
parenthood and stereotypes about laziness and unwillingness of recipients to work8) attached to accessing this program,
widespread falsehoods about so-called ‘Welfare Queens’, who are presumed to have (too many) children in an effort to
scam taxpayers and avoid real work have been used to justify withdrawal of social protection in an act of structural
violence. Crucially, the Welfare Queen is racialized as Black, and racist tropes intersect with class and gender norms to
make parenting in socially approved ways uniquely impossible for low-income Black women.

Linking back to Benjamin’s [13] ‘New Jim Code’, what is new in the long history of vilification of (multiply)
marginalized mothers is the use of AI to increase the efficiency of marginalization and use of the associated language of
objectivity to render this structural violence of social exclusion morally palatable. As Eubanks explains, algorithmic
decision making tools “manage the individual poor” through practices of profiling, surveillance and punishment, “in
order to escape our shared responsibility for eradicating poverty” [33]. Benthall [16] adds that AI systems that allocate
resources tend to either reify racial categories or reify “racialized social inequality by no longer measuring systemic
inequality.” While it is of course true that poor white men, for example, are also impacted by classist AI, an intersectional
view of these systems shows that the feminization of poverty and the gendered patterns of single parenthood and
receipt of social protection mean women are disproportionately likely to be affected by some of these class-based acts
of structural violence, and even more so for multiply marginalized women. And, as with widening of the carceral net,
stigma, marginalization, and the growing role of AI in inflicting this form of structural violence through the construction
of an undeserving digital underclass is by no means unique to the United States. For example, in the Netherlands, the
SyRI (Systeem Risico Indicatie) algorithm was applied to a disturbingly wide range of government databases to identify

8As social reproduction theory [17, 36] asserts, the notion that caring work to birth, feed, and raise children, is not ’work’ is in and of itself a misogynistic
and highly problematic notion that systematically devalues women’s immense contributions to economic systems.
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individuals who may be guilty of committing benefits fraud [96]. The algorithm, which was applied with no democratic
oversight, specifically targeted deprived neighborhoods.

While tremendously harmful for recipients of social protection, stigmatizing stereotypes and the rhetoric of undeserv-
ingness again facilitates the positive function of norm reinforcement for institutions such as the family and the economy.
Norm reinforcement provided by social protection recipients occurs in analog space, but has been supercharged by
AI, under the presumption that the ‘undeserving’ who supposedly abuse the system can be precisely and efficiently
weeded out from among the ‘deserving’ few deemed to be in legitimate receipt of social protection. In this skewed view,
the undeserving digital underclass are rendered increasingly incapable of abusing taxpayer money because AI will
identify and penalize any malfeasance. Indeed, in direct parallel to Gans’s functions, the undeserving digital underclass
can be scapegoated, alleviating the need to address social problems.

The undeserving digital underclass is particularly useful in the context of maintaining the inequitable neoliberal
state. The narrative that state divestment in the form of austerity and further opening of ‘free’ markets is the solution
for a failing state is propagated by neoliberal politicians, who claim the state’s financial woes result from irresponsible
spending on social protection [20]. By rendering inequity and decimation of social protection systems morally palatable,
and by constructing a digital underclass that can be scapegoated and penalized for the failures of the state, AI can be
deployed by neoliberal politicians to give the impression that efficient action is finally being taken to redress reckless
spending on social protection. As McQuillan states, “AI represents a technological shift in the framework of society that
will amplify austerity while enabling authoritarian politics” [66, p. 10]. We add that, as a rhetorical bonus, the utilization
of AI systems developed through private enterprise and apparent competition among companies selling AI products in
the free market can be touted as neoliberal government adhering to its own free market principles.

That AI serves positive functions under a free market state system has clear implications for the economy as an
institution. One positive function of the digital underclass under the principles of a capitalist economic system is
that the underclass can be exploited to generate revenue. As explored by Safiya Umoja Noble, this operates directly
in web search algorithms which, in their ostensible role as neutral purveyors of relevant information, will offer up
racist and sexist results because doing so is, as the algorithm has learned, profitable [72]. There is also an indirect
pathway linked to revenue generation through the impacts of AI on labor market dynamics. Specifically, the underlying
human labor needed to gather and code the data at the heart of AI generates a wide array of jobs. Importantly, however,
these are often high quantity but low quality precarious jobs; AI can harness the narrative of ‘job creation’, which
is well-measured through existing metrics, but with less accountability for the quality of these jobs, which are not
systematically measured and monitored in the same way.

We therefore include in our conception of the undeserving digital underclass not only those who are harmed by
implementation of algorithms, but also those who are harmed in their construction, such as ‘low-skilled’ workers who
are devalued for insufficiently leveling up their skills and qualifications and are left to take on emotionally taxing, poorly
remunerated, and unrewarding labor with limited job security and prospects for promotion (see for example [22]). The
creation of AI training data by low-level employees can generate billions of dollars of wealth, little of which ever flows
to their benefit. Much as Gans argued that the undeserving poor provide a reserve labor force and also drive down
wages and suppress union activity, so too does the digital underclass fill this role, ironically accepting precarious and
low wage work to build the very AI systems that are being used to make them feel replaceable. Laborers also become
enfolded in the digital underclass through increasing forms of workplace surveillance, which create a digital panopticon
in which workers are assumed to be lazy and ineffective, stealing company time if they are not directly monitored. This
highlights how porous the boundaries of the undeserving digital underclass are—marginalization creates a gradient
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rather than a binary set of categories, so that multiply marginalized people experience the most consistent and severe
consequences of marginalization, including bearing the brunt of undeservingness narratives, while less marginalized
groups can contextually experience both positive and negative functions.

As the examples above show, the undeserving digital underclass performs a positive function by fostering faith in
existing systems: Society can have confidence in a system that perpetuates and amplifies stark inequities because an
‘objective’ algorithm has identified the undeserving. Under this logic, societal norms are assumed to be beyond reproach
because seemingly unbiased systems have confirmed the legitimacy of the existing, inequitable social order. Linked
to this, the digital underclass absolves the privileged of the need to examine the morality of phenomena such as the
abrogation of social protection and the widening of the carceral net because the assumption is that these systems have
efficiently identified those who are inherently undeserving of support and deserving of punishment; absent of messy
human error introducing false positives, moral concerns around issuing lengthy prison sentences or withdrawing social
support from someone in need are rendered moot.9 Implicitly, the privileged public can trust unbiased AI to get it right.
Unfortunately, in reality, examples of deeply biased AI abound. Moreover, the very notion that anyone is undeserving
and must be identified and penalized illustrates a fundamental problem with the entire foundation: Algorithms are being
constructed by human beings who are subject to socially developed biases; AI is not created in a vacuum, but instead
hinges on, among other (biased) inputs, human-driven collection and categorization of data. Rather than operating
beyond human bias, AI can very efficiently achieve deeply biased human goals. Notably, the marginalized public have
no cause for optimism regarding AI’s capacity to render unbiased decisions; and in fact they need not have direct
experience of betrayal by biased AI to be wary of it. Lived experience of institutional callousness within the inequitable
system these technologies are designed to optimize is sufficient cause for distrust.

3 IMPLICATIONS FOR FACCT

Having explored distrust of AI by marginalized individuals (admittedly, saying nothing of the prevalence of these
attitudes, which will be the focus of future work), we now proceed to identify shortcomings of common strategies
for promoting public trust in AI. Specifically, we argue that moral commitments that would ostensibly engender trust
have been operationalized in ways that may, perversely, contribute to public distrust of AI. To correct this, we propose
alternative framings of accountability, transparency, and fairness that are more likely to promote well-placed trust by
disrupting the positive functions that incentivize harm. What follows is exploratory, and offered as food for thought.
Our recommendations below build on insights generated through examinations of power dynamics which negatively
shape perceptions of AI [1, 9, 76, 82, 87], and have deep resonance with feminist approaches to AI (e.g. [51, 89]) insofar
as they call for appreciating intersectionality, actively dismantling structural privilege and oppression, and engaging
with marginalized people to give voice to their experience (see also: [27]).

3.1 Reconsidering ‘Accountability’

It has been noted elsewhere the prevalence of instrumental arguments for the importance of public trust [53], and
that such arguments hinge on the false premise that the public has agency to rely only on AI they trust [52]. To this
we add that despite rhetorical overtures to ‘the public’ as if this body is homogeneous, instrumental valuations of
trust do not require that those developing AI systems care at all about earning the trust of people who are structurally
disadvantaged (see also: [95]) because they have the least power to challenge AI they deem ‘untrustworthy’; in fact, as

9Green [42] makes this point as it relates to (criminal) risk assessment algorithms “legitimizing the criminal justice system’s structural racism.”
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explored in §2.2, there may be more to gain from their marginalization, and thus from AI that is ‘untrustworthy’ in this
fundamental respect. In what way, then, is the AI accountable to ‘the public’?

In the context of Trustworthy AI, accountability is a process for assessing conformity with a set of agreed principles
and objectives. Importantly, it is one class of experts communicating with another class of experts regarding this
conformity. The aims of accountability include traceability [54], and perhaps verifiability [28], and these offer important
safeguards (albeit of a particular order defined by an elite class of individuals [43]). But “following prescribed procedures
and requirements” in and of itself should not be construed as the “proper aim” of Trustworthy AI (paraphrasing [75]). A
checklist of technical parameters and processes that plausibly relate to a form of trustworthiness provides a mechanism
for signaling that ethical concerns are being taken seriously without requiring a deeper and more nuanced dive into the
subtleties of what makes AI worthy or unworthy of trust. So in this sense, adhering to typical accountability practices
can obscure what would actually be needed to engender public trust in AI (cf. [21]).

In articulating a ‘proper aim’, it is worth recalling that the core feature of trust relationships is the entrusting of
one’s vulnerability10 to another [7, 83]. The act of entrusting generates a responsibility on the part of the trustee to not
betray the trustor’s vulnerability, and being trustworthy means taking that responsibility seriously. As D’Cruz notes,
“If you think a person is indifferent to the fact of your vulnerability, or that a person is hostile to you, then you will
distrust them across multiple domains of interaction” [29]. This simultaneously offers an explanation for potentially
quite diffuse distrust of AI11 by marginalized individuals and points to a new moral aim to guide accountability efforts:
stewardship, i.e. the careful management of the vulnerability entrusted to one’s care.

An important effect of centering vulnerability in this way is to direct accountability away from the regulatory
apparatus or an organization’s internally defined processes and metrics and toward the entrusting parties themselves—a
theme we notice emerging within accountability literature [21, 47, 69, 99]. Paradigmatic features of trust include,
in addition to the entrusting of one’s vulnerability, that the trustor is optimistic that the trustee is competent and
committed to doing what they are trusted to do [26]—in the best case, that a trustor recognizes that the trustee cares
about them, above and beyond the repercussions they might face for failing as stewards.12 Taking inspiration from care
ethics literature (e.g. Jean Watson’s theory of human caring [97]), a carative approach13 to AI would de-center statistical
modelling within the AI development lifecycle to make room for core practices of accompaniment of and caring for
the most vulnerable. Development teams might benefit, therefore, from a facilitated process to help them overcome
their “meta-blindness”, or failure to see what they are not seeing from others’ perspectives [83, referencing [67]], not
just through collaboration within more diverse teams [35], but by those teams “intentionally and attentively placing
themselves in situations in which they will experience epistemic friction” [83] throughout the AI development lifecycle
(e.g. [51]).14 At a minimum, a carative development process would 1) start with real-world problems as experienced by
the most vulnerable; 2) listen to them to understand their values, concerns, and constraints; 3) meet them where they
are and work toward a solution to their problems all the way to the end; and 4) conduct a grounded assessment of the
entire solution by meaningfully engaging with the affected communities both before and after deployment.

10Recall, we use the term vulnerability as defined in the literature on trust; it is not a claim of disempowerment nor restricted agency. An empowered
agent may choose whether or not to open themselves to the vulnerability entailed in trusting.
11For example, distrusting AI “to make any decisions” about one’s life [11].
12Trust scholar Annette Baier writes, “the best reason for thinking that one’s own good is also a common good is being loved” [7].
13This terminology, ‘carative AI’, has the added advantage of explicitly valuing the work of caring as a challenge to the ways that AI is complicit in
systematic devaluation and marginalization of those typically doing caring work (see Social Reproduction Theory, e.g. [17]).
14Important engagement work by independent research bodies such as The Ada Lovelace Institute is giving voice to manifold perspectives and involving
diverse publics in defining what constitutes ‘trustworthy AI’, but more of this work needs to be done by those developing and deploying AI.
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3.2 Reconsidering ‘Transparency’

In recommending the above, we are well aware of the practical barriers (cost, resources) faced within AI development.
Finding, let alone bringing into the requirements and testing process, the range of potentially affected parties is a
significant challenge, and not everyone involved in developing AI has the skill set for engaging in these explorations.
There may be ways of reducing costs, e.g. creating shareable training datasets that have been thoughtfully curated and
establishing diverse subject pools15 that could serve as expert advisors across a range of AI projects. But there is no
getting around the fact that AI development teams will never be able to understand, anticipate, and mitigate harms from
all perspectives. This being the case, a powerful gesture of trustworthiness would be to be open about one’s evolving
understanding of harms and how (and by whom) this has been informed—to first reflect on, and then lay bare for public
critique, how those developing AI see the world. To quote Onara O’Neil, “Speaking truthfully does not damage trust, it
creates a climate for trust” [74], as it signals a determination not to deceive (for the AI not to be trusted more than it
deserves to be) and a genuine striving toward trustworthiness.

This open posture transforms transparency from backward-facing (what one has done in the development process)
to forward-facing (what one needs to find out) while also creating a channel for receiving continuous input from the
public.16 In doing so, it corrects what has never quite worked regarding transparency’s relationship to accountability:
The fact is, the lay public is characteristically unable to evaluate AI’s trustworthiness if offered the sort of evidence we
know how to produce [53], let alone leverage such evidence for greater control over the AI [62] or toward remediation
of harm [18, 94]. So despite being potentially vital to the work of other parties in managing compliance, transparency
as mere disclosure [73] can inflict “epistemic injustice” by “rendering [the public] unable to challenge injustice” [66,
p. 64, referencing [39]]. AI that is worthy of public trust would allow non-specialists to meaningfully engage in
conversations about its appropriateness, and provide real opportunities for the public to reject AI deemed inappropriate—
i.e. “encouraging genuine dialogue” [49] through mechanisms such as “People’s Councils” [66]. There is a promising
opening for regulations and standards to begin shifting AI development toward a more open and productive relationship
with the real harms it might be causing (and, indeed, the real opportunities for promoting the general welfare it may
not be considering). By stipulating the inclusion of a diverse range of stakeholders (see [90] Chapter II, Secion 1.5) and
by suggesting a range of elicitation techniques to explore their perspectives, situations for true discovery might arise.

We are also struck that openness becomes especially transformative when, in making oneself open, one allows
oneself to be vulnerable to the other party. As noted by Baier [7], there are many kinds of trust relationships, some more
“morally decent” than others, such as those rooted in mutual respect and symmetry (in power and intimacy). Inspired
by the work of Nagar [71], Arif and Os write: “Vulnerability becomes radical when we are critically open about it and
collectively surrender to it to forge knowledge-making relationships that are more rooted in solidarity” [6]. We note
that AI seeks to minimize vulnerability of the deploying organization (e.g., loss of income due to a loan defaulting)

15We caution that simply establishing diverse subject pools (and diverse tech workplaces) cannot be considered sufficient. As sociologist Steve Epstein [31]
argues in the context of medical inclusion, that exclusion can cause harm is well-established, but there are in fact a myriad of ways inclusion can cause
harm also. For example, women’s heart attack symptoms, which differ from those of men, have been poorly understood because women were historically
excluded from research in part due to their ‘vulnerability’, particularly during pregnancy. On the other hand, Black people have long been included in
medical research in tremendously harmful ways, with their bodies being used as testing grounds for deeply unethical medical experimentation (the
infamous Tuskegee syphilis study being only one of countless examples). This is no different in many ways than how the undeserving digital underclass
are being included in technology—as products and subjects, but not as legitimate stakeholders. How and why people are included is vitally important in
determining whether inclusion reduces inequity. It is essential that people be empowered to set the terms of their inclusion, and that their inputs be
genuinely valued. Otherwise, not only will inclusion be tokenistic and ultimately ineffective, but it will also not be any more worthy of trust than the
current system.
16This openness to input is similar to the stance adopted by the Lean Startup methodology [78] and agile software development [32] more generally.
Rather than follow a prescribed path dictated by requirements, these approaches progress through a series of small experiments (cast as Minimal Viable
Products in the case of Lean Startup) which progressively reveal answers to what is most unknown about where true value might lie.
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[5], while increasing vulnerability of those subject to algorithmic decision making (as explored in §2). So what might
it mean for an AI developing organization to become more vulnerable, better balancing the vulnerability that is now
borne primarily by those subject to AI? The answer seems to lie in becoming more aware of the vulnerabilities the
organization actually faces (e.g., the loss of business or reputational harm that can result from denial of opportunity)
and being transparent about these vulnerabilities. This would also open the organization to considering how to reduce
these harms which could also be reflected in their public stance.

3.3 Reconsidering ‘Fairness’

The dominant concernswithinAI fairness discourse are themeasurement andmitigation of bias. Predictions or prescribed
outcomes by anAI are considered unfair if different groups (socially constructed categories relating to protected attributes
such as race or gender) experience different rates of false positives, false negatives, or favorable/unfavorable decisions;
or if individuals who are similar (e.g. similarly qualified) receive different outcomes. Reducing statistical bias often
causes a reduction in predictive accuracy, at least with respect to the potentially biased training data (and associated set
aside test data) that might have given rise to the bias in the first place. So this might be seen as further evidence of the
moral commitment of the party removing that bias to avoid discrimination. Documenting this bias removal in a way
that satisfies future audits may also reduce the likelihood of penalties (once guidelines spawn enforceable standards). So
this might be viewed as a win all around, except for the fact that systemic discrimination cannot be reduced to the sort
of statistical measures offered by the variety of bias toolkits now available (for example [12]). In the bigger picture, what
makes AI unfair to marginalized groups is that they bestow an illusory objectivity upon categorizations that reinforce
existing social hierarchies and attendant inequities, thus allowing the scaling up and simultaneous sterilization of slow
violence done to the supposedly ‘undeserving’.

We propose that remedies to the above require the adoption of different moral aims to guide ‘fair’ AI in place of
non-discrimination. Firstly, we suggest that AI systems should manifest humility regarding their ability to discern the
‘undeserving’ from the ‘deserving’ (cf. [5]). Indeed, the very notion of un/deservingness is inherently discriminatory
and rooted in human bias because it implies not all humans are worthy of the same positive outcomes—that our
characteristics and/or behaviors can be used to justify restricting our access to some social goods. No matter how
well-crafted, no algorithm can ever enforce such a biased premise in an unbiased way. Most socially applied AI is
premised on the imperfect assumption that a person’s past behavior (captured by a limited set of features) is meaningfully
predictive of their future behavior. Hypothetically, if an institution were truly interested in fairly allocating resources
to individuals, rather than using past behavior as a justification for withholding resources, they might instead seek out
information about the context of a person’s past behavior to understand what structural constraints may have shaped
this past behavior i.e. “morally excusing conditions” [30]. Instabilities created by poverty, precariousness, heightened
surveillance, and so forth, create challenges for marginalized individuals in demonstrating seemingly virtuous behavior,
such as compliance [34]. Furthermore, what is interpreted as indicative of deservingness will tend to align with norms
established by the dominant group. Humility, therefore, implies continually looking to expand the range and types of
evidence being used as model features to “allow people to show themselves more fully” [5] while improving techniques
for determining causality [50]; involving humans within the decision making process in ways that actually allow them
to exercise their unique capacity for empathy [30]; but most importantly, remaining skeptical of what AI can really
discern regarding a person’s character [10, 30] given the strong influence of situational factors [5].

Even more radically, what if AI systems aimed to empower individuals in ways that, as much as possible, everyone is
given an equal chance to succeed? As noted by Dan McQuillan, “As with so much of socially applied machine learning,
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the algorithms simply end up identifying people with complex needs, but in a way that amplifies their abandonment”
[66, p. 80]. What if this capability to identify people’s needs was subverted and put to good use? Instead of being seen
as a tool for differentiating people as landing above or below a decision threshold, AI that embodies a more substantive
commitment to fairness would instead be used to assist society in better targeting the right opportunities and resources
to the right people so that everyone receives the support they need. Linking back to the roles of institutions in controlling
the allocation of resources across society—which, as argued in §2, is interpreted within a neoliberal austerity frame as a
mandate to more efficiently target resources to the ‘deserving’—for those receiving little, it is natural to think that any
enhancement of an institution’s power is coupled with a further reduction in resources allocated to the marginalized.
This also means, however, that more efficient distribution of resources to those in need might, if presented effectively,
increase trust not only in the AI used to deliver these benefits but also in the institutions utilizing them.

4 CONCLUSION

“Resistance is not a force to fear: it is a powerful signal. . .Harnessed well, public resistance can help shine a

light on what must be improved, weed out AI ‘snake oil’, define what is socially acceptable, and help a more

responsible AI industry flourish” (Aidan Peppin, in [46]).

There is a risk of Trustworthy AI being used for the purposes of ‘trust washing’ unless the efforts pursued under
its heading meaningfully relate to the concerns underlying expressions of distrust—especially if the evidence of
trustworthiness offered is compliance with guidelines and regulations which are themselves only weakly reflecting (as
opposed to actively dismantling) structural violence. In focusing on conative trust we are not meaning to suggest that it is
productive to consider conation in isolation from cognition and/or affect. These are interlinked, as Baier herself strongly
argued [8] and trust motivation theory reiterates [92]. Rather, our point is that ignoring the relational-motivational
aspects of trust—following the same pattern of oversimplification of the human experience which underlies much of
the harm inflicted by machines [10, 22, 65, 66]—is a convenient way to performatively vet AI’s trustworthiness while
sidestepping the matter of whether people actually trust AI, or indeed whether they should.

The public is frequently polled by researchers and marketers regarding their level of trust in AI, but the rhetorical
intention of their responses is often unclear. Distrust may indicate concerns about AI’s reliability, concerns about the
trustworthiness of the deploying organization, concerns about the efficacy of regulatory safeguards, or any number of
moral concerns about AI [53]. With this paper, we have provided a plausible account of some of the concerns that the
public might be conveying with distrust, particularly when a person’s distrust of AI is categorical: they are “seeing
through” to how AI is “connected to larger systems of institutionalized oppression” [77]. Part of our reason for doing so
is to distinguish this kind of distrust from non-reliance, especially given that much more of the focus of Trustworthy AI
is on matters of ‘reliance’ and ‘reliability’. As D’Cruz notes, “To apply the label ‘untrustworthy’ is to impugn a person’s
moral character. But to recognize that someone is not to be relied on in a particular domain need not have any moral
valence at all” [29]. The distrust we have been describing is about the moral failings of AI. It is a harsh indictment,
indeed! We risk eviscerating the important matters being implicated by distrust by conflating them with mundane
matters of reliability; and we misunderstand their moral weight by failing to distinguish distrust (an active stance of
opposition) from non-trust (a lack of reason to trust).

This paper does not provide scope for a full inventory of the violence that might provoke public distrust. But even this
brief reflection reveals distrust as not merely logical, but healthy. As noted by Matthes, “cultivating a healthy distrust,
particularly of elected representatives, is constitutive of a well-functioning democracy” [64]; likewise, we propose, a
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healthy distrust of AI serves as a check on the more oppressive (even sometimes “fascist” [66]) tendencies of socially
applied AI. The almost universally held goal of Trustworthy AI, to promote trust in AI, rather misses the point [48]—if,
that is, it is taken as equivalent to reducing distrust of AI. Echoing the epigraph above, distrust as moral resistance is
not what we should be eliminating, but rather what we should be keenly focused on understanding because it signals a
social justice issue that needs attending to.17 Distrust in AI may wane as the field responds to the moral objections of
publics; then again, distrust may not depreciate in absolute terms, but change in quality, reflecting a forever changing
landscape of social justice concerns. What is important is not its waning but that it has inspired better, more socially
just, AI.

Our discussion of the logics of intersectional resistance is currently speculative. Empirical research exploring
interactions between various axes of social marginalization, experiences of AI harms, and distrust of AI is greatly
needed to inform this continual betterment of AI. And although we have argued that the elimination of distrust is not a
meaningful (or achievable) goal, tracking changes in attitudes to AI over time for particular sub-groups of the public
would serve as a valuable indicator of whether and how advancements in AI are affecting a changing distribution of
benefits and harms across society.
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