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#### Abstract

In this paper we continue the study of the subalgebra lattice of a Leibniz algebra. In particular, we find out that solvable Leibniz algebras with an upper semi-modular lattice are either almost-abelian or have an abelian ideal spanned by the elements with square zero. We also study Leibniz algebras in which every subalgebra is a weak quasi-ideal, as well as modular symmetric Leibniz algebras.


## 1. Introduction

An algebra $L$ over a field $F$ is called a Leibniz algebra if, for every $x, y, z \in L$, we have

$$
[x,[y, z]]=[[x, y], z]-[[x, z], y] .
$$

In other words, the right multiplication operator $R_{x}: L \rightarrow L: y \mapsto[y, x]$ is a derivation of $L$. As a result such algebras are sometimes called right Leibniz algebras, and there is a corresponding notion of left Leibniz algebras, which satisfy

$$
[x,[y, z]]=[[x, y], z]+[y,[x, z]] .
$$

Clearly, the opposite of a right (left) Leibniz algebra is a left (right) Leibniz algebra, so, in most situations, it does not matter which definition we use. Leibniz algebras which satisfy both the right and left identities are sometimes called symmetric Leibniz algebras.

Every Lie algebra is a Leibniz algebra and every Leibniz algebra satisfying $[x, x]=0$ for every element is a Lie algebra. They were introduced in 1965 by Bloh ([4]) who called them $D$-algebras, though they attracted more widespread interest, and acquired their current name, through work by Loday and Pirashvili ([13], [14]). They have natural connections to a variety of areas, including algebraic $K$-theory, classical algebraic topology, differential geometry, homological algebra, loop spaces, noncommutative geometry and physics. A number of structural results have been obtained as analogues of corresponding results in Lie algebras.

The Leibniz kernel is the set $I=\operatorname{span}\left\{x^{2}: x \in L\right\}$. Then $I$ is the smallest ideal of $L$ such that $L / I$ is a Lie algebra. Also $[L, I]=0$.

We define the following series:

$$
L^{1}=L, \quad L^{k+1}=\left[L^{k}, L\right] \quad(k \geq 1)
$$

and

$$
L^{(0)}=L, \quad L^{(k+1)}=\left[L^{(k)}, L^{(k)}\right] \quad(k \geq 0) .
$$

Then $L$ is nilpotent of class $n$ (resp. solvable of derived length $n$ ) if $L^{n+1}=0$ but $L^{n} \neq 0$ (resp. $L^{(n)}=0$ but $L^{(n-1)} \neq 0$ ) for some $n \in \mathbb{N}$. It is straightforward to

[^0]check that $L$ is nilpotent of class $n$ precisely when every product of $n+1$ elements of $L$ is zero, but some product of $n$ elements is non-zero. Also, $L$ is said to be supersolvable if it admits a complete flag made up of ideals of $L$, that is, there exists a chain
$$
0=L_{0} \subsetneq L_{1} \subsetneq \cdots \subsetneq L_{n}=L
$$
of ideals of $L$ such that $\operatorname{dim} L_{j}=j$ for every $0 \leq j \leq n$.
The set of subalgebras of a nonassociative algebra forms a lattice under the operations of union, $\cup$, where the union of two subalgebras is the subalgebra generated by their set-theoretic union, and the usual intersection, $\cap$. The relationship between the structure of a Lie algebra $L$ and that of the lattice $\mathcal{L}(L)$ of all subalgebras of $L$ has been studied by many authors. Much is known about modular subalgebras (modular elements in $\mathcal{L}(L)$ ) through a number of investigations including $[2,7,9,21,22,23]$. Other lattice conditions, together with their duals, have also been studied. These include semi-modular, upper semimodular, lower semi-modular, upper modular, lower modular and their respective duals (see [5] for definitions). For a selection of results on these conditions see $[6,8,10,11,12,15,19,20,24,25]$.

A study of analogous conditions in Leibniz algebras was initiated by Siciliano and Towers in [17]. The subalgebra lattice of a Leibniz algebra is rather different from that of a Lie algebra; for example, in a Lie algebra every element generates a one-dimensional subalgebra, whereas in a Leibniz algebra elements can generate subalgebras of any dimension. So, one would expect different results to hold for Leibniz algebras and this was shown to be the case. The current paper is a further contribution to this study.

Throughout, $L$ will denote a finite-dimensional Leibniz algebra over a field $F$. Let $J=\left\langle x \in L \mid x^{2}=0\right\rangle$. In [17] it was shown that $J$ plays a role in determining when $L$ is modular. We recall that $L$ is said to be modular if $\langle U, V\rangle \cap W=\langle U, V \cap W\rangle$ for all subalgebras $U, V, W$ of $L$ with $U \subseteq W$. Moreover, a subalgebra $U$ of $L$ is called upper semi-modular if it is a maximal subalgebra of $\langle U, B\rangle$ for every subalgebra $B$ of $L$ such that $U \cap B$ is maximal in $B$. We say that $L$ is upper semi-modular if every subalgebra of $L$ is upper semi-modular in $L$. In Section 2 we make a more detailed study of $J$ for solvable upper semi-modular Leibniz algebras. We define two types of almost abelian Leibniz algebras $L=A+F y$ where $A$ is an abelian ideal and, in each, $[a, y]=a$ for all $a \in A$. We say that $L$ is an almost abelian Lie algebra if also $[y, a]=-a$, and that it is an almost abelian non-Lie Leibniz algebra if $[y, a]=0$. It is shown that if $L$ is an upper semi-modular solvable Leibniz algebra then $J$ is an abelian or almost abelian subalgebra of $L$. It is further shown that, in such an algebra $L$, if $J$ is almost abelian, then $L=J$. Finally it is shown that, for such an algebra, if $F$ has characteristic different from two, $J$ is an ideal of $L$.

The Frattini ideal, $\phi(L)$, of $L$ is the largest ideal contained in the intersection of all maximal subalgebras of $L$. A subalgebra $U$ of $L$ to be a weak quasi-ideal of $L$ if $[U, V]+[V, U] \subseteq U+V$ for every subalgebra $V$ of $V$. In Section 3 we study Leibniz algebras $L$ in which every subalgebra is a weak quasi-ideal of $L$. In such an algebra, $L / \phi(L)$ is either abelian or almost abelian. We classify the algebras $L$ in which every subalgebra is a weak quasi-ideal of $L$ for the cases where $L / \phi(L)$ is almost abelian. If $L$ is a non-Lie almost abelian Leibniz algebra, no restrictions on $F$ are needed, but if it is an almost abelian Lie algebra we require $F$ to have characteristic different from two and for $\sqrt{F} \subseteq F$. We close this section by noting
that, if $F$ is algebraically closed, then the conditions that $L$ is modular, $L$ is upper semi-modular and $L$ has every subalgebra a weak quasi-ideal are equivalent.

In the final section we apply the preceding results to classify all symmetric Leibniz algebras over an algebraically closed field of characteristic different from two which are modular.

We denote by $\langle x, y\rangle$ the subalgebra of $L$ generated by $x, y \in L$. The notation $\oplus$ will denote an algebra direct sum, whilst $\dot{+}$ will denote a direct sum of the underlying vector space structure. Also, $\subseteq$ will denote inclusion and $\subset$ will denote strict inclusion.

## 2. Results on $J$

In this section we study $J$ when $L$ is a solvable upper semi-modular Leibniz algebra. First we need some preliminary results. The first is straightforward to show.

Lemma 2.1. Let $L$ be a Leibniz algebra over any field $F$ with Leibniz kernel $I$ and $\phi(L) \subseteq I$. Then the Leibniz kernel of $L / \phi(L)$ is $I(L / \phi(L))=I / \phi(L)$.

Lemma 2.2. Let $L$ be a solvable Leibniz algebra in which all proper subalgebras are one-dimensional. Then $L$ is two-dimensional and is a Lie algebra or is cyclic.

Proof. If $\langle x\rangle$ is a proper subalgebra of $L$, and so $x^{2}=0$, for all $x \in L$, then $L$ is a Lie algebra. If $L$ is not abelian, we have that $\operatorname{dim} L^{2}=1$. But now $F x+L^{2}$ is a subalgebra for every $x \notin L^{2}$, so $L=F x+L^{2}$ and $L$ is two-dimensional.

If there exists $x \in L$ such that $\langle x\rangle$ is not a proper subalgebra of $L$, then $L$ is cyclic. Moreover, it follows from [17, Proposition 6.1] and its proof that $L$ is two-dimensional.

Lemma 2.3. Let $L$ be an upper semi-modular solvable Leibniz algebra over any field $F$. If $L$ is generated by two distinct one-dimensional subalgebras, then $L$ is two-dimensional.

Proof. Put $L=\langle x, y\rangle$, where $x, y$ are distinct elements of $L$ with $x^{2}=y^{2}=0$, and let $S$ be a non-zero proper subalgebra of $L$. Suppose first that $x \in S, y \notin S$. Then $F x \cap F y=0$ is covered by $F y$, so $F x$ is covered by $L$. It follows that $S=F x$.

Suppose now that $x, y \notin S$, and let $s \in S$. If $s^{2}=0$, then $F s \cap F x=0$ is covered by $F x$ and $F s$, so $F x$ and $F s$ are covered by $\langle x, s\rangle \subseteq L$. Hence $\langle x, s\rangle=L$ and $S=F s$. If $s^{2} \neq 0$, then replace $s$ by $s^{2}$ in the previous sentence to deduce that $\left\langle x, s^{2}\right\rangle=L$ and $S=F s^{2}$, which yields a contradiction, since $s=\lambda s^{2}(\lambda \in F)$ whence $s^{2}=0$.

We have shown that all proper non-zero subalgebras of $L$ are one-dimensional. It follows from Lemma 2.2 that $L$ is two-dimensional.

Corollary 2.4. Let $L$ be an upper semi-modular solvable Leibniz algebra over any field $F$. Then $J=\operatorname{sp}\left\{x \in L \mid x^{2}=0\right\}$.

Lemma 2.5. Let $L$ be a non-abelian upper semi-modular solvable Leibniz algebra over any field $F$. If $L$ is generated by three distinct one-dimensional subalgebras, then $Z(L)=0$.

Proof. Let $L=\langle x, y, z\rangle$ where $x, y, z$ are distinct elements of $L$ with $x^{2}=y^{2}=$ $z^{2}=0$ and suppose that $Z(L) \neq 0$. By Lemma 2.3 and without loss of generality we may assume that $x \in Z(L)$ and that $\langle y, z\rangle$ is almost abelian with $[z, y]=z$. Then $F y \cap F(x+z)=0$ is maximal in $F y$ and $F(x+z)$, but neither of these is maximal in $\langle y, x+z\rangle=\langle x, y, z\rangle$, a contradiction.

Now we have the promised characterisation of $J$.
Theorem 2.6. Let $L$ be an upper semi-modular solvable Leibniz algebra over any field. Then $J$ is abelian or almost abelian.

Proof. By Lemma 2.3, all subalgebras of $J$ generated by two distinct one-dimensional subalgebras are abelian or almost abelian. Suppose that $\left\langle y, x_{1}\right\rangle$ is almost abelian with $\left[x_{1}, y\right]=x_{1}$ and $\left[y, x_{1}\right]=-x_{1}$ or 0 . Write $J=\left\langle y, x_{1}, \ldots, x_{n}\right\rangle$, where $y, x_{1}, \ldots, x_{n}$ are linearly independent and $y^{2}=x_{1}^{2}=\cdots=x_{n}^{2}=0$. We distinguish two cases depending on the value of $\left[y, x_{1}\right]$.
Case 1: Suppose first that $\left\langle y, x_{1}\right\rangle$ is an almost abelian Lie algebra, and suppose too that $\left[x_{i}, y\right]=\left[y, x_{i}\right]=0$ for some $2 \leq i \leq n$. By Lemma 2.5 we must have that $\left[x_{1}, x_{i}\right] \neq 0$ or $\left[x_{i}, x_{1}\right] \neq 0$, so $\left\langle x_{1}, x_{i}\right\rangle$ is almost abelian. Now $\left[x_{1}, x_{i}\right]=\lambda x_{1}+\mu x_{i}$ for some $\lambda, \mu \in F$. But $\left[x_{1}, x_{i}\right]=\left[\left[x_{1}, y\right], x_{i}\right]=\left[\left[x_{1}, x_{i}\right], y\right]=\lambda\left[x_{1}, y\right]+\mu\left[x_{i}, y\right]=\lambda x_{1}$. Similarly, $\left[x_{i}, x_{1}\right]=\alpha x_{1}$. As $\left[x_{1}, x_{i}\right]+\left[x_{i}, x_{1}\right] \in I$, we have that $0=\left[y,\left[x_{1}, x_{i}\right]\right]+$ $\left[y,\left[x_{i}, x_{1}\right]\right]=-(\lambda+\alpha) x_{1}$, whence $\alpha=-\lambda \neq 0$. But now $y+\lambda^{-1} x_{i} \in Z\left(\left\langle y, x_{1}, x_{i}\right\rangle\right)=$ 0 by Lemma 2.5, a contradiction. Hence, $\left[x_{i}, y\right] \neq 0$ or $\left[y, x_{i}\right] \neq 0$. Put $\left[x_{i}, y\right]=$ $\gamma x_{i}+\delta y,\left[y, x_{i}\right]=\epsilon x_{i}+\zeta y$. Then

$$
\begin{aligned}
\delta\left[x_{i}, y\right] & =\left[x_{i},\left[x_{i}, y\right]\right]=-\left[\left[x_{i}, y\right], x_{i}\right]=-\delta\left[y, x_{i}\right], \\
\gamma\left[y, x_{i}\right] & =\left[y,\left[x_{i}, y\right]\right]=\left[\left[y, x_{i}\right], y\right]=\epsilon\left[x_{i}, y\right], \\
\epsilon\left[y, x_{i}\right] & =\left[y,\left[y, x_{i}\right]\right]=-\left[\left[y, x_{i}\right], y\right]=-\epsilon\left[x_{i}, y\right] .
\end{aligned}
$$

If $\left[x_{i}, y\right] \neq-\left[y, x_{i}\right]$, then $\delta=\epsilon=0$ and either $\gamma=0$ or $\zeta=0$ (but not both). If $\gamma=0$, then $y \in I$, which contradicts $\left[x_{1}, y\right]=x_{1}$, so $\zeta=0$. Then $x_{i} \in I$, so $\left[x_{1}, x_{i}\right]=0$. Let $\left[x_{i}, x_{1}\right]=\alpha x_{i}+\beta x_{1}$. Then

$$
\gamma\left[x_{i}, x_{1}\right]=\left[\left[x_{i}, y\right], x_{1}\right]=\left[x_{i},\left[y, x_{1}\right]\right]+\left[\left[x_{i}, x_{1}\right], y\right]=-\left[x_{i}, x_{1}\right]+\alpha\left[x_{i}, y\right]+\beta\left[x_{1}, y\right],
$$

SO

$$
\gamma \alpha x_{i}+\gamma \beta x_{1}=-\alpha x_{i}-\beta x_{1}+\alpha \gamma x_{i}+\beta x_{1}
$$

whence $\gamma \beta x_{1}=-\alpha x_{i}$, and $\alpha=\beta=0$. But now $F y \cap F\left(x_{1}+x_{i}\right)=0$ is maximal in $F y$ and $F\left(x_{1}+x_{i}\right)$, but neither is maximal in $\left\langle y, x_{1}+x_{i}\right\rangle=\left\langle y, x_{1}, x_{i}\right\rangle$, a contradiction.

Hence $\left[x_{i}, y\right]=-\left[y, x_{i}\right]=\gamma x_{i}+\delta y$. Let $\left[x_{1}, x_{i}\right]=\eta x_{1}+\phi x_{i}$. Now, $F\left(y+x_{i}\right) \cap$ $F x_{1}=0$ is maximal in $F\left(y+x_{i}\right)$ and $F x_{1}$. But, $\left[x_{i}+y, x_{1}\right]=\alpha x_{i}+\beta x_{1}-x_{1}$ and $\left[x_{1}, x_{i}+y\right]=\eta x_{1}+\phi x_{i}+x_{1}$, so, if $\alpha, \phi \neq 0$, neither $F\left(y+x_{i}\right)$ nor $F x_{1}$ is maximal in $\left\langle y+x_{i}, x_{1}\right\rangle=\left\langle y, x_{1}, x_{i}\right\rangle$. Hence $\left[x_{i}, x_{1}\right]=\beta x_{1}$ and $\left[x_{1}, x_{i}\right]=\eta x_{1}$.

Then

$$
\left[\left[x_{i}, y\right], x_{1}\right]=\left[\left[x_{i},\left[y, x_{1}\right]\right]+\left[\left[x_{i}, x_{1}\right], y\right]=-\left[x_{i}, x_{1}\right]+\beta\left[x_{1}, y\right]=0\right.
$$

so $0=\gamma\left[x_{i}, x_{1}\right]+\delta\left[y, x_{1}\right]=(\beta \gamma-\delta) x_{1}$, whence $\beta \gamma=\delta$. Also

$$
\left[x_{1},\left[x_{i}, y\right]\right]=\left[\left[x_{1}, x_{i}\right], y\right]-\left[\left[x_{1}, y\right], x_{i}\right]=\eta\left[x_{1}, y\right]-\left[x_{1}, x_{i}\right]=0
$$

so $0=\gamma\left[x_{1}, x_{i}\right]+\delta\left[x_{1}, y\right]=(\gamma \eta+\delta) x_{1}$, whence $-\gamma \eta=\delta$. Now $\gamma=0$ implies that $\delta=0$ and $\left[x, y_{i}\right]=\left[y_{i}, x\right]=0$, a contradiction. It follows that $\eta=-\beta$.

But now $F y \cap F\left(x_{1}+x_{i}\right)=0$ is maximal in $F y$ and $F\left(x_{1}+x_{i}\right)$ and neither is maximal in $\left\langle y, x_{1}+x_{i}\right\rangle=\left\langle y, x_{1}, x_{i}\right\rangle$ unless $\gamma=1$. Thus, $\left[\left[x_{i}, y\right], y\right]=\left[x_{i}, y\right]$ and $\left[\left[x_{i}, y\right], x_{1}\right]=\left[x_{i},\left[y, x_{1}\right]\right]+\left[\left[x_{i}, x_{1}\right], y\right]=-\left[x_{i}, x_{1}\right]+\beta\left[x_{1}, y\right]=0$, so, by replacing $x_{i}$ by $\left[x_{i}, y\right]$ we may assume that $\left[x_{i}, y\right]=x_{i}$ and $\left[x_{i}, x_{1}\right]=0$. Finally, $\left[x_{i}, x_{j}\right]=$ $\lambda x_{i}+\mu x_{j}=\left[\left[x_{i}, x_{j}\right], y\right]=\left[x_{i},\left[x_{j}, y\right]\right]+\left[\left[x_{i}, y\right], x_{j}\right]=\left[x_{i}, x_{j}\right]+\left[x_{i}, x_{j}\right]$, so $\left[x_{i}, x_{j}\right]=0$ and $J$ is an almost abelian Lie algebra.
Case 2: Suppose now that $\left\langle y, x_{1}\right\rangle$ is a non-Lie almost abelian Leibniz algebra, so $\left[x_{1}, y\right]=x_{1}$ and $\left[y, x_{1}\right]=0$. Then $x_{1}=\left[x_{1}, y\right]+\left[y, x_{1}\right] \in I$, so $\left[x_{i}, x_{1}\right]=0$ for all $1 \leq i \leq n$. Also, $\left[x_{1}, x_{i}\right]=\eta x_{1}+\phi x_{i} \in I$, so $\phi\left[x_{1}, x_{i}\right]=0$, which yields that $\left[x_{1}, x_{i}\right]=\eta x_{1}$.

Now, if $\left[x_{i}, y\right]=\gamma x_{i}+\delta y$, we have $\delta\left[x_{i}, y\right]=\left[x_{i},\left[x_{i}, y\right]\right]=-\left[\left[x_{i}, y\right], x_{i}\right]=-\delta\left[y, x_{i}\right]$. If $\left[x_{i}, y\right]=-\left[y, x_{i}\right]$ we have that $F y \cap F\left(x_{1}+x_{i}-\eta y\right)=0$ is maximal in $F y$ and $F\left(x_{1}+x_{i}-\eta y\right)$ and neither is maximal in $\left\langle y, x_{1}+x_{i}-\eta y\right\rangle$, a contradiction, so $\delta=0$.

If $\gamma=0$, then $\left[y, x_{i}\right]=\epsilon x_{i}+\zeta y \in I$, so $\epsilon\left[y, x_{i}\right]=0$. If $\left[y, x_{i}\right] \neq 0$, then $y \in I$, contradicting $\left[x_{1}, y\right]=x_{1}$, so $\left[y, x_{i}\right]=0$. We thus have $\left[x_{i}, y\right]=0=\left[y, x_{i}\right]$, and we get a contradiction as in the previous paragraph.

So, $\gamma \neq 0$, giving $x=(\gamma+\epsilon) x_{i}+\zeta y \in I$, whence $0=\left[x_{i}, x\right]=\zeta \gamma x_{i}$. So $\zeta=0$ and either $x_{i} \in I$ or $\gamma=-\epsilon$. If $\gamma=-\epsilon$, then $\left[x_{i}, y\right]=-\left[y, x_{i}\right]$, a contradiction. Then $x_{i} \in I$ and consequently $\eta=\epsilon=0$; also, $\left[x_{i}, x_{j}\right]=0$ for all $1 \leq i, j \leq n$. Finally, we can set $\gamma=1$ and $L$ is a non-Lie almost abelian Leibniz algebra.

Proposition 2.7. Let $L$ be an upper semi-modular solvable Leibniz algebra. Then $L / I$ is abelian or almost abelian.
Proof. This follows from [17, Lemma 4.2] and [11, Theorem 2.3].
Theorem 2.8. Let $L$ be an upper semi-modular solvable Leibniz algebra over any field $F$. If $J$ is an almost abelian Leibniz algebra, then $L=J$.

Proof. Let $J=F y+A$ where $[a, y]=a$ and $[y, a]=-a$ or 0 for all $a \in A$, and $A$ is abelian. Let $x \in L \backslash J$. Then $x^{2} \in I \subseteq J$, so $x^{2}=\lambda y+a$ for some $a \in A, \lambda \in F$. Now $0=\left[a, x^{2}\right]=\lambda a$. If $a=0$, then $\lambda y \in I$ and $\lambda\left[a^{\prime}, y\right]=0$ for some $a^{\prime} \in A$, $a^{\prime} \neq 0$, which implies that $\lambda=0$ and $x \in J$, a contradiction. Thus, $x^{2} \in A$ and $I \subseteq A$. Now we distinguish two cases.

If $J$ is a Lie algebra, then $0=\left[y, x^{2}\right]=-x^{2}$, so $x \in J$, a contradiction. Hence, in this case, $L=J$.

Thus, suppose that $[y, a]=0$ for all $a \in A$. Then $a=[a, y] \in I$ for all $a \in A$, so $A \subseteq I$, whence $A=I$. Suppose first that $L / I$ is an almost abelian Lie algebra. If $y+I \in L^{2} / I$, then there exists $z+I \in L / I$ such that $[y, x]=y+a^{\prime}$ for some $a^{\prime} \in A$. But now, if $a$ is any element of $A$, we have that $a=[a, y]=[a,[y, z]]=$ $[[a, y], z]-[[a, z], y]=[a, z]-[a, z]=0$, contradicting the fact that $J$ is almost abelian. It follows that $[z, y]=z+a_{z}$ for some $a_{z} \in A$, for all $z+I \in L^{2} / I$. Note that we can assume that $x \in L^{2} / I$. Now $[a, x]=[a,[x, y]]=[[a, x], y]-$ $[[a, y], x]=[a, x]-[a, x]=0$ for all $a \in A$; similarly, $[x, a]=0$ for all $a \in A$. Then $x^{2}=\left[x^{2}, y\right]=[x,[x, y]]+[[x, y], x]=x^{2}+x^{2}$ and $x^{2}=0$. It follows that $x \in J$, a contradiction.

Finally, suppose that $L / I$ is abelian. In this case, both $[x, y]$ and $[y, x]$ belong to $I$. Then $x^{2}=\left[x^{2}, y\right]=[x,[x, y]]+[[x, y], x]=[[x, y], x] ;[x,[x, y]]=0$ and $[y, x]=[[y, x], y]=[y,[x, y]]+\left[y^{2}, x\right]=0$. Thus, $F[x, y] \cap F(x-[x, y])$ is maximal in
$F(x-[x, y])$, so $F[x, y]$ is maximal in $\langle[x, y], x-[x, y]\rangle=\langle x,[x, y]\rangle$. But $F[x, y] \subseteq$ $\left\langle x^{2},[x, y]\right\rangle \subset\langle x,[x, y]\rangle$. It follows that $x^{2}=\alpha[x, y]$ for some $\alpha \in F$. Then $F y \cap$ $F(x-\alpha y)=0$ is maximal in $F(x-\alpha y)$. Hence $F y$ is maximal in $\langle y, x-\alpha y\rangle=\langle x, y\rangle$. However, $F y \subset\left\langle x^{2}, y\right\rangle \subset\langle x, y\rangle$ unless $x^{2}=0$ and $x \in J$, completing the proof.

Theorem 2.9. Let $L$ be a solvable upper semi-modular Leibniz algebra over a field $F$ of characteristic different from two. Then $J$ is an ideal of $L$.

Proof. If $J$ is almost abelian, then the result follows from Theorem 2.8, so suppose that $J$ is abelian. If $L / I$ is abelian, then

$$
[L, J]+[J, L] \subseteq L^{2} \subseteq I \subseteq J
$$

and $J$ is an ideal of $L$.
So assume that $L / I$ is almost abelian, say $L / I=A / I+(F y+I) / I$ where $A^{2} \subseteq I \subseteq J$ and, for every $a \in A,[a, y]=a+i_{a},[y, a]=-a+i_{a}^{\prime}$ for some $i_{a}, i_{a}^{\prime} \in I$. Suppose that $y \in J$. Then, for every $a \in A$,

$$
0=\left[a^{2}, y\right]=[a,[a, y]]+[[a, y], a]=\left[a, a+i_{a}\right]+\left[a+i_{a}, a\right]=2 a^{2}+\left[i_{a}, a\right] .
$$

But $\left[i_{a}, a\right]=\left[i_{a},[a, y]\right]=\left[\left[i_{a}, a\right], y\right]-\left[\left[i_{a}, y\right], a\right]=0$, since $y \in J$ and $J$ is abelian, so $2 a^{2}=0$ and $a \in J$. It follows that $J=L$ and the result holds in this case.

Suppose finally that $y \notin J$. Let $j=a+\lambda y+i \in J$, where $0 \neq a \in A, i \in I$, $\lambda \in F$. Then $[j, a]=a^{2}+\lambda[y, a]+[i, a]=-\lambda a+i^{\prime},[a, j]=a^{2}+\lambda[a, y]=\lambda a+i^{\prime \prime}$, where $i^{\prime}, i^{\prime \prime} \in I$. Hence $\lambda[j, a]=[j,[a, j]]=[[j, a], j]=-\lambda[a, j]$, so $i^{\prime \prime}=-i^{\prime}$ or $\lambda=0$. Suppose $\lambda \neq 0$. It follows that $\lambda a^{2}=[[a, j], a]+\left[i^{\prime}, a\right]=[a,[j, a]]+$ $\left[i^{\prime}, a\right]=-\lambda a^{2}+\left[a, i^{\prime}\right]+\left[i^{\prime}, a\right]$. But $\left[i^{\prime}, a\right]=\lambda^{-1}\left[i^{\prime},[a, j]\right]=\lambda^{-1}\left[\left[i^{\prime}, a\right], j\right]=0$ and $\left[a, i^{\prime}\right]=-\lambda^{-1}\left[[j, a], i^{\prime}\right]=-\lambda^{-1}\left[j,\left[a, i^{\prime}\right]\right]=0$, so $2 \lambda a^{2}=0$ and $a \in J$. Thus, $\lambda y \in J$, a contradiction, whence $\lambda=0$. Then $[A, j]+[j, A] \subseteq I \subseteq J,[y, j]=-a+i_{a}^{\prime} \in J$ and $[j, y]=a+i_{a}+[i, y] \in J$, so $J$ is an ideal of $L$.

## 3. Algebras with every subalgebra a weak quasi-Ideal

In this section we study Leibniz algebras $L$ in which every subalgebra is a weak quasi-ideal of $L$.

Lemma 3.1. Let $L$ be a Leibniz algebra over any field $F$. The following conditions are equivalent:
(i) every subalgebra of $L$ is a weak quasi-ideal of $L$; and
(ii) $[x, y] \in\langle x\rangle+\langle y\rangle$ for all $x, y \in L$.

Lemma 3.2. Let $L$ be a Leibniz algebra in which every subalgebra is a weak quasiideal. Then $L / \phi(L)$ is abelian or almost abelian.

Proof. Clearly, the hypothesis is factor algebra closed, so every subalgebra of $L / \phi(L)$ is a weak quasi-ideal. If $L / \phi(L)$ is a Lie algebra, then every subalgebra of it is a quasi-ideal and so it is abelian or an almost abelian Lie algebra, by [1, Theorem 3.8]. If it is not a Lie algebra, then every subalgebra of it is modular, and hence upper semi-modular, by [17, Proposition 6.3]. It follows that it is an almost abelian non-Lie Leibniz algebra, by [17, Proposition 4.4].

We devote the next pages to classify the Leibniz algebras $L$ in which every subalgebra is a weak quasi-ideal and such that $L / \phi(L)$ is almost abelian. If $L / \phi(L)$ is abelian, then $L$ is nilpotent, and the nilpotent Leibniz algebras in which every
subalgebra is a weak quasi-ideal of $L$ are more difficult to characterise, as was observed in [17].

We will need the following result, which was proved as part of [17, Proposition 6.3]. Note that the assumption of an algebraically closed field is not needed for this part of that result, as is remarked after its proof.
Lemma 3.3. Let $L$ be a cyclic Leibniz algebra $L$ of dimension $n$ over a field $F$. Then every subalgebra of $L$ is a weak quasi-ideal of $L$ if and only if it is one of the following two types:
(i) nilpotent, so $L=\langle a\rangle$ where $\left[a^{i}, a\right]=a^{i+1}$ for $1 \leq i \leq n-1$, and all other products are zero; or
(ii) solvable with $L=\langle a\rangle$ where $\left[a^{i}, a\right]=a^{i+1}$ for $1 \leq i \leq n-1,\left[a^{n}, a\right]=a^{n}$, and all other products are zero.
Proof. Suppose first that every subalgebra of $L$ a weak quasi-ideal of $L$. Then $L$ is modular by Lemma 3.1. (Note that the algebraically closed field is not needed for this implication.) Hence $L$ is of the form given in (i) or (ii), by [17, Proposition 6.1].

Conversely, suppose that $L$ is of the form (i) or (ii). In case (i), $\phi(L)=L^{2}$, and in case (ii), $\phi(L)=\sum_{i=2}^{n} F\left(a^{i}-a^{i-1}\right)$ (see the proof of [17, Proposition 6.1]). It follows that if $x=\sum_{i=1}^{n} \lambda_{i} a^{i} \in L$ and $\lambda_{1} \neq 0$, then $L=\langle x\rangle+\phi(L)$, so $\langle x\rangle=L$; if $\lambda_{1}=0$, then $\langle x\rangle=F x$.

Let $y=\sum_{i=1}^{n} \mu_{i} a^{i} \in L$. Then $[x, y]=\sum_{i=2}^{n} \mu_{1} \lambda_{i} a^{i+1} \in L$. If $\mu_{1} \neq 0$ then $[x, y] \in L=\langle y\rangle$; if $\mu_{1}=0$ then $[x, y]=0$. It follows from Lemma 3.1 that every subalgebra of $L$ is a weak quasi-ideal of $L$.

Lemma 3.4. Let $L$ be a Leibniz algebra over any field in which every subalgebra is a weak quasi-ideal. If $\phi(L) \neq 0$ then $I \cap \phi(L) \neq 0$.
Proof. We prove the contrapositive. Suppose that $I \cap \phi(L)=0$. Then there is a subalgebra $B$ of $L$ such that $L=I \dot{+} B$, by [18, Lemma 7.2]. Also, $B$ is an abelian or almost abelian Lie algebra, by [1, Theorem 3.8]. It follows that $\phi(L) \subseteq I$, whence $I \cap \phi(L)=\phi(L)=0$.

Theorem 3.5. Let $L$ be a Leibniz algebra over any field $F$. Then every subalgebra is a weak quasi-ideal and $L / \phi(L)$ is a non-Lie almost abelian Leibniz algebra if and only if either
(i) L is a non-Lie almost abelian Leibniz algebra, or
(ii) $L=C \dot{+} A$, where $C$ is a cyclic Leibniz algebra with basis $x, \ldots x^{k}, x^{k+1}=$ $x^{k}$ with $k \geq 2$, $A$ is abelian (possibly 0 ) with $[a, x]=a$ for all $a \in A$, all other products zero.
Proof. Let us prove the necessity. Suppose first that $L / \phi(L)$ is cyclic. Then so is $L$. Moreover, $L$ must be of the form given in [17, Proposition 6.1], using Lemma 3.1. But it cannot be nilpotent as that would imply that $L / \phi(L)$ is nilpotent. It follows that $L$ is of the form (ii) with $A=0$.

So suppose that $L / \phi(L)$ is not cyclic. Note that $L$ must be supersolvable, since $L / \phi(L)$ is supersolvable. We use induction on $\operatorname{dim} \phi(L)$. The result clearly holds if $\phi(L)=0$, so suppose it holds whenever $\operatorname{dim} \phi(L) \leq m(m \geq 0)$ and let $L$ be such that $\operatorname{dim} \phi(L)=m+1$. Let $F a_{n}$ be a minimal ideal of $L$ with $F a_{n} \subseteq I \cap \phi(L)$, which exists by Lemma 3.4. Then $\phi\left(L / F a_{n}\right)=\phi(L) / F a_{n}$, by [18, Proposition 4.3], so $\operatorname{dim} \phi\left(L / F a_{n}\right)=m$ and $L / F a_{n}$ is of the given form.

Suppose first that it is of the form (i). Then $L$ will have a basis $a_{1}, \ldots, a_{n}, x$ where $\left[a_{i}, a_{j}\right]=\left[x, a_{i}\right]=0$ for all $1 \leq i, j \leq n$, by Lemma 2.1. Also, $\left[a_{i}, x\right]=$ $a_{i}+\alpha_{i} a_{n}$ for $1 \leq i \leq n-1,\left[a_{n}, x\right]=\alpha_{n} a_{n}$ and $x^{2}=\beta a_{n}$.

Now there is a subalgebra $U$ which is minimal with respect to $L=L^{2}+U$. It follows from [18, Lemma 7.1] that $L^{2} \cap U \subseteq \phi(U)$, so $U^{2} \subseteq L^{2} \cap U \subseteq \phi(U)$, whence $U$ is nilpotent, by [3, Theorem 5.3]. As $L / L^{2} \cong U / L^{2} \cap U$, we can take $x$ to be nilpotent and two possibilities arise:
(a) $x^{2}=0$, or
(b) we can take $a_{n}=x^{2}$ and $\left[a_{n}, x\right]=0$.

Suppose first that (a) holds. Then $\left[a_{i}, x\right]=\alpha a_{i}+\beta x$, which implies that $\alpha=1$ and $\alpha_{i}=0$ for $1 \leq i \leq n-1$. Also, we have that $\left[a_{1}+a_{n}, x\right]=a_{1}+\alpha_{n} a_{n}=$ $\alpha\left(a_{1}+a_{n}\right)+\beta x$, whence $\alpha=\alpha_{n}=1, \beta=0$ and $L$ is as in (i).

So, suppose next that (b) holds. Then $\left[\left[a_{i}, x\right], x\right]=\left[a_{i}, x\right]$ for $1 \leq i \leq n-1$, so, by replacing $a_{i}$ by $\left[a_{i}, x\right]$ we can assume that $\alpha_{i}=0$. Suppose that $n \geq 3$. Then

$$
\left[a_{1}+x^{2}, a_{2}+x\right]=a_{1}=\alpha\left(a_{1}+x^{2}\right)+\beta\left(a_{2}+x\right)+\gamma\left(a_{2}+x^{2}\right)
$$

and there are no values of $\alpha, \beta, \gamma$ satisfying this. If $n=2$ then $L$ is cyclic, generated by $a_{1}+x$ so this case was already dealt with. If $n=1$ then $L$ is two-dimensional and is nilpotent, so $L / \phi(L)$ is abelian, contradicting the hypothesis.

Suppose now that $L / F a_{n}$ is of the form (ii). Then $L$ will have a basis $a_{1}, \ldots, a_{n}$, $x, \ldots x^{k}$ where $\left[a_{i}, x\right]=a_{i}+\lambda_{i} a_{n}$ for $1 \leq i \leq n-1, x^{k+1}=x^{k}+\gamma a_{n}$ and $\left[a_{n}, x\right]=\delta a_{n}$. Moreover, $\left[a_{i}, a_{j}\right]=\left[x^{l}, a_{i}\right]=0$ for all $1 \leq i, j \leq n$ and $1 \leq l \leq k$, by Lemma 2.1.

If $\gamma=0$ then $\left[a_{i}, x\right]=a_{i}+\lambda_{i} a_{n} \in F a_{i}+\langle x\rangle$ implies that $\lambda_{i}=0$ for $1 \leq$ $i \leq n-1$. Similarly, $\left[a_{1}+a_{n}, x\right]=a_{1}+\delta a_{n}$ implies that $\delta=1$. Hence, putting $C=F x+\cdots+F x^{n}$ and $A=\sum_{i=1}^{n} F a_{i}$ shows that $L$ is as described in (ii).

If $\gamma \neq 0$ then $a_{n} \in\langle x\rangle$ and $C=F x+\cdots+F x^{k}+F a_{n}$ is a cyclic subalgebra of $L$. As $C / F a_{n}$ is not nilpotent, neither is $C$, so $C$ must be of the form given in (ii) by [17, Proposition 6.1]. Replacing $a_{n}$ by $x^{k}+\gamma a_{n}$ we can assume that $a_{n}=x^{k+1}$. Note that $\delta \neq 0$ and we can assume $\delta=1$. But now $\left[a_{i}, x\right]=a_{i}+\lambda_{i} x^{k+1}$ for $1 \leq i \leq n-1$. We claim that $\lambda_{i}=0$ for all $1 \leq i \leq k$. Suppose first that $n=1$ and $\lambda_{1} \neq 0$. Consider $y=a_{1}+x$. Then $y^{r}=a_{1}+x^{r}+(r-1) \lambda_{i} x^{k}$ for all $r \geq 1$ and consequently $y$ generates the whole algebra. Then $L$ is cyclic, a contradiction with Lemma 3.3 by the definition of $y$.

Suppose now $n \geq 2$ and that $\lambda_{1} \neq 0$. If $\lambda_{i} \neq 0$ for any $i>1$ then replace $a_{i}$ by $\lambda_{1} a_{i}-\lambda_{i} a_{1}$. So, we may suppose that $\lambda_{i}=0$ for $i>1$. Put $y_{1}=a_{1}+x^{2}, y_{2}=b+x$ where $b=a_{i}$ for some $i>1$. Then $\left\langle y_{1}\right\rangle=F y_{1},\left\langle y_{2}\right\rangle=\sum_{i=1}^{k} F\left(b+x^{i}\right)$. Now we must have

$$
\left[y_{1}, y_{2}\right]=a_{1}+\lambda_{1} x^{k}+x^{3}=a_{1}+x^{2}+\sum_{i=1}^{k} \mu_{i}\left(b+x^{i}\right)
$$

Equating coefficients we get:
if $k>3$, then $\mu_{1}=0, \mu_{2}=-1, \mu_{3}=1, \mu_{4}=\cdots=\mu_{k-1}=0, \mu_{k}=\lambda_{1}$ and $\sum_{i=1}^{k} \mu_{i}=0$, whence $\lambda_{1}=0$, a contradiction;
if $k=3$, then $\mu_{1}=0, \mu_{2}=-1, \mu_{3}=1+\lambda_{1}$ and $\sum_{i=1}^{3} \mu_{i}=0$, whence $\lambda_{1}=0$, a contradiction;
if $k=2$, then $1+\lambda_{1}=1$, whence $\lambda_{1}=0$, a contradiction.
Then, the claim is proved and $L$ is as in (ii).

Next we consider the sufficiency. Suppose first that (i) holds, so $L=A+F x$ is a non-Lie almost abelian Leibniz algebra. Let $y_{1}=a_{1}+\lambda x, y_{2}=a_{2}+\mu x \in L$. Then

$$
\left[y_{1}, y_{2}\right]=\mu a_{1}=\left\{\begin{array}{ccc}
\mu\left(a_{1}+\lambda x\right) & \text { if } \lambda=0 \\
\mu \lambda^{-1}\left(a_{1}+\lambda x\right)^{2} & \text { if } \lambda \neq 0
\end{array}\right\} \in\left\langle y_{1}\right\rangle .
$$

It follows from Lemma 3.1 that every subalgebra is a weak quasi-ideal.
Finally, suppose that (ii) holds. We have that $\phi(L)=\sum_{i=2}^{k} F x^{i}$ if $A \neq 0$ and $\phi(L)=\sum_{i=2}^{k-1}\left(x^{i}-x^{i+1}\right)$ if $A=0$. In either case, $L / \phi(L)$ is a non-Lie almost abelian Leibniz algebra. Let us prove now that every subalgebra of $L$ is a weak quasi-ideal. Suppose $A \neq 0$; otherwise, Lemma 3.3 yields the result. Take $y=a+\sum_{i=1}^{k} \lambda_{i} x^{i}$ and $z=b+\sum_{i=1}^{k} \mu_{i} x^{i}$ for some $a, b \in A$; then

$$
[y, z]=\mu_{1} a+\mu_{1} \sum_{i=1}^{k} \lambda_{i} x^{i+1} .
$$

Consider first the case $\lambda_{1} \neq 0$; then, $[x, y]=\mu_{1} \lambda_{1}^{-1} y^{2} \in\langle y\rangle$. On the contrary, if $\lambda_{1}=0$, we have $\langle y\rangle=F y$. Take $\mu_{1}=1$ without loss of generality. Then $z^{r}=b+\sum_{i=1}^{k} \mu_{i} x^{i+r-1}$ for all $r \geq 1$. Set $\mu_{0}=0$ and define $w_{r}=z^{r}-z^{r+1}=$ $x^{r}+\sum_{i=1}^{k-1-r}\left(\mu_{i+1}-\mu_{i}\right) x^{r+1}-\mu_{k-r} x^{k}$ for $1 \leq r \leq k$. Also, we define recursively

$$
\begin{aligned}
& \gamma_{2}=-\lambda_{2} \\
& \gamma_{r}=\lambda_{r-1}-\lambda_{r}-\sum_{i=2}^{r-1} \gamma_{i}\left(\mu_{r+1-i}-\mu_{r-i}\right) \quad \text { for } 3 \leq r \leq k .
\end{aligned}
$$

We claim that

$$
[y, z]=y+\sum_{i=2}^{k} \gamma_{i} w_{i} \in\langle y\rangle+\langle z\rangle ;
$$

indeed, one can see that, by the choice of the $\gamma_{i}$, it suffices to check that $\sum_{i=2}^{k-1} \gamma_{i} \mu_{k-i}=$ $-\lambda_{k-1}$. This can be done by an easy induction in $k$. By Lemma 3.1, every subalgebra is a weak quasi-ideal.

Theorem 3.6. Let $L$ be a Leibniz algebra over a field $F$ of characteristic different from 2 and with $\sqrt{F} \subseteq F$. Then every subalgebra is a weak quasi-ideal and $L / \phi(L)$ is an almost abelian Lie algebra if and only if $L=A \dot{+}\langle x\rangle$ where $A \neq 0$ is an abelian ideal of $L,\langle x\rangle$ is a nilpotent cyclic Leibnix algebra, $[a, x]=a$ and $[x, a]=-a$, $\left[x^{k}, a\right]=\left[a, x^{k}\right]=0$ for all $a \in A, k>1$.

Proof. Let $L / \phi(L)$ be an almost abelian Lie algebra. Then $I \subseteq \phi(L)$. But $L / I$ is an abelian or almost abelian Lie algebra, by [1, Theorem 3.8], so $\phi(L) \subseteq I$, whence $\phi(L)=I$. We proceed, as in Theorem 3.5, by induction on $\operatorname{dim} \phi(L)$. The result clearly holds if $\operatorname{dim} \phi(L)=0$, with $\langle x\rangle=F x$, so suppose it holds whenever $\operatorname{dim} \phi(L) \leq m(m \geq 0)$ and let $L$ be such that $\operatorname{dim} \phi(L)=m+1$. Since $L$ is supersolvable, there is a one-dimensional ideal $F a_{n}$ inside $I$, and $L / F a_{n}$ is of the given form.

Then $L$ will have a basis $a_{1}, \ldots, a_{n}, x, \ldots, x^{k}$ where $\left[a_{i}, x\right]=a_{i}+\alpha_{i} a_{n},\left[x, a_{i}\right]=$ $-a_{i}+\beta_{i} a_{n}$ for all $1 \leq i \leq n-1,\left[a_{i}, a_{j}\right]=\gamma_{i j} a_{n}$ for $1 \leq i, j \leq n, x^{k+1}=\delta a_{n}$ and
$\left[a_{n}, x\right]=\epsilon a_{n}$. Now, $\left[x,\left[x, a_{i}\right]\right]=-\left[x, a_{i}\right]$ for $1 \leq i \leq n-1$ since $a_{n} \in I$, so, by replacing $a_{i}$ by $\left[x, a_{i}\right]$ we may assume that $\beta_{i}=0$. Also,

$$
-a_{i}=\left[x, a_{i}\right]=\left[x,\left[a_{i}, x\right]\right]=\left[\left[x, a_{i}\right], x\right]-\left[x^{2}, a_{i}\right]=-a_{i}-\alpha_{i} a_{n}-\left[x^{2}, a_{i}\right],
$$

so

$$
\left[x^{2}, a_{i}\right]=-\alpha_{i} a_{n} \text { for } 1 \leq i \leq n-1 .
$$

A straightforward induction argument shows that

$$
\begin{equation*}
\left[x^{r}, a_{i}\right]=(-1)^{r+1} \alpha_{i}(1-\epsilon)^{r-2} a_{n} \text { for } r>1 . \tag{1}
\end{equation*}
$$

Also consider

$$
\begin{aligned}
\gamma_{n i} a_{n} & =\left[a_{n}, a_{i}\right]=\left[a_{n},\left[a_{i}, x\right]\right]=\left[\left[a_{n}, a_{i}\right], x\right]-\left[\left[a_{n}, x\right], a_{i}\right] \\
& =\gamma_{n i}\left[a_{n}, x\right]-\epsilon\left[a_{n}, a_{i}\right]=0,
\end{aligned}
$$

so $\gamma_{n i}=0$ for all $1 \leq i \leq n-1$. Now

$$
\epsilon \gamma_{i j} a_{n}=\left[\left[a_{i}, a_{j}\right], x\right]=\left[a_{i},\left[a_{j}, x\right]\right]+\left[\left[a_{i}, x\right], a_{j}\right]=2 \gamma_{i j} a_{n},
$$

so $\epsilon=2$ or $\gamma_{i j}=0$ for all $1 \leq i, j \leq n-1$.
Suppose that $\delta=0$, so $a_{n} \notin\langle x\rangle$ and Equation (1) implies that $\epsilon=1$ or $\alpha_{i}=0$ for $1 \leq i \leq n-1$. If $\epsilon=1$, then $\gamma_{i j}=0$ for $1 \leq i \leq n$. But now $\sum_{i=1}^{n-1} F a_{i}+\langle x\rangle$ is a maximal subalgebra, so $a_{n} \notin \phi(L)$, a contradiction. So suppose $\alpha_{i}=0$ for $1 \leq i \leq n-1$.

We claim that, if $n \geq 3$, then there exists an $a \in A$ such that $a^{2}=0$. Indeed, if this was not the case, consider

$$
\left(\lambda a_{1}+\mu a_{2}\right)^{2}=\left(\lambda^{2} \gamma_{11}+\mu^{2} \gamma_{22}+\lambda \mu\left(\gamma_{12}+\gamma_{21}\right)\right) a_{n}
$$

with $\gamma_{11}, \gamma_{22} \neq 0$. Since $\sqrt{F} \subseteq F$ we can find $a=\lambda a_{1}+\mu a_{2}$ such that $a^{2}=0$. Then $\left[a+a_{n}, x\right]=a+\epsilon a_{n}$ implies that $\epsilon=1$, and we get a contradiction as before.

If $n=2$ and $\gamma_{11}=0$, we argue as in the previous paragraph. Otherwise, $\epsilon=2$ and put $a_{2}=a_{1}^{2}$. Take $y_{1}=a_{1}-\frac{1}{2} a_{2}+x$ and $y_{2}=a_{1}-\frac{1}{4} a_{2}+2 x$. Elementary calculations show that $\left[y_{1}, y_{2}\right]=a_{1}-a_{2}+2 x^{2} \notin\left\langle y_{1}\right\rangle+\left\langle y_{2}\right\rangle=F y_{1}+F y_{2}+\sum_{i=2}^{k} F x^{i}$, so by Lemma $3.1\left\langle y_{1}, y_{2}\right\rangle$ is not a weak quasi-ideal, a contradiction.

So suppose now that $\delta \neq 0$. Then we can put $a_{n}=x^{k+1}$ and $x^{k+2}=0$ or $x^{k+2}=x^{k+1}$. In either case, $\epsilon \neq 2$, so $\gamma_{i j}=0$ for $1 \leq i, j \leq n$ as before.

Suppose that $\epsilon \neq 0$. Then, $\left[a_{i}, x-x^{2}\right]=a_{i}+\alpha_{i} x^{k+1}$, so $\alpha_{i} x^{k+1} \in\left\langle x-x^{2}\right\rangle=$ $F\left(x-x^{2}\right)+\cdots+F\left(x^{k}-x^{k+1}\right)$. It follows that $\alpha_{i}=0$ for $1 \leq i \leq n-1$ and $\sum_{i=1}^{n-1} F a_{i}+\left\langle x-x^{2}\right\rangle$ is a maximal subalgebra. But, again, $a_{n} \notin \phi(L)$, so this case cannot arise.

So, we must have that $a_{n}=x^{k+1}$ and $x^{k+2}=0$. Now (1) shows that $\alpha_{i}=0$ for $1 \leq i \leq n-1$, and, putting $A=F a_{1}+\cdots+F a_{n-1}$, we see that $L$ is of the given form.

It remains to show sufficiency. Consider $y_{1}=a_{1}+\sum_{i=1}^{k} \lambda_{i} x^{i}, y_{2}=a_{2}+$ $\sum_{i=1}^{k} \mu_{i} x^{i}$. If $\lambda_{1} \neq 0$ or $\mu_{1} \neq 0$, a straightforward calculation shows that $\left\langle y_{1}\right\rangle+$

$$
\begin{aligned}
& \left\langle y_{2}\right\rangle=F\left(a_{1}+\lambda_{1} x\right)+F\left(a_{2}+\mu_{1} x\right)+\sum_{i=2}^{k} F x^{i} \text {. Then, } \\
& \qquad \begin{aligned}
{\left[y_{1}, y_{2}\right] } & =\mu_{1} a_{1}-\lambda_{1} a_{2}+\sum_{i=1}^{k-1} \lambda_{i} \mu_{1} x^{i+1} \\
& =\mu_{1}\left(a_{1}+\lambda_{1} x\right)-\lambda_{1}\left(a_{2}+\mu_{1} x\right)+\sum_{i=1}^{k-1} \lambda_{i} \mu_{1} x^{i+1} \in\left\langle y_{1}\right\rangle+\left\langle y_{2}\right\rangle,
\end{aligned}
\end{aligned}
$$

and every subalgebra of $L$ is a weak quasi-ideal by Lemma 3.1. Also $\phi(L)=$ $\sum_{i=2}^{k} F x^{i}$, so $L / \phi(L)$ is a Lie almost abelian algebra.

Remark 3.7. Note that in [17, Proposition 6.3] it was proven that, for a Leibniz algebra $L$ over an algebraically closed field, the following are equivalent:
(i) $L$ is modular;
(ii) every subalgebra of $L$ is a weak quasi-ideal of $L$.

It is possible to extend this equivalency to:
(iii) $L$ is upper semi-modular.

Indeed, suppose that $L$ is upper semi-modular. By [17, Corollary 4.5 and Proposition 5.1], $L$ is supersolvable and hence lower semi-modular. The general theory of lattices of finite length says that, being upper and lower semi-modular, then $L$ is also modular, see [16].

If $L$ is solvable then the restriction on $F$ is unnecessary in the above remarks.

## 4. Modular Symmetric Leibniz algebras

Finally, we have the following classification result for modular symmetric Leibniz algebras.

Theorem 4.1. Let $L$ be a symmetric Leibniz algebra over an algebraically closed field of characteristic not two. Then $L$ is modular if and only if one of the following condition holds:
(i) $L$ is an abelian Lie algebra;
(ii) $L$ is an almost abelian Lie algebra;
(iii) $L=E \oplus Z$, where $Z$ is a central ideal of $L$ and $E$ is an extraspecial Leibniz algebra such that $J=\left\{x \in L \mid x^{2}=0\right\}$ is an abelian ideal of $L$;
(iv) $L=B+F y+F y^{2}$, where $B$ is an abelian ideal, $[b, y]=b=-[y, b]$ for all $b \in B$, and $Z(L)=F y^{2}$.

Proof. We first prove the necessity part. Suppose that $L$ is modular. Since $L$ is symmetric, note that $I$ is a central ideal of $L$. Moreover, $L / I$ is a modular Lie algebra and then, by [11, Corollary 2.2], $L / I$ is abelian or almost abelian. In the former case, $L$ is nilpotent of class at most 2 , and it follows from [17] that $L$ is either abelian or of the form given in condition (iii).

Suppose next that $L / I$ is almost abelian. Then $L=F y+A$, where $y \in L, A$ is an ideal of $L$ with $I \subseteq A, A / I$ is abelian and $[a, y]=a+i_{a}$ for all $a \in A$, with $i_{a} \in I$. As $A$ is nilpotent of class at most 2, by [17] we easily deduce that $I=F y^{2}+F a^{2}$ and $[A, A]=F a^{2}$ for some $a \in A$. For every $x \in A$ we have

$$
[x, y]+[y, x]=[[x, y], y]-[y,[y, x]]=-[y,[x, y]]+[[y, x], y]=0
$$

hence $[x, y]=-[y, x]$.

We show that $A$ is actually abelian. Suppose the contrary, so that $a^{2} \neq 0$. We have $[a, y]=a+\lambda a^{2}+\mu y^{2}$ for some $\lambda, \mu \in F$, so we can replace $a$ by $a+\lambda a^{2}+\mu y^{2}$ to assume that $[a, y]=a$. But then, as Leibniz elements in symmetric Leibniz algebras are central, we have $0=\left[a^{2}, y\right]=2 a^{2}$. Since $F$ has characteristic different from 2 , we conclude that $a^{2}=0$, a contradiction.

Now, if $y^{2}=0$ then $L$ is an almost abelian Lie algebra. Suppose then $y^{2} \neq 0$. For every $a \in A$ we have $[a, y]=a+\mu y^{2}$ for some $\mu \in F$. Therefore, we can find $b_{1}, b_{2}, \ldots, b_{n} \in A$ such that $\left[b_{i}, y\right]=b_{i}$ and $\left[b_{i}, b_{j}\right]=0$ for all $i, j$ and $y^{2}, b_{1}, \ldots, b_{n}$ is a basis of $A$. Then $B=F b_{1}+\cdots+F b_{n}$ is an abelian ideal of $L$ and condition (iv) of the statement holds.

The proof of the sufficiency part follows from [11, Proposition 1.2], [17, Proposition 6.7], Lemma 3.1, and Theorem 3.6.
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