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ABSTRACT

Abstract

MicroBooNE is a 170 ton liquid argon time projection chamber (LArTPC) located

at the Fermi National Accelerator Laboratory (Fermilab). It operated in the Booster

Neutrino Beam (BNB) at a mean neutrino energy of 0.8 GeV, taking data from 2015

to 2021. It is the first large LArTPC to gather high statistics neutrino data, and as

such it serves an important role in the further development of this technology, which

is planned for use in a number of future experiments. Additionally, MicroBooNE

has two main physics goals: resolving the cause of the low energy excess observed

by MiniBooNE [1], and measuring neutrino cross sections on argon.

Neutrino interactions with heavy nuclei like argon are significantly affected by

nuclear effects and final state interactions (FSI), which we lack a complete un-

derstanding of. Measuring additional cross section data is critically important

for providing further insights. Next generation experiments aim to answer many

open questions in neutrino physics, and will rely on precision measurements to

do so. This thesis serves this objective, presenting the first measurement of sin-

gle charged pion production (CC1π+) in MicroBooNE. A detailed discussion of

this process is given, including descriptions of the event selection, estimation of

systematic uncertainties, and extraction of the cross section result itself. The to-

tal, flux-integrated CC1π+ cross section on argon per nucleon is measured to be

0.788± 0.079 (stat.)± 0.261 (syst.)× 10−39 cm2.
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GLOSSARY

Glossary

ASIC Application-Specific Integrated Circuit

BDT Boosted Decision Tree

BNB Booster Neutrino Beam

CC Charged Current

COH Coherent Scattering

CORSIKA Cosmic Ray Simulations for Kascade, the cosmic ray generator used

in this analysis

CP Charge Conjugate Parity, a type of symmetry in particle interactions

CR Cosmic Ray

dE/dx Change in energy over distance

DIC Dynamic Induced Charge

DIS Deep Inelastic Scattering

dQ/dx Change in charge over distance

Fermilab Fermi National Accelerator Laboratory

FSI Final State Interactions

FV Fiducial Volume

LArTPC Liquid Argon Time Projection Chamber

Linac Linear Accelerator

MC Monte-Carlo

MCS Multiple Coulomb Scattering
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MEC Meson Exchange Current

MIP Minimum Ionising Particle

NC Neutral Current

NuMI Neutrinos at the Main Injector

Pandora A multi-algorithm pattern recognition framework used for particle recon-

struction

PE Photo Electron

PFO Particle Flow Object, a collection of PFPs in Pandora

PFP Particle Flow Particle, a Pandora object corresponding to one reconstructed

particle

PMNS The Pontecorvo-Maki-Nakagawa-Sakata matrix, which describes neutrino

oscillations

PMT Photomultiplier Tube

QE Quasi-Elastic

RES Resonant

residual range Distance from a point on a track to the end of the track

RMS Root mean square

RPA Random Phase Approximation

SBN Short Baseline Neutrino Program

SCE Space Charge Effect

SM Standard Model of particle physics

TMVA Toolkit for Multivariate Data Analysis with ROOT

tune A given set of models used for event simulation with Genie
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CHAPTER 1. INTRODUCTION

Chapter 1

Introduction

The Standard Model (SM) of particle physics is a crowning achievement of science,

with an astounding ability to predict most of the phenomena we observe in nature.

The SM is a theory that describes all of the known elementary particles and their

interactions via three of the fundamental forces. The fermions that make up ordinary

matter consist of six quarks and six leptons. Each can be arranged into three

generations of particles that (within each group) have the same quantum numbers

as one another, but different masses. Forces are mediated by the gauge bosons:

the electromagnetic force by the photon (γ), the weak force by the W± and Z0

bosons, and the strong force via eight types of gluon (g). Finally, the scalar Higgs

boson, discovered experimentally only in 2012 [2, 3], is responsible for giving mass

to particles.

One of the very few areas where we have evidence of physics beyond the SM is

the field of neutrino physics. Neutrinos are predicted by the SM to have no mass

and are therefore not predicted to oscillate. We know that this is not so, as first

shown by Super-Kamiokande and SNO [4, 5], but many questions remain. By what

mechanism do neutrinos gain mass? What is the hierarchy and absolute scale of

their masses? Are there more than three flavours of neutrino?

Further investigation of these and other neutrino properties will require high

precision experiments. Liquid argon time projection chambers (LArTPCs) are a

relatively new and promising detector technology that have become an active area

of research and development in recent years. ArgoNeuT [6] and MicroBooNE [7]

have already shown the high resolution capabilities of LArTPCs, allowing for the

precise measurement of neutrino cross sections. MicroBooNE will be followed by

ICARUS [8] and SBND [9] as part of the Short Baseline Neutrino Program (SBN).

Oscillation measurements will also benefit from the ability of LArTPCs to scale

well. ProtoDUNE [10] has demonstrated this ability, with the eventual DUNE far

detector [11] planned to be many kilotons. It is an exciting time for the field, where

LArTPCs will help to shed new light on the true properties of neutrinos.
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1.1 Neutrino Interactions

In the SM, neutrinos can interact in a number of different ways. Broadly, these

are classified as either charged current (CC) or neutral current (NC) interactions,

depending on whether there is an exchanged W or Z boson, respectively. Example

Feynman diagrams of these processes are shown in Figure 1.1.

νµ µ−

e− νe

W

νµ νµ

e− e−

Z0

Figure 1.1: Feynman diagrams of example neutrino interactions: CC (left) and NC
(right).

CC interactions are further categorised into three types that are dominant at

different energy regimes: quasi-elastic (QE), resonant (RES), and deep inelastic

scattering (DIS). Figure 1.2 shows the CC νµ cross section as a function of neutrino

energy, both in total and for each of these types, highlighting this energy depen-

dence. For MicroBooNE, with a mean neutrino energy of about 0.8 GeV, there are

significant amounts of both CCQE and CCRES interactions.

In CCQE interactions, the incident neutrino elastically scatters off of a nucleon,

changing the flavor of one of the constituent quarks, and often knocking the nucleon

(and possibly others) out of the nuclear target. The “quasi-” prefix refers to the fact

that the neutrino in the initial state corresponds to a lepton of the same flavour in

the final state, and thus it is not a truly elastic scatter.

In CCRES interactions, the incident neutrino instead excites a nucleon into a

resonant state, which then decays to some final state. Most commonly, this is

a nucleon and a pion. This process is the main source of the CC1π+ events in

MicroBooNE that are the primary topic of this thesis.

In CCDIS interactions, the neutrino imparts enough energy that the quarks in

the target nucleon are broken up. This results in a shower of hadronic particles.

Additionally, neutrinos can undergo coherent scattering (COH), wherein an

atomic nucleus acts as a single particle that is scattered off of, with negligible energy

transfer. This also results in charged pion production. In MicroBooNE, only on the

order of a percent of the total CC1π+ interactions are from this process.

Figure 1.3 shows example Feynman diagrams of each of these interaction types.
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Figure 1.2: Total νµ CC cross sections (per nucleon and for an isoscalar target)
divided by neutrino energy, plotted as a function of energy. Data points are from
various experimental measurements made from 1977 through 2011. Also shown
are predictions from the NUANCE generator [12] for the different interaction mode
cross sections: total (solid line), QE (dashed line), RES (dot-dashed line), and DIS
(dotted line). Figure from Ref. [13].

νµ µ−

n p

W

νµ µ−

n

π+

n

W

∆+

νµ µ−

n

X

X

X

W

νµ µ−

A

π+

A

W

Figure 1.3: Feynman diagrams of example neutrino interactions: CCQE (upper left),
CCRES (upper right), CCDIS (lower left), and CCCOH (lower right). X refers to
a hadronic shower and A refers to an atomic nucleus.
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1.1.1 Nuclear Effects and Final State Interactions

The types of interactions described in the previous section are a useful model when

considering free nucleons. However, when neutrinos interact with heavy atomic

nuclei (such as the argon used by MicroBooNE), additional effects must be taken

into account. Nuclear effects refer to the need to account for the initial state of

the bound nucleons, while final state interactions (FSI) refer to the fact that the

particles produced in the initial interaction have to pass through the nuclear medium

to exit, which can result in additional interactions or changes in kinematics. Figure

1.4 illustrates several different possible types of FSI.

Figure 1.4: Examples of different possible types of FSI processes. Figure produced
by T. Golan, see also Ref. [14].

Properly accounting for these effects is critical to accurately measuring cross sec-

tions. Significant efforts have been put toward developing models, though it contin-

ues to be an area of active research. A summary of the models used in MicroBooNE

is given in Section 2.3.3.

These effects have also changed the way in which cross section signals are defined.

Previously, results would be reported for, e.g., CCRES interactions. We now instead

speak of, e.g., the CC1π+ cross section. The difference is that the latter is based on

only the particles that appear in the final state, regardless of the interactions that

produced them. This both reduces model dependence and makes the measurement

easier to compare to others.
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1.1.2 Neutrino Oscillations

Another way in which neutrinos interact, which is not predicted by the SM, is

through oscillations. This occurs because the neutrino flavour eigenstates |να〉 and

mass eigenstates |νj〉 do not simply correspond. Rather, the flavour eignenstates are

linear superpositions of the mass eigenstates, and vice-versa:

|να〉 =
∑
j

U∗αj|νj〉, |νj〉 =
∑
α

Uαj|να〉 (1.1)

where U is a unitary mixing matrix. In the typical case of three flavour eigenstates

and three mass eigenstates, this is known as the Pontecorvo-Maki-Nakagawa-Sakata

(PMNS) matrix:

U =

Ue1 Ue2 Ue3

Uµ1 Uµ2 Uµ3

Uτ1 Uτ2 Uτ3

 . (1.2)

This can also be parameterised in terms of three mixing angles θ12, θ13, and θ23, and

a phase δCP:

U =

1 0 0

0 c23 s23

0 −s23 c23


 c13 0 s13e

−iδCP

0 1 0

−s13e
iδCP 0 c13


 c12 s12 0

−s12 c12 0

0 0 1

 (1.3)

where sij = sin(θij), cij = cos(θij). This decomposition is easier to interpret, as each

matrix contains only one of the mixing angles.

The phase δCP corresponds to the extent to which there is violation of charge

conjugation parity (CP) symmetry in the neutrino sector. If this value is non-zero,

then the oscillation probabilities for neutrinos and antineutrinos would not be the

same. Consequently, this could explain why we observe that the universe is made

mostly of matter, rather than equal amounts of matter and antimatter as we would

otherwise expect. CP violation has already been observed in the quark sector, but

the effect is too small to fully account for the matter-antimatter imbalance we see

[15]. A non-zero value of δCP is favoured by the current global best fit [16], primarily

driven by data from T2K [17] and NOνA [18].

This is not the only possible source of CP violation in the neutrino sector. An-

other arises if neutrinos are Majorana fermions (that is, are their own antiparticles),

rather than Dirac fermions, as all other SM fermions are. Many past, current, and

planned experiments investigate this by looking for neutrinoless double beta decay,

which can only occur if neutrinos are Majorana particles. These include GERDA

[19], EXO [20], MAJORANA [21], CUORE [22], and SNO+ [23], to name just a

few. To date, no observation of this type of interaction has been made.
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A third possibility is the existence of additional, “sterile” neutrino flavours.

These neutrinos would not participate in the weak interaction, but would still os-

cillate with those that do. In 2007, MiniBooNE reported an excess of low energy

electron-like events [24] (reanalysed in 2018 with a larger data set [1]), one expla-

nation for which is the existence of sterile neutrinos. However, recent results from

MicroBooNE disfavour this explanation [25].

Going back to the standard PMNS matrix, the evolution of the flavour eigenstates

over time can be found using the Schrödinger equation. With significant effort, one

can then derive that the probability of oscillation in a vacuum from an observed

flavour να to an observed flavour νβ after a time t is given by:

Pνα→νβ(t) =

∣∣∣∣∣∑
j

U∗βjUαj exp

(−i∆m2
j1L

2E

)∣∣∣∣∣
2

(1.4)

where ∆m2
j1 = m2

j−m2
1, L is the length travelled, E is the energy of the neutrino, and

it has been assumed that the neutrino is travelling relativistically, such that L ≈ t

and Ej ≈ p+m2
j/2E (where p is the momentum). In an oscillation experiment, the

factors that can be controlled are L and E.

It is also interesting to note that the probability does not depend on the absolute

masses themselves, but rather their mass-squared differences. Furthermore, it does

not depend on the sign of the mass-squared differences. However, this probability is

altered for neutrinos travelling through matter, such that it does depend on the sign.

Some measurements of mass splittings have been made, but two possible orderings

remain: the normal ordering, in which m2
3 � m2

2 > m2
1, and the inverted ordering,

in which m2
2 > m2

1 � m2
3. Future experiments such as DUNE will be able to resolve

which is the case.

1.2 Pion Production Measurements

In recent years, a significant number of CC1π± cross section measurements have

been made by various experiments. A summary of these is given in Table 1.1. They

use a variety of different targets, beam fluxes, geometries, detector technologies,

and signal definitions, which has both benefits and drawbacks. One drawback in

particular is that it can make it very difficult to compare their results. Each result

can, however, be compared to generator predictions, which allows for the evaluation

of the various models used.

In 2011, MiniBooNE published a collection of many cross section measurements

that were largely the first of their kind [28]. The first measurements of pion pro-

duction come primarily from the ANL and BNL bubble chamber experiments of the
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Experiment Target Beam Topology Measurements Ref.

K2K CH νµ CC1π+ σCC1π+

σCCQE
(Eν) [26]

MiniBooNE CH2 νµ CC1π+ σCC1π+

σCCQE
(Eν) [27]

σ(Eν) [28]
dσ
dX

: X = Tµ, Tπ, Q
2

dσ
dX

(Eν) : X = Tµ, Tπ, Q
2

d2σ
dXdY

: {X, Y } = {Tµ, θµ}, {Tπ, θπ}

MINERνA CH νµ CC1π± dσ
dX

: X = θπ, Tπ [29]

νµ, ν̄µ CC1π± σ(Eν) [30]
dσ
dX

: X = pµ, θµ, Q
2

ν̄µ CC1π− σ(Eν) [31]
dσ
dX

: X = pµ, θµ, θπ, Tπ, Q
2

T2K H2O νµ CC1π+ σ(Eν) [32]
dσ
dX

: X = pµ, cos(θµ), pπ, cos(θπ), cos(θµπ)

CH νµ CC1π+ dσ
dX

: X = pπ, θπ, θµπ, Q
2, cos(θAdler), φAdler [33]

d2σ
dpµdcos(θµ)

ArgoNeuT Ar νµ, ν̄µ CC1π± σ [34]
dσ
dX

: X = pµ, θµ, θπ, θµπ

MicroBooNE Ar νµ CC1π+ σ –

Table 1.1: A summary of modern CC1π± cross section measurements.

1980s [35, 36], which used light nuclear targets (hydrogen and deuterium) and were

of low statistics. Nonetheless, this data has been used as the basis for pion produc-

tion by many generators, including NUANCE, which was employed by MiniBooNE.

They found that their data was on average 23% higher than prediction. Since Mini-

BooNE used a heavy nuclear target, nuclear effects and FSI were now a concern,

where they had not been in the earlier experiments. Since these measurements were

the first of their kind, it was not clear to what extent these effects were the cause

of the discrepancy, but more study was clearly needed.

In 2015, MINERνA published cross sections in terms of the angle and kinetic

energy of the pion [29]. Their signal definition differed somewhat from MiniBooNE’s.

MiniBooNE allowed only π+ (not π−), did not allow π0 or other additional mesons,

and did not include any kinematic cuts. By contrast, MINERνA allowed either π±,
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did allow π0 and other additional mesons, and included kinematic cuts on both the

neutrino energy and the invariant hadronic mass. The cuts were intended to make

their measurement more comparable to MiniBooNE’s, accounting for MINERνA’s

higher neutrino energy.

Figure 1.5 shows a comparison between MINERνA and MiniBooNE dσ/dTπ data,

and predictions from Genie for each experiment. Above ∼100 MeV, the shapes of

the two sets of data are in agreement, which MINERνA interpreted to indicate con-

sistency in pion absorption FSI processes. However, there is shape disagreement at

low values of Tπ, which was unexplained by existing models. In terms of normal-

isation, MINERνA’s higher neutrino energy should normally lead to higher cross

section values for this process, so the agreement in normalisation at higher Tπ is

also unexpected. Concerning Genie, it predicts MINERνA’s shape but not nor-

malisation, while it predicts MiniBooNE’s normalisation but not shape. Overall,

there is significant disagreement, which further highlighted the need for improved

understanding of nuclear effects.

In 2016, MINERνA published additional cross sections for muon kinematics and

Figure 1.5: Comparison between MINERνA and MiniBooNE dσ/dTπ data, and
predictions from Genie for each experiment. Figure from Ref. [29].
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for four-momentum transfer Q2 [30]. This analysis differed form the previous result

in two important ways. First, significant improvements were made to the flux es-

timate [37]. And second, the signal definition was changed to cut on the invariant

hadronic mass after the effects of FSI (Wexp), rather than before (Wtrue). The pre-

viously measured cross sections were also reanalysed with these updates, with the

results made available as a public data release [38]. The normalisation agreement

with MiniBooNE improved slightly, but both normalisation and shape discrepancies

were still present [39].

In 2017, T2K published various cross sections on water in terms of muon and

pion kinematics [32]. The data were found to be in good agreement with the NEUT

generator [40]. Genie agreed well in shape, but over-predicted the normalisation.

In 2018, ArgoNeuT published the first pion production cross sections on argon

[34]. This is of particular interest since it is also the target used by MicroBooNE,

and is planned to be used by the two other short-baseline neutrino program experi-

ments (SBND and ICARUS) and the DUNE experiment. For all measurements, the

GiBUU generator [41] was found to be in good agreement. NuWro [42] and NEUT

predictions were similar to each other and over-predicted the normalisation. The

Genie prediction was higher still, likely stemming from too high of a non-resonant

background prediction.

In 2020, T2K published a new set of cross sections on hydrocarbon, including

the first modern measurement of the Adler angles [33]. This is the same target

that MINERνA used, but comparisons are still limited by the various differences

mentioned at the beginning of this section (beam flux, signal definition, etc.). That

said, in the small region of overlapping phase space (events with 1 < pµ < 2 GeV/c

and 0.9 < cos θµ < 1.0), the two results are found to be consistent [43]. There

are many interesting details in the comparisons to generator predictions, which are

detailed in Ref. [43] but are largely outside the scope of this work. Broadly speaking,

they found that all generators considered (NuWro, NEUT, and three versions of

Genie) provided good descriptions for muon kinematic variables and for the muon-

pion opening angle. Agreement for pion kinematic variables and derived quantities

(Q2 and the Adler angles) was generally worse and predictions were more varied

among the generators.

Overall, recent years have seen significant progress in the measurement and sim-

ulation of CC1π± interactions. Direct comparison between experiments remains

difficult or impossible, but generators allow for useful indirect comparisons and

evaluations of models to be made. There continues to exist tension between recent

cross section results and generator predictions, especially for pion kinematics. It is

clear that an important factor in these discrepancies is our incomplete understand-

ing of nuclear effects and FSI. Generators have improved in their implementation of
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theories of these effects and have benefited from the wealth of recent data necessary

to tune their predictions. Increased cooperation between experimentalists, theorists,

and generator experts has been and will remain of critical importance to advances

in this field.

This thesis presents the first measurement of CC1π+ interactions in Micro-

BooNE.
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Chapter 2

The MicroBooNE Experiment

This chapter describes the details of how the MicroBooNE experiment functions.

Section 2.1 describes the detector itself, Section 2.2 describes the source of neu-

trinos, Section 2.3 describes how various aspects of the experiment are simulated,

and Section 2.4 shows how raw data is processed into a full reconstruction of the

interactions.

2.1 The MicroBooNE Detector

MicroBooNE is a 170 ton liquid argon time projection chamber (LArTPC) located

in the Booster Neutrino Beam (BNB) at the Fermi National Accelerator Labo-

ratory (Fermilab). The TPC is a rectangular cuboid measuring approximately

256 x 233 x 1037 cm. It is housed in a cylindrical cryostat, as shown in Figure

2.1.

Figure 2.1: Schematic of the MicroBooNE LArTPC, housed inside the cryostat.
Figure from Ref. [44].
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Figure 2.2 illustrates the basic principles of operation of the LArTPC. When

charged particles travel through the detector, they ionise the liquid argon. An

electric field of 273 V/cm is applied that causes the ionisation electrons to drift

toward one side of the detector (the anode), which is instrumented with three planes

of sense wires. Bias voltages are applied to the wires such that the electrons induce

a signal on the first two planes and are then collected on the third. The collection

plane is vertical, while the induction planes are angled at ±60 degrees to the vertical.

The distance between adjacent wires on each plane is 3 mm, which enables high

resolution imaging.

Figure 2.2: A diagram showing the operating principles of the MicroBooNE
LArTPC. Figure from Ref. [44].

Additionally, a system of 32 photomultiplier tubes (PMTs) is located behind the

wire planes, as shown in Figure 2.3. They collect scintillation light, used in part to

help provide timing information for the tracks. There are also 4 light guide paddles

used for the purposes of R&D, but they are not typically involved in MicroBooNE

analyses, including this one. Together, the wire planes and PMTs allow for the full

3D reconstruction of events.
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Figure 2.3: A schematic of the placement of the PMTs in MicroBooNE. Light guide
paddles are also shown, but are not involved in this analysis. Figure from Ref. [45].

2.2 The Booster Neutrino Beam

The primary source of neutrinos for the MicroBooNE experiment is the Booster

Neutrino Beam (BNB), part of Fermilab’s Accelerator Complex. An overview of the

Complex is shown in Figure 2.4, including the four main components: the Linear

Accelerator (Linac), Booster, Recycler Ring, and Main Injector. Figure 2.5 gives an

overhead view of Fermilab showing what this looks like in actuality.

The Booster is a synchrotron that is 474 meters in circumferences and operates

at a frequency of 15 Hz. It receives a primary beam of protons from the Linac. The

Booster accelerates these protons from an initial energy of 400 MeV up to 8 GeV.

The Recycler and Main Injector can be used to further accelerate the protons, but

MicroBooNE is a lower energy experiment that does not use these as part of its

BNB beamline. However, the Neutrinos at the Main Injector (NuMI) beamline is

in use by the MINERνA and NOνA experiments, and MicroBooNE does receive a

flux of highly off-axis neutrinos from this secondary source.

After being accelerated, the protons are impinged upon a beryllium target, creat-

ing muons, pions, and other secondary particles. A focusing horn is used to separate

secondaries with positive and negative charges. In order to produce a beam com-

posed primarily of neutrinos, positively charged particles are focused and negatively

charged particles are defocused. The horn is also capable of doing the opposite to

create a beam of primarily anti-neutrinos. The focused secondaries decay in a decay

pipe, and a beam dump at the end is used to stop the non-neutrino particles that

this produces. The neutrinos continue through several hundred meters of dirt before

finally reaching MicroBooNE.
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Figure 2.4: An overview of the Fermilab Accelerator Complex. Figure from Ref.
[46].

Figure 2.5: Aerial view of Fermilab with features of the Accelerator Complex
marked: the Linac (cyan), Booster (red), path of the accelerated protons from the
Booster to the target (pink), BNB (blue), the Main Injector and Recycler (green),
and the location of MicroBooNE within the BNB (yellow cross).
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2.3 Event Simulation

This section describes how various aspects of MicroBooNE are simulated. The

simulations used here are based on the Monte-Carlo (MC) method. Simulations are

used for the tuning of analyses, for estimation of background event rates, and for

comparisons to data.

2.3.1 Neutrino Flux Simulation

The first step in simulating events is to predict how many neutrinos come from the

BNB per proton-on-target per unit area, as a function of energy. This includes both

the νµ that compose most of the beam and that we are primarily interested in, as well

as the fluxes of ν̄µ, νe, and ν̄e. MicroBooNE uses a framework that is based on the

MiniBooNE flux simulation [47]. GEANT4 is used to simulate the flux generation,

starting from the interaction of primary protons with the beryllium target, and

continuing through production and decay of mesons and muons, resulting in a beam

of neutrinos [48]. Updates have been made from MiniBooNE’s framework to include

K+ production data and HARP data in the fit [49]. The resulting prediction of the

flux received at MicroBooNE is shown in Figure 2.6. Note that MicroBooNE took

data only in neutrino mode, so the flux prediction for the antineutrino mode is not

shown here.

Figure 2.6: Prediction from simulation of the absolute neutrino flux through Micro-
BooNE, averaged over the TPC volume, while in neutrino mode. Fluxes are shown
for νµ, ν̄µ, νe, and ν̄e. Figure from Ref. [50].
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2.3.2 Cosmic Ray Simulation

MicroBooNE is a near-surface-level detector with no overburden. This means that

the rate at which particles from cosmic rays (CRs) enter the detector is quite high.

Each recorded “event” is 4.8 ms of TPC readout, which is predicted to contain 25

CR muons on average. Although data recorded with the beam off (and therefore

containing only CRs) can be used to account for this background, events where both

neutrinos and CRs are present must also be considered, as it is possible to select a

CR interaction instead of the neutrino interaction. For this analysis, all such selected

interactions that contain CR particles are considered background. The Cosmic Ray

Simulations for Kascade (CORSIKA) generator [51] is used to simulate these CRs

that occur “in-time” with the beam.

One issue with this simulation-based approach is that there are not associated

systematic uncertainties. Future analyses plan to overcome this using “overlays,”

where simulated neutrino interactions and beam-off CR data are combined (see

Section 8.3 for further discussion). This approach was not ready to been used in

this analysis.

2.3.3 Neutrino Interaction Simulation

Beam neutrinos are passed to the Genie generator, which handles simulating neu-

trino interactions within the detector [52, 53]. This analysis uses two different Genie

model sets, or “tunes,” a default tune and an alternative tune that is used to eval-

uate systematic uncertainties. The models used in each of these tunes are listed in

Table 2.1. The models of the alternative tune were chosen to be more theory-driven

and relevant for MicroBooNE’s energy scale. Section 6.1.3 describes the use of the

alternative tune for evaluating systematic uncertainties.

Model Element Default Genie Tune Alternative Genie Tune
Nuclear Model Bodek-Ritchie Fermi Gas [54] Local Fermi Gas [55, 56]

FSI hA [53] hA2014 [53]
Quasi-Elastic Llewellyn-Smith [57] Nieves [55, 56]

Meson-Exchange Currents Empirical [58] Nieves [55, 56]
Resonant Rein-Sehgal [59] Berger-Sehgal [60–63]
Coherent Rein-Sehgal [59] Berger-Sehgal [60–63]

Table 2.1: The two Genie model sets used in this analysis.

Both nuclear models used in this analysis are based on treating the nucleus as

a Fermi gas, wherein the nucleons are in a constant potential well and the only

interactions between them are due to Pauli blocking. This relatively simple model

can be modified in a number of ways. The alternative tune instead uses a local

Fermi gas model [55], where the potential is no longer constant, but rather is based
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on the radial position of the nucleons within the nucleus. This is further built upon

in the Bodek-Ritchie model [54] used by the default tune by also considering two

nucleon correlations, leading to a higher tail in the distribution of nucleon momenta.

Final State Interaction (FSI) simulations are based on an Intra-Nuclear Cascade

model [64], where hadrons produced within the nucleus undergo a series of individual

interactions with the nucleons, leading to a hadronic cascade (see Figure 1.4). The

hA model [53] used in the default tune differs by using the total cross section for

each FSI process, based on empirical data, rather than simulating the individual

hadronic interactions. The hA2014 model [53] used in the alternative tune is an

updated version, based on much more data. It also includes Coulomb corrections,

which account for the fact that the lepton produced in the initial interaction is

affected by the electric field of the nucleus.

The remaining model elements provide cross sections for specific interaction pro-

cesses. Calculating these from the first principles of quantum field theory is un-

fortunately not feasible. Instead, they are approximated using “form factors” that

encapsulate the structure of the nucleons.

For quasi-elastic (QE) interactions, the form factors of Llewellyn-Smith [57] are

used in the default tune and those of Nieves [55, 56] are used in the alternate tune.

An important difference between them is that only the latter includes Random

Phase Approximation (RPA) corrections, which consider interactions between the

nucleons, rather than treating them as free.

Meson-Exchange Current (MEC) refers to interactions that are similar to QE,

but involve two initial and two final nucleons. The default tune uses an empirical

model [58], which unfortunately does not have associated uncertainties (see Section

6.1.3). For the alternate tune, the Nieves model that is used for QE also includes a

more theory-driven model of MEC.

Resonant (RES) and coherent (COH) interactions are handled together. In the

default tune, the Rein-Sehgal model [59] is used, which again uses specific form

factors to approximate the cross section. The alternate tune instead uses the Berger-

Sehgal model [60–63], which is an updated version that includes improvements based

on additional pion production cross section data.

2.3.4 Detector Simulation

Once Genie has simulated the interactions, the resulting particles are passed to

GEANT4, which propagates them through the liquid argon. It also handles the

simulation of ionisation electrons drifting to the wire planes and of scintillation light

travelling to the PMTs.

One detector effect of particular note is known as the space charge effect (SCE).
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SCE refers to a build-up of slow-moving, positively charged ions in the detector

(caused in MicroBooNE by ionisation from CRs), leading to a distortion of the

electric field within the detector. MicroBooNE has undertaken a study of SCE and

how it affects this experiment [65, 66]. This effect is both included in the detector

simulation and is corrected for in this analysis.

There is one known significant detector effect that is not simulated in this anal-

ysis. When ionisation electrons pass by the wire planes, it is assumed that they

induce a charge on only the wire that they are closest to. In reality, a significant

amount of charge is induced on a number of wires to either side: ±10 on the first

induction plane and ±2 on the second induction plane and on the collection plane

[67]. This effect is referred to as dynamic induced charge (DIC). The main result

of this effect is to broaden dE/dx distributions. A preliminary version of a DIC

simulation is used in this analysis (discussed further in Section 7.1), but a final and

fully integrated DIC simulation is an area of future work (see Section 8.1).

2.4 Event Reconstruction

This section describes how raw data recorded in MicroBooNE is processed and

turned into reconstructed events that can be further analysed.

2.4.1 Hit Reconstruction

One of the main sets of data MicroBooNE records is the charge detected by the

sense wires over time. Processing these signals is complex, with many more details

than can fit within the scope of this thesis. An overview is given here, but detailed

descriptions of the techniques used in MicroBooNE are available in Refs. [67] and

[68].

The signal that is measured is the combination of both the “original signal” from

the ionisation electrons, as well the wire field response and noise generated by the

electronics. The goal is to recover the original signal, which in MicroBooNE is done

via a process known as deconvolution [69]. This has also been used successfully in

the past by ArgoNeuT [70]. If this process accounts only for changes in the charge

near each wire over time, it is referred to as one-dimensional (1D) deconvolution.

In practice, due to the DIC effect described in the previous section, the measured

signal depends also on the charge present in other nearby wire regions. This can also

be accounted for, by means of 2D deconvolution. Figure 2.7 shows a comparison

of the noise filtering only, 1D deconvolution, and 2D deconvolution for an example

event in MicroBooNE. Currently, MicroBooNE uses only the 1D technique, but this

could be updated for future analyses.
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Once the signal is deconvolved, an algorithm is used to find peaks in the wave-

forms, and these identified regions are fit with a Gaussian shape. Objects called

“hits” are reconstructed from this data, which includes the width of the signal and

the time of the peak. Hits serve as the base unit that further reconstruction steps

build upon.

Figure 2.7: A comparison of the measured signal on one of the induction planes (the
U plane) from an example candidate neutrino data event in MicroBooNE after noise
filtering, 1D deconvolution, and 2D deconvolution. It can be seen that the signal is
successively more defined. Figure from Ref. [67].

2.4.2 Pandora Pattern Recognition

Reconstructed hits are turned into higher level objects that are classified as tracks

and showers using the Pandora Software Development Kit, a multi-algorithm pat-

tern recognition framework [71, 72]. Pandora takes as input reconstructed hits and

returns Particle Flow Objects (PFOs), which each represent a single interaction.

PFOs are composed of Particle Flow Particles (PFPs), which each represent a single

reconstructed object (e.g. a track or shower). PFOs also structure the PFPs in a

hierarchical “particle flow” relationship. Each PFP may be a parent or daughter

of another, with parents being closer to the start of the interaction and daughters

further away.
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The first step Pandora takes is to group hits together into “clusters” on a per-

plane basis, giving 2D reconstructions. Pandora compares the information from the

different planes and identifies any areas where ambiguities exist. For instance, one

plane may have two clusters that correspond to only one cluster on another plane.

Clusters are merged or split to resolve this, and this process is repeated until all

ambiguities are resolved. The result is a single 3D reconstruction. Each cluster is

identified as being either “track-like” or “shower-like,” and the corresponding object

is reconstructed accordingly.

Pandora performs this process in two passes: one to identify CR interactions and

one to identify neutrino interactions. The CR pass assumes that particles are most

likely to be track-like and downward-going, while the neutrino pass assumes they’re

most likely to be forward-going. In the neutrino pass, a final step is to group PFPs

into PFOs and identify their hierarchy. Candidate interaction vertices are identified,

and a neutrino PFP is created at the chosen vertex as the foremost parent in the

interaction. The PFPs that are daughters of this are identified, further PFPs are

identified as daughters of those particles, and so on until every non-neutrino PFP

has a parent. An example of a simulated event reconstructed using Pandora, with

labeled PFPs and hierarchy, is given in Figure 2.8.

Figure 2.8: A simulated event in MicroBooNE reconstructed with Pandora, showing
an example of the particle hierarchy. Figure from Ref. [72].
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2.4.3 Optical Reconstruction

Optical information from the PMTs situated behind the wire planes is also recon-

structed into higher level objects. The PMT signals are split into a high-gain channel

and a low-gain channel. The high-gain channel is used by default to create a gain-

corrected waveform. The low-gain channel serves as a backup in cases where the

high-gain channel is saturated. As with the TPC reconstruction, the aim is to re-

construct hits from these waveforms. A baseline of activity is established and an

algorithm is used to find peaks, providing information such as the width and the

peak height, which is stored as hit objects.

The next step is to reconstruct “flashes” that group hits together. Flashes cor-

respond to the light produced from a single interaction. They therefore consist of

the in-time hits from a collection of PMTs. In order to account for late light pulses,

there is an 8µs dead time after each flash during which the reconstruction of other

flashes in the same area is not allowed. Flashes are used to aid in identifying neutrino

interactions, the process of which is described in Section 4.1.
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Chapter 3

Simulation Benchmarking and

First CC Inclusive Selections

In addition to the main CC1π+ cross section analysis described in this work, I under-

took a number of service tasks. Section 3.1 describes work that I did to benchmark

the MicroBooNE MC simulation that was used in the first physics articles. Sec-

tion 3.2 describes contributions I made to MicroBooNE’s first steps toward a CC

inclusive cross section analysis.

3.1 Simulation Benchmarking

MicroBooNE first started taking data in October 2015. Soon thereafter, an impor-

tant step in validating MicroBooNE’s MC simulation and reconstruction, as well

as its detector performance, was to make comparisons to data. Dr. Adam Lister

and I worked together to produce a detailed analysis of areas of agreement and

disagreement across many different variables, using off-beam data and CORSIKA

MC events. This provided the first real benchmark of MicroBooNE’s reconstruction

algorithms for hits, tracks, vertices, flashes, and calorimetry. We wrote both an

internal technical note and a public note that detailed our findings [73].

Broad agreement was seen, but a number of specific problematic areas were

identified. Most discrepancies were caused by a couple of known effects that were

not yet simulated: wire noise and the space charge effect (see Section 2.3.4). This

analysis showed the extent of these effects and reinforced the need for their inclusion

in the simulation. Two example plots showing this are given in Figures 3.1 and

3.2. Some discrepancies, however, were unexpected. In particular, the angular

distribution of cosmic tracks seemed to be slightly mis-modelled.

Flagging up issues such as these is important to all MicroBooNE analyses. These

first comparisons laid the groundwork for the development of a continuous integra-
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Figure 3.1: An example plot showing a comparison of track lengths in (area-
normalised) cosmic data and MC. The peak at ∼230-250 cm is due to tracks that
travel the whole height or width of the detector. This peak is lower in data due to
the space charge effect, which was not modelled in this generation of the MC. The
difference at the start of the distribution is also due to SCE. Figure from Ref. [73].

Figure 3.2: An example plot showing a comparison of the cosine of the polar angle
θ between tracks and the beam axis, in (area-normalised) cosmic data and MC.
Tracks less than 30 cm long have been cut. Data is higher than MC at cos(θ) ≈ ±1
(the beam direction) and ±0.85 (the angle of the two induction planes). In both
cases, the disagreement was attributed to noise that was not modelled in the MC.
The dip at cos(θ) ≈ 0 is due to difficulty in reconstructing tracks that are parallel
to the collection plane. Figure from Ref. [73].
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tion system that became standard in MicroBooNE. I was not personally involved

in this work, but I describe it here briefly for completeness. Every time a new

simulation release was tagged, plots similar to those that we initially made were

automatically generated. MicroBooNE shifters monitored these plots, comparing

them to corresponding plots from recent releases, as well as to a baseline release.

This allowed for incremental validation of the simulation, wherein bugs or other

issues could be found much more quickly.

3.2 CC Inclusive Analysis Contributions

One of the first challenges for MicroBooNE analyses was to distinguish between

neutrino interactions and cosmic background. Accordingly, a charged current (CC)

inclusive analysis was developed, whose main goal is doing just that. Many Micro-

BooNE collaborators worked together to create two different selections (Selection I

and Selection II) in parallel. The simulation work described in the previous section

was largely undertaken in support of this.

The two selections used different strategies and reconstruction algorithms. A

diagram giving an overview of both selections is shown in Figure 3.3. Selection I

focused on identifying the muon coming from the νµ CC interactions. Selection II

took a more complex approach, with different treatments for events with different

multiplicities. In both cases, first a flash with at least 50 PE must occur during the

beam window, in order to identify neutrino interactions. The next several cuts on

flash and vertex position ensure good reconstruction quality.

Selection I, however, selects the most forward-going interaction, in an attempt to

further reduce cosmic backgrounds. It does this by constructing a momentum-like

variable that is the average direction of all tracks coming from the neutrino vertex,

weighted by their length. This selection finishes by requiring that the longest track

(likely the muon) is contained and has a minimum length of 75 cm.

After the quality cuts, Selection II splits into different paths for different mul-

tiplicity events. Events with multiplicity 1 are treated similarly to Selection I, al-

though there is an additional cut that makes use of dE/dx information. One of the

main backgrounds for events with multiplicity 2 is cosmic muons decaying to Michel

electrons, which is reduced by evaluating multiple criteria. First, the dE/dx values

at either end of the longer track are compared. If the vertex is at the end with larger

dE/dx, it is a sign that the longer track may be a cosmic muon, with the vertex

marking the Michel decay. Second, if the longer track exits the fiducial volume in the

vertical direction, this is a sign that it may be an entering cosmic muon. If either of

these two criteria are true and the shorter track is less than 30 cm long, it is identi-

fied as a Michel decay and removed from the selection. The other main background
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Figure 3.3: An overview of the two CC inclusive selections. Boxes of the same colour
indicate similar types of cuts (although the cut values may differ). Figure from Ref.
[74].
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for multiplicity 2 events is tracks that are incorrectly broken by the reconstruction.

In this case, a cut is made on the opening angle between them, as broken tracks

are expected to be close to back-to-back. All events with multiplicity greater than

2 pass to the final part of the selection, as the cosmic background here is already

low. This final part of the selection, for events of all multiplicities, involves two

cuts. First, if there are multiple candidate neutrino interactions remaining (∼ 3%

of events), the interaction with the longest track is selected. And finally, the longest

track (which is the muon candidate) must be at least 15 cm.

The two selections have different strengths and weaknesses. Selection I has

significant bias toward forward going tracks, and its requirement of containment

for the muon candidate considerably limits phase space and acceptance. However,

it does not have any multiplicity bias. Selection II makes use of dE/dx information,

but the calorimetric calibration was still an area of ongoing effort, which weakens

the extent to which it can be relied upon. Selection II’s differing treatment for

different multiplicities necessarily introduces some bias, but allows for significantly

better acceptance by not requiring containment for events with multiplicity greater

than 1.

The results of these selections were detailed in a public note [74], which showed

that the automated selected of neutrino interactions in a LArTPC on the surface

was indeed possible. Figure 3.4 shows the distributions of track range and track

cos(θ) for Selection I, while Figure 3.5 shows these distributions for Selection II.

Figure 3.6 shows an example event display of a selected CC event. On behalf of the

MicroBooNE collaboration, Dr. Lister and I presented the results of these studies

in a poster session at the XXVII International Conference on Neutrino Physics and

Astrophysics (Neutrino 2016). A paper with those results was published as part of

the conference proceedings [75].

This work served as a starting basis for the eventual CC inclusive cross section

analysis, which is described in the next chapter.
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Figure 3.4: Kinematic distributions for the track range (left) and track cos(θ) (right)
from Selection I. For events with multiplicity≥2, the longest track is used. Error
bars are statistical only. Figures from Ref. [74].

Figure 3.5: Kinematic distributions for the track length (left) and track cos(θ) (right)
from Selection II. For events with multiplicity≥2, the longest track is used. Error
bars are statistical only. Figures from Ref. [74].
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Figure 3.6: A collection plane event display of an example CC event selected with
Selection I. The horizontal track is from the selected interaction, while the more
vertical tracks are identified as cosmics. Figure from Ref. [74].
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Chapter 4

CC Inclusive Selection

This chapter outlines the inclusive selection of νµ CC events. This is not my own

work, but rather is primarily the work of Dr. Marco Del Tutto, as well as various

other MicroBooNE collaborators. This selection is used as a first step for the CC1π+

analysis described in the following chapters, and as such I summarise it here for

completeness.

Section 4.1 describes cuts related to matching flashes to other reconstructed

objects. Section 4.2 explains how muon candidates are selected. Section 4.3 discusses

several cuts aimed at ensuring reconstructed track quality. Section 4.4 describes a

fiducial volume cut. Finally, an overview of the performance of the selection is given

in Section 4.5.

4.1 Flash Matching

The first step of the selection is to identify events where a neutrino interaction has

occurred. To do this, it is required that an event has a reconstructed flash with at

least 50 PE during a neutrino beam spill. A spill is 1.6µs long, but due to small

per-event timing variations, the window used for this cut is extended by 0.1µs on

either side, for a total 1.8µs window.

In the reconstruction stage (see Section 2.4), each flash will have been matched to

zero or one Pandora reconstructed neutrino candidates. It is possible but unlikely

that two or more neutrino interactions truly occur during the same event, so it

is reasonable to neglect this case. The flash matching is done by first simulating

the flash response for each neutrino candidate interaction. The hypothesis flash is

compared to the measured flash, in terms of the PE count on each PMT. Figure 4.1

illustrates this for an example MC event. The candidate neutrino whose hypothesis

flash best matches the measured flash is selected for further downstream analysis.

Two additional selection cuts are applied to the flash matching. In both cases,

the positions of the hypothesis and measured flashes are compared, to ensure that
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Figure 4.1: Flash matching for an example MC event. On the left, a reconstructed
muon from a neutrino interaction (red) and the reconstructed flash (green) are shown
within the TPC (white border). The right plot shows the PE count on each PMT
for the reconstructed flash (blue) and the hypothesis flash (green). In this case, they
match well. Figures from Ref. [76].

they are close. Specifically, it is required that the difference in x position satisfies

−100 ≤ xhypo − xmeas ≤ 50 cm and the difference in z position satisfies −75 ≤
zhypo − zmeas ≤ 75 cm, where xhypo and zhypo are the hypothesis flash x and z

positions, respectively, and xmeas and zmeas are the measured flash x and z positions,

respectively. Figure 4.2 shows the distributions of these differences for both MC and

data.

Figure 4.2: Distributions of the differences between the positions of the hypothesis
and measured flashes, in the x-direction (left) and z-direction (right). Figures from
Ref. [76].

4.2 Muon Candidate Selection

Having now selected neutrino-induced interactions, it remains to select specifically

CC interactions. Different types of CC interactions will result in different numbers

and types of final state particles, but all are characterised by the presence of a

muon. In most cases, the muon track will be the longest. Muons can also be well
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separated from protons using the tracks’ dQ/dx information. Figure 4.3 shows the

distribution of track length versus truncated mean dQ/dx for simulated muons and

protons. A machine learning algorithm called a Support Vector Machine is used to

find a decision boundary between the two particle types. The longest track that is

also classified here as muon-like is selected as the muon candidate.

Figure 4.3: Distribution of track length versus truncated mean dQ/dx for simulated
muons (red dots) and protons (blue dots). A Support Vector Machine algorithm is
used to find a decision boundary, shown with the light red and blue regions. Only
those in the red region may be considered as muon candidates. Figure from Ref.
[76].

4.3 Track Quality

The next step is to make sure that the neutrino vertex and muon candidate have been

well reconstructed. Incorrect vertex position or track length can affect the muon

angle or momentum estimations. This is of particular concern for differential cross

section measurements in these variables. Another possible issue is electromagnetic

showers that are incorrectly reconstructed as tracks. Several successive cuts on

variables related to track quality aim to address these issues.

The first cut considers the distance between the hits and the reconstructed track

trajectory of the muon candidates. The trajectory is projected onto the collection

plane, and the distance from each collection plane hit to closest point on the trajec-

tory is calculated, which is denoted as its residual ri. For each event, the standard

31



CHAPTER 4. CC INCLUSIVE SELECTION

deviation of the residuals σri is then calculated. Misreconstructed showering events

will have a greater dispersion of hits around the track, and consequently a greater

value of σri , as shown in the distribution in Figure 4.4. A cut is applied such that

selected events must have σri < 2.5 cm.

Figure 4.4: Distribution of the standard deviation of the hit residuals for muon
candidates, in units of cm. Figure from Ref. [76].

In order to reconstruct a three dimensional track from two dimensional hits,

Pandora first constructs intermediate three dimensional objects called space-points

by matching hits across the three wire planes. Not every hit will necessarily corre-

spond to a space-point. However, tracks that are better reconstructed will have a

higher fraction of used hits. Figure 4.5 shows the distribution of the fraction fs of

collection plane hits that are associated with space-points used in the track fitting.

A cut is applied such that selected events must have fs > 0.7.

A final measure of reconstruction quality that is considered involves different

ways of measuring momentum. One way is to simply use the track’s length. The

relationship between range and kinetic energy for muons in liquid argon is known

from data from the Particle Data Group [77]. The momentum p is then calculated as

p =
√
K2 + 2mK, where K is the kinetic energy and m is the muon mass. However,

this requires that the muon is fully contained in the detector, which is often not

the case in MicroBooNE. For this reason, a second technique is used that does not

require containment. This method is based on multiple coulomb scattering (MCS),

which is a phenomenon wherein charged particles electromagnetically scatter off
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Figure 4.5: Distribution of the fraction of collection plane hits used in the muon
candidate track reconstruction. Figure from Ref. [76].

of nuclei in the medium they’re travelling through. In the usual model of MCS,

the RMS of the scattering angle is dependent on the particle’s momentum [78, 79].

MicroBooNE uses a variation of this model that is specifically tuned for LAr [80].

Figure 4.6a shows a comparison of these two methods for contained tracks. For

most particles, the two methods closely agree. However, there are a number of

off-diagonal points. These correspond to cases where the full length of the track

is not reconstructed, leading the length-based method to under-estimate the muon

momentum, while the MCS method is still able to estimate it well. Figure 4.6b shows

the distribution of the differences between these two methods. In order to eliminate

these poorly reconstructed tracks, a cut is applied such that the two methods must

agree within 0.2 GeV for selected events.

4.4 Fiducial Volume

A final selection cut defines a fiducial volume (FV), pictured in Figure 4.7, in order to

mitigate issues in certain areas of the MicroBooNE detector. In the drift direction

(x-axis), 12 cm are removed from either side of the TPC faces. In the vertical

direction (y-axis), a 35 cm gap from the TPC faces is excluded in order to account

for CR background interactions with misplaced start or end points, which can be

caused either by reconstruction issues or by the space charge effect (SCE). In the
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(a) (b)

Figure 4.6: (a) The reconstructed momentum for contained muons, as estimated
with the MCS method versus the length-based method. (b) The difference between
these two methods. Figures from Ref. [76].

beam direction (z-axis), the FV is 25 cm from the front TPC face and 85 cm from

the back face, in order to exclude muons that interact in the very end of the detector

and do not leave a substantial enough track before exiting. An additional 100 cm

region is removed due to a large number of dead collection plane wires there. A cut

is applied such that the reconstructed neutrino vertex position of selected events

must be within this FV.

Figure 4.7: The fiducial volume used in the analysis. The solid black line represents
the boundaries of the TPC, while the dashed lines show the FV. Figure from Ref.
[76].

4.5 Selection Performance

The performance of the event selection can be evaluated by looking at its efficiency

ε =
Selected CC signal events

Generated CC signal events
(4.1)

34



CHAPTER 4. CC INCLUSIVE SELECTION

and purity

ρ =
Selected CC signal events

All selected events
. (4.2)

Overall, the efficiency of the selection is 57.2% and the purity is 50.4%. The main

backgrounds are from CR only events, from events where a neutrino interaction is

present but a CR in the event is selected instead, and from neutrino interactions

outside of the FV.

It is also important to consider the efficiency as a function of various kinematic

variables, to ensure that the phase space has not been inadvertently shaped. Plots

and detailed discussion are available in Ref. [76], but I summarise here briefly. The

efficiency in most variables is found to be mostly flat, with the main exception being

the true muon azimuthal angle φ (around the beam axis). The cosmic removal stage

of the event reconstruction causes there to be lower efficiency near φ ≈ ±π/2 rad,

corresponding to tracks travelling vertically upward or downward.

Figure 4.8 shows the efficiency as a function of true neutrino energy, for different

Genie interaction types. The distributions are very similar, showing that the selec-

tion really is inclusive. They are also flat across most of the range, falling off only at

low neutrino energy. Distributions of event rates in true kinematic variables before

and after the selection and split by interaction type also show minimal shaping. All

of these facts make this selection well suited to serve as a starting basis for further

exclusive selections, as no significant bias has been introduced.

Although not directly relevant to the use of this selection as a pre-selection

for the CC1π+ analysis, the cross section results stemming from this selection are

worthy of note. The details of uncertainty estimation and cross section extraction

are beyond the scope of this work, but the resulting differential cross sections in

muon momentum and in the cosine of the polar angle θ between the muon and

beam axis are shown in Figure 4.9. A double differential result in these variables

has also been published [81].
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Figure 4.8: CC inclusive selection efficiency as a function of true neutrino energy, for
different Genie interaction types. CC coherent interactions contribute negligibly
and are not shown here. Error bars are statistical only. Figure from Ref. [76].

Figure 4.9: The νµ CC inclusive cross section on argon per nucleon, as a function
of the reconstructed muon momentum (left) and cos(θ) (right). Figures from Ref.
[76].
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Chapter 5

CC1π+ Selection

This chapter outlines the selection of CC1π+ events. The CC inclusive selection

described in the previous chapter is used as a pre-filter for this selection. The

remainder of the selection, as described in this chapter, is my own original work,

with one exception. The log-likelihood particle ID algorithm described in Section

5.4.4 is the work of Dr. Kirsty Duffy and Dr. Adam Lister.

A precise signal definition and description of backgrounds is given in Section

5.1. Section 5.2 describes the process of modifying Pandora’s functionality in order

to give a more suitable starting sample. Similarly, Section 5.3 describes two pre-

selection cuts aimed at addressing reconstruction issues, in order to improve the

sample quality.

Section 5.4 describes the boosted decision tree (BDT) that is the principal part

of the selection. Different boosting algorithms are explored in Section 5.4.1, a de-

scription of the training sample is given in Section 5.4.2, and explanations of each

of the input variables are given in Sections 5.4.3 - 5.4.5. The results from the BDT

are presented in Section 5.4.6.

Sections 5.5 and 5.6 describe two further selection cuts on the MIP candidates

identified by the BDT, one on opening angle and one on containment. Section 5.7

discusses initial results of muon-pion separation, labelling the two MIP candidates

as a muon candidate and a pion candidate. Finally, overall results of the event

selection are shown in Section 5.8.

5.1 Signal Definition and Backgrounds

I define the CC1π+ signal as an interaction containing the final state particles:

• exactly one muon

• exactly one pion
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• no other mesons

• any number of nucleons or nuclei

• Due to a reconstruction issue, I also require that direct daughters of the neu-

trino (so the muon, pion, and possibly some nucleons or nuclei) do not have a

polar angle θ of π/2± 0.2 rad. This is discussed in detail in Section 5.3.2.

Note that the fiducial volume I use in this analysis is the same as that used in the

preceding CC inclusive selection (see Section 4.4). Figure 5.1 illustrates this signal

definition with a number of example interactions, labeled with whether they would

be counted as signal or background events in this analysis.

Figure 5.1: Examples of background (left) and signal (right) events. A red line
represents a muon, a blue line represents a proton, a green triangle represents an
electromagnetic shower, and a magenta line represents a charged pion.

Some figures in this chapter contain stacked histograms of the various topologies

that were selected. Brief descriptions of each background category are given below.

Beam-off Events where no neutrino interaction is present, but a cosmic interaction

occurs during the event window and is selected. The rate of this background is

measured from data taken while the neutrino beam is turned off.

Cosmic Events where a neutrino interaction is present, but a cosmic interaction is

selected instead.

Mixed Events where both a neutrino and cosmic interaction are present, and are

incorrectly reconstructed as a single interaction that is then selected.

Dirt Events with interactions that occur outside of the cryostat. These are simu-

lated in a separate “dirt” sample.

Out of FV Events with a true neutrino vertex outside of the fiducial volume, but

a reconstructed vertex inside it. These occur primarily due to the space charge

effect.

Multi-ν In the vast majority of cases, no more than a single neutrino interaction

is present in an event. However, rarely, it is possible for there to be multiple
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neutrino interactions. It is estimated that 1 in 600 events in MicroBooNE

will contain a neutrino interaction, meaning the chance of an event with two

neutrino interactions is roughly 1 in 6002 = 720000, corresponding to a very low

number of expected occurrences in the dataset used in this analysis. Therefore,

rather than expend effort to apply special handling for this case, any such

multi-neutrino event is simply classified entirely as background.

νµ CC0π Events with no charged or neutral pions. These constitute the largest

background for this analysis.

νµ CC1π+Bad Angle Events that would otherwise be signal, but where one or

more of the direct daughters of the neutrino have a polar angle θ of π/2± 0.2

rad, which causes a reconstruction issue. See Section 5.3.2 for further details.

νµ CC1π− Wrong sign single pion production events, caused by a small flux of νµ

in the neutrino beam. Note that unlike many experiments, MicroBooNE does

not have a magnetic field with which to identify the sign of charged particles,

so this background cannot be cleanly rejected.

νµ CC1π0 Single neutral pion production.

νµ CC >1π Events with more than one final state pion of any charge.

νµ CC Other All other νµ charged current events.

νe CC All νe and νe charged current events, caused by small fluxes of each present

in the neutrino beam.

NC All neutral current events.

5.2 Track Refitting

Pandora classifies each non-neutrino PFP as either track-like or shower-like, and

constructs a corresponding object based on this. I expect CC1π+ events to have

at least two tracks: the muon and the pion. However, as shown in Figure 5.2, the

fraction of muons, pions, and also protons that are classified as tracks is found to be

lower than ideal. Specifically, overall, 7.7% of muons, 30.3% of pions, and 20.5% of

protons were classified as showers in events that pass the CC inclusive pre-selection.

In order to overcome this issue, I added functionality to Pandora to optionally

reconstruct all non-neutrino PFPs as tracks, regardless of Pandora’s classification.

I do this in such a way that it does not modify the CC inclusive pre-selection; it

is effectively applied afterwards. This gives me a workable starting basis for this

analysis, with the ability to cut out true showers with later selection cuts.

Figure 5.3 shows the distributions of track length and polar angle θ between the

track and the beam axis for the longest track in each event that is a direct daughter

of the neutrino candidate. Corresponding plots are shown for each stage of the

selection, as an aid in showing the effect of each cut.
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Figure 5.2: The fraction of muons (red circle), pions (green square), and protons
(blue triangle) in events passing the CC inclusive pre-selection that are classified by
Pandora as tracks, as a function of true kinetic energy. I expect all of these particles
to be classified as tracks, and so choose not to use this classification system.

5.3 Quality Cuts

Before applying selection cuts to specifically identify signal events, quality cuts need

to be applied. These are designed primarily to remove events that are poorly recon-

structed. Section 5.3.1 describes a cut on the distance between track starting points

and the neutrino vertex, while Section 5.3.2 describes a cut on the polar angle of

tracks.

5.3.1 Vertex-track start distance

I expect that direct daughters of the neutrino in CC1π+ events will start near the

reconstructed neutrino vertex. The distribution of these distances is shown in Figure

5.4. PFPs that start farther away are more likely to be true showers or to be poorly

reconstructed. I therefore require that all direct daughter PFPs start within 5 cm

of the reconstructed neutrino vertex. Figure 5.5 shows the distributions of track

length and polar angle θ between the track and the beam axis for the longest track

in each event that is a direct daughter of the neutrino candidate, after this cut is

applied.

This distance may seem high, given that the wire pitch in MicroBooNE is 3 mm.

Figure 5.6 shows the efficiency, purity, and efficiency times purity of the selection
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Figure 5.3: The distributions of track length (top) and polar angle θ between the
track and the beam axis (bottom) for the longest track in each event that is a direct
daughter of the neutrino candidate, after track refitting.
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Figure 5.4: Distribution of the distance between each track’s starting point and the
reconstructed neutrino vertex.

as a function of the cut value for the vertex-track start distance. Maximising for

efficiency times purity would actually increase the cut distance to about 10 cm. This

cut cannot be made tighter with current reconstruction performance without further

reducing efficiency.

One particular failure mode I identified involves a single true muon reconstructed

as two separate tracks, with the reconstructed neutrino vertex placed in the wrong

position. An event display showing a 2D projection of an example simulated event is

shown in Figure 5.7. Despite this misreconstruction, both tracks are still considered

to be direct daughters of the neutrino by Pandora. Pandora is a complicated, multi-

algorithm pattern recognition framework (see Section 2.4.2 for description), so it is

not straightforward to assess why these misreconstructions occur and further study

is necessary. Nonetheless, since one of these tracks will start far away from the

reconstructed neutrino vertex, placing a cut on this distance also eliminates these

poorly reconstructed events, which is sufficient for this analysis.

5.3.2 Polar Angle

In order to convert the measured change in charge per unit length along a track

dQ/dx into its energy loss per unit length dE/dx, one needs to calibrate and cor-

rect for various issues with the wire planes. At the time of this analysis, only the

calibration for the collection plane is found to be reliable, and so for these purposes
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Figure 5.5: The distributions of track length (top) and polar angle θ between the
track and the beam axis (bottom) for the longest track in each event that is a direct
daughter of the neutrino candidate, after the cut on vertex-track start distance is
applied.
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Figure 5.6: Efficiency (red), purity (blue), and efficiency times purity (black) of the
selection, as a function of the cut value for vertex-track start distance.

Figure 5.7: Event display of a simulated event where a single true muon has been
reconstructed as two tracks (one shown in red, the other in purple). Both tracks are
reconstructed as direct daughters of the reconstructed neutrino vertex (green star).
Note that this is a 2D projection of the event in the x-z plane.
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I do not use the induction planes.

The angles and coordinate system used in MicroBooNE are shown in Figure 5.8.

The wire planes sit at the anode, with the collection plane wires in the vertical

direction (polar angle θ = π/2). The distribution of θ for tracks that are direct

neutrino daughters is shown in Figure 5.9. Since I am only able to use the collection

plane, an angular complication arises for tracks that are parallel to the collection

plane. All of the charge from these tracks will essentially arrive on one wire, making

it very difficult to properly measure the dQ/dx values. In order to account for this,

I must apply a selection cut to remove these poorly measured tracks. Specifically,

I require that direct daughters of the neutrino must not have values of θ between

π/2± 0.2 rad. Figure 5.10 shows the distributions of track length and θ for the

longest track in each event that is a direct daughter of the neutrino candidate, after

this cut is applied.

Since the selection will have zero efficiency in this area of phase space, I need to

adjust my signal definition. Any resulting cross section measurement will necessarily

be biased by this exclusion if I claim to have tried to measure these events. I therefore

remove these events from my signal definition: events in which the true muon or

pion have values of θ between π/2± 0.2 rad are excluded from my signal.

5.4 Boosted Decision Tree

Decision trees are a simple type of classifier. They take as input a sample of labelled

signal and background objects, called the training sample, and a set of variables

that one wishes to use for classification. At each node, the sample is split into two

parts by finding the classification variable (and cut value for that variable) that best

separates the signal and background. This is done successively until each final node

is made up mostly or entirely (as configured) of only signal or background events.

The phase space of the selection variables is thus split into regions that are classified

as signal-like or background-like, which can then be applied to real data.

Unfortunately, individual decision trees are often strongly impacted by fluctua-

tions in the training sample. In order to overcome this, the concept of a single tree

can be extended to a “forest” of multiple trees, which combine to form a boosted

decision tree (BDT). Events from the training sample are reweighted, and each new

set of events produces a decision tree via the same process outlined previously. A

final BDT classifier is then created by taking the weighted average of all of the deci-

sion trees. This enhances both resiliency to training sample fluctuations and overall

performance.
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Figure 5.8: Angles and coordinate system used in MicroBooNE. θ is the polar angle
between a track and the beam axis; φ is the track’s azimuthal angle. Figure from
Ref. [74].
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Figure 5.9: Distribution of the polar angle θ between each direct neutrino daughter
track and the beam direction.
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Figure 5.10: The distributions of track length (top) and polar angle θ (bottom) for
the longest track in each event that is a direct daughter of the neutrino candidate,
after the cut on θ is applied.

47



CHAPTER 5. CC1π+ SELECTION

5.4.1 Boosting Algorithms

I produced BDTs using the Toolkit for Multivariate Data Analysis with ROOT

(TMVA). A number of different boosting algorithms have been developed, several of

which were explored in this analysis. The most commonly used boosting algorithm

is known as Adaptive Boosting, or AdaBoost. TMVA also offers Gradient Boosting

and Bagging. In addition to these three main boosting algorithms, two additional

options were individually tried with AdaBoost: Fisher discriminant classification

and preprocessing input variable decorrelation.

A plot of the background rejection versus signal efficiency for each of these BDTs

is shown in Figure 5.11. Bagging clearly gives the worse performance, with all other

algorithms performing very similarly to one another.

Figure 5.12 shows overtraining checks for each algorithm. The BDT response for

the training sample is compared to that of a test sample, for both the signal and

background events. Each plot shows these four distributions, as well as the results

of TMVA’s implementation of the Kolmogorov-Smirnov goodness-of-fit test. Ideally

this value should be 0.5; values too far from this may indicate overtraining.

Since all of the non-bagging algorithms give similar performance, from this per-

spective, any would be a reasonable choice to use. I therefore also look at the shape
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Figure 5.11: Distribution of background rejection versus signal efficiency for each of
the five BDT methods tested: adaptive boost, adaptive boost with Fisher discrimi-
nant, adaptive boost with decorrelation, gradient boost, and bagging.

48



CHAPTER 5. CC1π+ SELECTION

0.2− 0.1− 0 0.1 0.2

Adaptive Boost response

0

1

2

3

4

5

6

7

8d
x

 / 
(1

/N
) 

d
N

Signal (test sample)

Background (test sample)

Signal (training sample)

Background (training sample)

Kolmogorov­Smirnov test: signal (background) probability =  0.07 (0.248)

U
/O

­f
lo

w
 (

S
,B

):
 (

0
.0

, 
0

.0
)%

 /
 (

0
.0

, 
0

.0
)%

TMVA overtraining check for classifier: Adaptive Boost

(a) Adaptive Boost

0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6

Ada. Boost + Fisher Discriminant response

0

0.5

1

1.5

2

2.5

3

3.5d
x

 / 
(1

/N
) 

d
N

Signal (test sample)

Background (test sample)

Signal (training sample)

Background (training sample)

Kolmogorov­Smirnov test: signal (background) probability = 0.332 (0.967)

U
/O

­f
lo

w
 (

S
,B

):
 (

0
.0

, 
0

.0
)%

 /
 (

0
.0

, 
0

.0
)%

TMVA overtraining check for classifier: Ada. Boost + Fisher Discriminant

(b) Ada. + Fischer Discr.

0.4− 0.2− 0 0.2 0.4

Ada. Boost + Decorrelation response

0

1

2

3

4

5

6

d
x

 / 
(1

/N
) 

d
N

Signal (test sample)

Background (test sample)

Signal (training sample)

Background (training sample)

Kolmogorov­Smirnov test: signal (background) probability =     0 (0.405)

U
/O

­f
lo

w
 (

S
,B

):
 (

0
.0

, 
0

.0
)%

 /
 (

0
.0

, 
0

.0
)%

TMVA overtraining check for classifier: Ada. Boost + Decorrelation

(c) Ada. + Decorrelation

0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8

Gradient Boost response

0

1

2

3

4

5

6

7

8d
x

 / 
(1

/N
) 

d
N

Signal (test sample)

Background (test sample)

Signal (training sample)

Background (training sample)

Kolmogorov­Smirnov test: signal (background) probability = 0.009 (0.428)

U
/O

­f
lo

w
 (

S
,B

):
 (

0
.0

, 
0

.0
)%

 /
 (

0
.0

, 
0

.0
)%

TMVA overtraining check for classifier: Gradient Boost

(d) Gradient Boost

1− 0.5− 0 0.5 1

Bagging response

0

2

4

6

8

10

12

14

16

18

20

22

d
x

 / 
(1

/N
) 

d
N

Signal (test sample)

Background (test sample)

Signal (training sample)

Background (training sample)

Kolmogorov­Smirnov test: signal (background) probability = 0.015 (0.469)

U
/O

­f
lo

w
 (

S
,B

):
 (

0
.0

, 
0

.0
)%

 /
 (

0
.0

, 
0

.0
)%

TMVA overtraining check for classifier: Bagging

(e) Bagging

Figure 5.12: Overtraining checks for each of the BDT algorithms.
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of the BDT response functions. Gradient Boost has the smoothest function and the

peaks of the signal and background responses are very separated. I therefore choose

Gradient Boost as the algorithm for this analysis moving forward.

5.4.2 Input Sample and Weighting

The purpose of the BDT is to separate MIP-like tracks from non-MIP-like tracks,

where MIP refers to a minimum ionising particle. In my case, this means that muons

and pions are my MIP-like signal sample, and all other tracks are my non-MIP-like

background sample. Furthermore, I wish to consider only muons and pions that

come from true neutrino interactions to be signal. Cosmic muons, for example, may

inhabit a different phase space, and I do not wish to select these tracks.

Unfortunately, this starting point does not produce the desired results. Since

there are many types of neutrino interactions that include a muon, and compara-

tively few that include a pion, the BDT winds up biasing toward identifying muons.

Its performance for correctly identifying pions is significantly worse, and thus its

overall performance for the CC1π+ selection is worse. In order to fix this issue, I

split the signal into a muon sample and a pion sample, which are then reweighted in

order to effectively train on the same number of muon and pion tracks. This leads

to much better overall CC1π+ selection performance.

Figure 5.13 shows the distributions of each of the BDT input variables for training

sample particles, split into signal and background. Detailed discussions of each of

these variables is found in the following sections.
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Figure 5.13: Distributions of each BDT input variable for training sample particles,
split into signal (solid blue) and background (hatched red). The variables are trun-
cated mean dE/dx (left), number of collection plane hits (centre), and log-likelihood
particle ID (right).
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5.4.3 Truncated Mean dE/dx

The dE/dx profile of a track is one of the main handles I have to determine whether a

track is MIP-like or not. This variable looks at the start of the track. The very start

of the track often does not have reliable dE/dx measurements due to the presence

of other particles at the vertex, and so I skip the first three hits and look at the

next third of the hits in the track. I calculate the median and root mean square

(RMS) of the hits’ dE/dx. I then remove all hits which have a dE/dx value that

is not within one standard deviation (as calculated using the RMS) of the median.

Finally, I calculate the truncated mean dE/dx by taking the mean of the remaining

hits.

Figure 5.14 shows the distribution of these values for all tracks. It can be seen

that the peak is broader in data than in MC. This can be attributed primarily to the

DIC effect (see Section 2.3.4), which is not included in the version of the simulation

used here. Unfortunately, this difference likely does impact the selection. This is

discussed further in Sections 7.1 and 8.1.
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Figure 5.14: Distribution of truncated mean dE/dx values.

5.4.4 Log-Likelihood Particle ID

In addition to looking at the dE/dx at the start of a track, it is also useful to consider

the dE/dx at the end of a track. Dr. Kirsty Duffy and Dr. Adam Lister developed

a Particle ID algorithm based on this information [82]. I was not involved in the
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development; the algorithm is not my work, but I describe it below for completeness.

Simulated and real data do not have identical dE/dx distributions, so first a

calibration must be performed so that they can be compared. The dE/dx distri-

butions for hits with residual range (that is, distance from the end of the track) of

100-150 cm were examined for each of the wire planes and (for simulation) different

particle species. These distributions were found to be well modelled by the combi-

nation of a Landau function, corresponding to the ideal energy loss function, and

a Gaussian, which combines all unsimulated and poorly simulated detector effects.

Once widths are determined for these functions, the mean is determined by looking

at the theoretical distribution of dE/dx versus residual range, shown in Figure 5.15.

The high energy loss seen at low residual range (that is, near the very end of the

track) is a well known phenomenon referred to as a Bragg peak.

Figure 5.15: Distributions from theory of dE/dx versus residual range for several
particle species. Figure from Ref. [82].

This information can be used to build probability maps for the dE/dx at each

residual range, as shown in Figure 5.16. From this, a likelihood can then be calcu-

lated under a given particle species hypothesis:

LsTotal =

∑N
i=1 L

s
i

N
(5.1)

where the sum is over the hits in the track that have residual range 0-30 cm (ex-

cluding the first and final hits) and Lsi is the likelihood for a particular species s

at the hit’s dE/dx and residual range, as evaluated using the maps. The first hit

is excluded because there can be a significant amount of contamination from other
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(a) Muon (b) Non-Bragging MIP (c) Proton

(d) Pion (e) Kaon

Figure 5.16: Probability maps for several particle species. Each bin of residual range
is normalized to 100. A non-Bragging MIP refers to a MIP-like particle that exits
the detector before stopping, and thus no Bragg peak is seen. Figures from Ref.
[82].

particles coming from the same vertex, while the last hit is excluded because dE/dx

measurements are found to sometimes be unreliable for it, for instance if the track

ended between two wires.

Since the goal is to distinguish MIP-like particles from non-MIP-like particles,

the selection variable LMIP/Lp is constructed, the ratio of the likelihood of a track

being a MIP to the likelihood of it being a proton. Tracks that are more likely to

be a MIP will have values greater than 1, while tracks that are more likely to be a

proton will have values between 0 and 1. In order to allow for more equal binning

between these two regions of the variable, the natural logarithm of the ratio is used

instead. The distribution of this final variable, ln(LMIP/Lp), for events selected at

this stage of the CC1π+ analysis, is shown in Figure 5.17.

5.4.5 Number of collection plane hits

The final input variable to the BDT is the number of collection plane hits in a

track. Figure 5.18 shows the distribution of this variable. I expect proton tracks

to be shorter (and therefore contain fewer hits) on average than MIPs, especially

muons. The number of hits in pion tracks is more broadly distributed because pions
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Figure 5.17: Distribution of log-likelihood values for each track. Figure produced
by me for this analysis, not by the authors of the PID algorithm.
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Figure 5.18: Distribution of the number of reconstructed hits per track.
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sometimes interact hadronically, limiting the number of hits that can clearly be

associated to them. Since the distributions for MIPs and non-MIPs have significant

overlap, I am better able to analyse this situation with a BDT than I would with a

single box cut.

5.4.6 BDT Output Score

Figure 5.19 shows the distribution of overall BDT scores for each track. There are

two well-separated peaks, one of protons at -1 and one of muons and pions at +1, as

desired. Data-MC agreement is good throughout most of the distribution. However,

there are notably fewer data events in the first and last couple bins, compared to

MC. This is attributable primarily to the lack of simulated DIC (see Section 2.3.4).
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Figure 5.19: Distribution of BDT output scores for each track.

Figure 5.20 shows the efficiency, purity, and efficiency times purity as a function

of the cut value for BDT score. The last of these is flat across most of the range

of values, and so there is not a clear single best cut value. I decided to prioritise

maintaining higher purity at the cost of efficiency, leading me to choose a value of

0.55. Specifically, as I am looking for events with two MIP-like tracks, I require that

exactly two tracks in an event have BDT scores of at least 0.55. These two tracks

become the MIP candidates. Figure 5.21 shows the distributions of track length and

θ for the longest MIP candidate in each event, after this cut is applied.

55



CHAPTER 5. CC1π+ SELECTION

Figure 5.20: Efficiency (red), purity (blue), and efficiency times purity (black) of
the selection, as a function of the cut value for BDT score.

5.5 Opening Angle

Figure 5.22a shows the distribution of angles between the two MIP candidates, which

I refer to as the opening angle. There are a significant number of selected events

where these tracks are close to back-to-back. These events are mostly not true signal

events, and instead primarily occur due to reconstruction failures. Typically, a single

true muon is split into two reconstructed tracks, with the neutrino vertex placed in

the middle.

Figure 5.23 shows the results of a truth study where simulated pairs of MIP

candidates are classified by whether or not they correspond to the same true particle.

If they do, then they are a truly broken track; if not, they are truly not broken

tracks. For truly broken tracks, the distribution of opening angles peaks strongly

at π radians (back-to-back), as one would expect. Conversely, the distribution for

truly not broken tracks is much broader and peaks at a lower value. This shows that

the high incidence of large opening angle tracks is indeed due to track breaking.

In order to eliminate these poorly reconstructed events, I require the opening

angle to be less than 2.6 radians (≈ 149 degrees). Figure 5.22b shows the distribution

of opening angles after this cut is applied. It can be seen that the remaining events

have a significantly higher signal purity. Figure 5.24 shows the distributions of track

length and θ for the longest MIP candidate in each event, after this cut is applied.
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Figure 5.21: The distributions of track length (top) and polar angle θ (bottom) for
the longest MIP candidate in each event, after the cut on BDT score is applied.
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(a) Before cut
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(b) After cut

Figure 5.22: Distribution of opening angles, i.e. the angle between the two MIP
candidates, (a) before and (b) after applying a cut at 2.6 radians.
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Figure 5.23: Distribution of angles between simulated MIP candidates that are (a)
truly broken and (b) truly not broken. Truly broken tracks, for which the two
MIP candidates correspond to the same true particles, are strongly peaked toward
π radians (back-to-back). Conversely, truly not broken tracks, for which the two
MIP candidates correspond to different true particles, are distributed more broadly
across the range of angles and peak at a lower angle.
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Figure 5.24: The distributions of track length (top) and polar angle θ (bottom) for
the longest MIP candidate in each event, after the cut on opening angle is applied.
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This cut is potentially problematic because the opening angle is dependent on

physics models that are still an active area of research. Figure 5.25 shows the

νµ CC1π± differential cross section as a function of opening angle, as measured

by ArgoNeuT and compared with predictions from several generators. Both data

and all four generators predict a very low cross section at high opening angles. I

therefore decided that even a relatively large difference between my measurement

and prediction in this area of phase space would not significantly impact the overall

analysis. Additionally, the ArgoNeuT selection employed a similar cut in order to

deal with the same issue of track breaking, which set precedence for its use in this

selection.

Figure 5.25: νµ CC1π± differential cross section as a function of opening angle. Ar-
goNeuT measurement is compared with predictions from several generators. Figure
from Ref. [34].

Unfortunately, this cut did turn out to be partially responsible for data-MC

disagreement in the final selection. The normalisations of the data and MC agree

better in some regions of the distribution than others. This leads to unequal amounts

of MC and data being removed by this cut, leading to poorer overall normalisation

agreement afterwards. Section 7.2 describes further details on the data-MC opening

angle disagreement and Section 8.2 provides a proposed path forward for future

analyses.

5.6 Containment

Although this analysis does not include any differential cross section measurements,

they are a clear area of work that MicroBooNE would aim to accomplish in the
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future. These measurements would include the cross section as a function of muon

momentum and of pion momentum. It is significantly more difficult to measure

these properties if the particles are not fully contained. Unfortunately, a significant

proportion of CC1π+ events are found to not be fully contained in MicroBooNE. This

is most often due to the muon exiting. For these cases, MicroBooNE has developed a

method of determining muon momentum that does not require containment, based

on an improved model of multiple Coulomb scattering [83]. Pions, on the other hand,

often undergo additional hadronic interactions, which makes momentum calculations

very difficult even without trying to account for uncontained particles. I therefore

place a containment requirement on selected events: at least one MIP candidate

must be contained. Figure 5.26 shows the distribution of events that do or don’t

meet this requirement. Figure 5.27 shows the distributions of track length and θ for

the longest MIP candidate in each event, after this cut is applied.
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Figure 5.26: Distribution of whether at least one MIP candidate is contained in each
event.

5.7 Muon-Pion Separation

Categorising the two MIP candidates as a muon candidate and a pion candidate is

not strictly necessary for a total cross section measurement. However, as discussed

previously, differential cross section measurements in terms of the particles’ kine-

matic variables are a goal of future work. It is therefore useful to look at how well
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Figure 5.27: The distributions of track length (top) and polar angle θ (bottom) for
the longest MIP candidate in each event, after the containment cut is applied.

63



CHAPTER 5. CC1π+ SELECTION

the two can be separated right now, using only some simple criteria.

If only one MIP candidate is contained, I designate it as the pion candidate and

the uncontained one as the muon candidate. If both MIP candidates are contained,

I designate the shorter one as the pion candidate and the longer one as the muon

candidate. Figure 5.28 shows, for selected true signal events, the distribution of true

particle species for both the muon candidate and pion candidate. This shows that

I correctly identify the muon as the muon candidate 87.8% of the time, correctly

identify the pion as the pion candidate 87.0% of the time, and correctly identify

both at once 86.2% of the time. These metrics are a good starting basis, and

additional future work could improve them further. One possible line of inquiry is

to use another BDT for the classification of muons versus pions. See Section 8.4 for

further discussion.
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Figure 5.28: 2D distribution of the proportion of selected true signal events with a
given true particle species of the muon candidate (x-axis) and of the pion candidate
(y-axis). For example, in 86.2% of these events, the muon candidate was truly a
muon and the pion candidate was truly a pion.

5.8 Results

The performance of the selection can be evaluated by looking at its efficiency

ε =
Selected CC1π+ signal events

Generated CC1π+ signal events
(5.2)
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and purity

ρ =
Selected CC1π+ signal events

All selected events
. (5.3)

Table 5.1 shows the efficiency and purity at each stage of the selection, as well as

the number of passing events (scaled to the beam-on data POT of 1.763 × 1020).

The final selection has an efficiency of 11.5% and a purity of 58.0%. For comparison,

the CC inclusive selection that is used as a pre-selection has an efficiency of 57.2%

and a purity of 50.4% (for all CC events). Figure 5.29 shows the CC1π+ selection

efficiency as a function of the true neutrino energy, true muon momentum, and true

pion momentum in true CC1π+ signal events. As is expected, efficiency is lower at

low energy and momenta. However, once it peaks, the efficiency remains fairly flat

across the remainder of the phase space.

Cut MC Signal Full MC Beam-on Data Beam-off Data Efficiency Purity
CC Inclusive 2,252.2 23,836.9 30,154 9,777.6 56.7% 9.4%
Vtx.-Track Dist. 938.8 11,154.3 13,454 3,930.0 23.6% 8.4%
Polar Angle 991.8 10,310.8 11,105 2,404.6 25.0% 9.6%
BDT 651.8 2,370.7 2,255 405.7 16.4% 27.5%
Opening Angle 567.0 1,017.8 660 98.4 14.3% 55.7%
Containment 457.9 788.9 523 89.6 11.5% 58.0%

Table 5.1: Passing event counts, efficiency, and purity at each stage of the event
selection. Event counts are scaled to the Beam-on Data POT of 1.763× 1020.

Kinematic distributions for muon and pion candidates in selected events are

shown in Figures 5.30 and 5.31, respectively. A clear normalisation difference can

be seen between simulation and data. This is primarily due to the lack of DIC effects

in the simulation and to issues with the cut on opening angle.

Overall shape agreement is reasonable, though there are some specific regions

of more significant disagreement. The muon candidate φ distribution shows slight

shape disagreement, while the pion candidate φ distribution shows more pronounced

shape disagreement. Both of these can be attributed to the lack of DIC effects in

the simulation.

The CC inclusive analysis found a shape disagreement in the muon candidate θ

distribution for very forward-going tracks (θ near 0) [81]. This effect can also be

seen in this analysis. Better agreement is seen when using the alternative Genie

model (see Section 2.3.3 for description). The CC inclusive analysers attribute this

to the alternative model’s use of the local Fermi gas model, and to a lesser extent

its inclusion of RPA effects.

The default simulation’s lack of DIC effects has a large impact on this analysis.

One possible way to address this is to assess it as a systematic uncertainty. However,

given the size of the effect, I felt this was not the most appropriate course of action
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Figure 5.29: CC1π+ selection efficiency as a function of true neutrino energy, true
muon momentum, and true pion momentum in true CC1π+ signal events. The
distributions of true signal events before the selection is applied are shown in light
grey, while the distributions after the full selection are shown in dark grey. Note
that they are not stacked.

in this case. I instead produced a new baseline sample by using a preliminary

version of the next generation of the simulation, which includes the DIC effect. Due

to both technical and temporal limitations, it is not feasible for this analysis to

produce comparable statistics to the default sample, nor to re-tune the selection

using it. However, it may still be used to extract the cross section and achieve a

more accurate result. This process is described in further detail in Section 7.1.
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Figure 5.30: Kinematic distributions for muon candidate tracks.
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Figure 5.31: Kinematic distributions for pion candidate tracks.
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Chapter 6

Systematic Uncertainties

Most systematic uncertainties in MicroBooNE are evaluated with one of two ap-

proaches: “unisims” or “multisims.” In the unisim approach, parameters are varied

one by one, by a set amount, and a new set of MC events is generated for each. In

the multisim approach, all of the model parameters are varied at once. Each param-

eter is randomly sampled from within its uncertainty, with an assumed Gaussian

distribution and with correlations where necessary. This produces a set of weights

that can be used to generate new “universes” from the baseline MC, in a process

called reweighting.

From these universes one may then construct a covariance matrix

Ci,j =
1

N

N∑
n=1

(σni − σCVi )(σnj − σCVj ), (6.1)

where N is the number of universes, i and j are bins in the distribution of a given

measured quantity, σni is the cross section in universe n and bin i, and σCVi is the

central value cross section in bin i. This matrix describes how changes in each bin

of the distribution correspond to changes in the other bins. One may also define the

fractional covariance matrix

Fi,j =
Ci,j

σCVi σCVj
. (6.2)

The fractional uncertainty in each bin of the distribution is then given simply by√
Fi,i. In several places throughout this chapter, the event rate as a function of the

track length of the leading MIP candidate is used as an illustration of how changes

to the parameters under consideration affect this analysis. The distribution for each

universe is shown, along with the corresponding covariance and fractional covariance

matrices.

Each section in this chapter describes a source of uncertainty: cross section

modelling in Section 6.1, beam flux modelling in Section 6.2, detector modelling in

Section 6.3, POT counting in Section 6.4, simulated dirt modelling in Section 6.5,
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simulated cosmic modelling in Section 6.6, and number of targets in Section 6.7.

Finally, the results are summarised in Section 6.8.

6.1 Cross Section Uncertainties

Cross sections encompass a large number of underlying uncertainties, which I assess

in three separate groups. The first group is for interaction-related uncertainties, the

second for uncertainties that arise out of my choice of models, and the third for

uncertainties for hadron reinteractions. These are each described in detail in the

following sections.

6.1.1 Interaction Uncertainties

I assess interaction-related systematic uncertainties using Genie’s built-in frame-

work for reweighting events [52, 53]. For each physics parameter P with estimated

standard deviation δP , I simulate the effect on the cross section of changing its value

by a randomly chosen, Gaussian distributed amount. Table 6.1 provides a list of

the parameters used in this analysis. The parameters fall roughly into five groups,

as separated in the table. The first group of parameters relates to cross sections for

various processes important at MicroBooNE’s energy scales. The second is similar,

but for deep inelastic scattering (DIS) interactions, which occur at higher energies.

The third relates to hadronisation and resonance decays. The fourth describes non-

resonant backgrounds of interactions that have final state pions. And the fifth and

final group characterises intranuclear hadron transport. Note that the empirical

MEC model used in my default tune of Genie does not have associated uncertain-

ties and so cannot be included within this framework. Section 6.1.3 describes how

systematic uncertainties are separately assessed for it.

As this is a large number of parameters, it is worthwhile to highlight some of

the more important ones for this analysis. The models considered here (see Section

2.3.3 for description) describe the cross sections for various interaction processes

with “form factors” that approximate the structure of the nucleons. These form

factors include parameters known as axial masses MA and vector masses MV , whose

values must be obtained through experiment. This analysis is sensitive in particular

to the values of MCCRES
A , MCCRES

V , and MCCQE
A since these processes constitute the

majority of selected events.

I utilise a multisim approach to these interaction uncertainties, with all of the

parameters being reweighted at the same time. 100 universes were generated and the

distribution of their cross sections is shown in Figure 6.1, along with the distribution

of event rates as a function of the track length of the leading MIP candidate and the
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Parameter P Description of P Value δP/P

MNCEL
A Axial mass for NC elastic 0.990 GeV ±25%

ηNCEL Strange axial form factor η for NC elastic 0.120 GeV ±30%

MCCQE
A Axial mass for CC QE 0.990 GeV −15% + 25%

MCCRES
A Axial mass for CC resonance neutrino production 1.120 GeV ±20%

MCCRES
V Vector mass for CC resonance neutrino production 0.840 GeV ±10%

MNCRES
A Axial mass for NC resonance neutrino production 1.120 GeV ±20%

MNCRES
V Vector mass for NC resonance neutrino production 0.840 GeV ±10%

MCOHπ
A Axial mass for CC and NC coherent pion production 1.000 GeV ±50%

RCOHπ0 Nuclear size param. controlling π absorption in RS model 1.000 fm ±10%

CCQE-PauliSup (p) CCQE Pauli suppression (via changes in Fermi level kF ) 0.242 GeV ±35%

CCQE-PauliSup (n) CCQE Pauli suppression (via changes in Fermi level kF ) 0.259 GeV ±35%

ABYHT AHT higher-twist param. in BY model scaling variable ξw 0.538 ±25%

BBY
HT BHT higher-twist param. in BY model scaling variable ξw 0.305 ±25%

CBYV 1u CV 1u u valence GRV98 PDF correction param in BY model 0.291 ±30%

CBYV 2u CV 2u u valence GRV98 PDF correction param in BY model 0.291 ±30%

FZ (pion) Hadron formation zone 0.342 fm ±50%

FZ (nucleon) Hadron formation zone 2.300 fm ±50%

BR(γ) Branching ratio for radiative resonance decays - ±50%

BR(η) Branching ratio for single-η resonance decays - ±50%

RCC1π
νp Non-resonance bkg in νp CC1π reactions - ±50%

RCC2π
νp Non-resonance bkg in νp CC2π reactions - ±50%

RCC1π
νn Non-resonance bkg in νn CC1π reactions - ±50%

RCC2π
νn Non-resonance bkg in νn CC2π reactions - ±50%

RNC1π
νp Non-resonance bkg in νp NC1π reactions - ±50%

RNC2π
νp Non-resonance bkg in νp NC2π reactions - ±50%

RNC1π
νn Non-resonance bkg in νn NC1π reactions - ±50%

RNC2π
νn Non-resonance bkg in νn NC2π reactions - ±50%

xNmfp Nucleon mean free path (total rescattering probability) - ±20%

xNcex Nucleon charge exchange probability - ±50%

xNel Nucleon elastic reaction probability - ±30%

xNinel Nucleon inelastic reaction probability - ±40%

xNabs Nucleon absorption probability - ±20%

xNπ Nucleon π-production probability - ±20%

xπmfp π mean free path (total rescattering probability) - ±20%

xπcex π charge exchange probability - ±50%

xπel π elastic reaction probability - ±10%

xπinel π inelastic reaction probability - ±40%

xπabs π absorption probability - ±20%

xππ π π-production probability - ±20%

Table 6.1: List of physics parameters used to assess interaction-related systematic
uncertainties in this analysis, including the default value (where available) and prior
estimated standard deviation of each. Information reproduced from Ref. [53] for
ease of reference. 70
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Figure 6.1: Utilising a multisim approach, 100 universes were generated to assess
the interaction-related systematic uncertainties. (a): The distributions of their cross
sections (CV in red). Error bar shows the total interaction-related systematic un-
certainty. (b): The distribution of event rates as a function of the track length of
the leading MIP candidate (CV in black). (c) and (d): Covariance and fractional
covariance matrices, respectively.

corresponding covariance and fractional covariance matrices. In total, interaction-

related uncertainties account for a systematic uncertainty of 7.68%.

6.1.2 Interaction Uncertainty Unisims

In addition to the multisim analysis described in the previous section, each interac-

tion parameter is individually assessed with a unisim approach. This is used purely

as a cross-check, allowing me to more easily see whether there are issues with the

implementation of any individual parameters. Table 6.2 provides a summary of the

results, which are consistent with expectations.

6.1.3 QE and MEC Cross Section Uncertainties

This section describes how I evaluate the systematic effect of my choice of models. In

my default tune of Genie, the QE cross section model does not take into account
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Parameter P
Total Cross Section
Relative Uncertainty

+1σ −1σ

MNCEL
A 0.34% 0.36%

ηNCEL 0.01% 0.01%

MCCQE
A 6.26% 3.48%

MCCRES
A 5.14% 5.38%

MCCRES
V 2.96% 2.76%

MNCRES
A 0.82% 0.85%

MNCRES
V 0.26% 0.25%

MCOHπ
A 0.21% 0.21%

RCOHπ0 0.21% 0.21%

CCQE-PauliSup 0.72% 0.56%

ABYHT 0.05% 0.05%

BBY
HT 0.08% 0.09%

CBYV 1u 0.04% 0.04%

CBYV 2u 0.03% 0.03%

FZ 1.83% 2.29%

BR(γ) 0.03% 0.03%

BR(η) 0.38% 0.38%

R1π
νp 0.92% 0.92%

R2π
νp 1.74% 1.74%

R1π
νn 2.68% 2.68%

R2π
νn 1.53% 1.53%

xNmfp 0.52% 0.54%

xNcex 0.70% 0.71%

xNel 0.66% 0.51%

xNinel 0.29% 0.18%

xNabs 0.30% 0.27%

xNπ 0.31% 0.31%

xπmfp 0.98% 0.42%

xπcex 0.51% 0.52%

xπel 0.00% 0.01%

xπinel 3.27% 3.25%

xπabs 3.46% 3.50%

xππ 0.19% 0.19%

Table 6.2: The systematic uncertainty on the total cross section due to each inter-
action parameter, assessed using a unisim approach. Descriptions of the parameters
and variations are given in Table 6.1. For technical reasons, some closely related
parameters are combined here.
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Random Phase Approximation (RPA) effects. Additionally, the empirical MEC

model does not have associated uncertainties. I therefore compare the default tune

to an alternative tune of Genie. Section 2.3.3 describes the models used in each

of the two tunes. Of note, the alternative tune uses the Nieves model for QE and

MEC interactions [55, 56], which does take into account RPA effects and does have

associated uncertainties.

This systematic uncertainty is assessed using a multisim approach. The default

tune is moved toward the alternative tune by a randomly chosen, one-sided Gaussian

distributed amount across 1000 generated universes. Specifically, for each event

type (QE or MEC), the ratio of the total cross sections for each tune (shown in

Figure 6.2a-b) are treated as normalisation uncertainties, while the ratio of the

area-normalised q0 versus q3 distributions (shown in Figure 6.2c-f) are treated as

shape uncertainties.

The distribution of the cross sections of the universes is shown in Figure 6.3,

along with the distribution of event rates as a function of the track length of the

leading MIP candidate and the corresponding covariance and fractional covariance

matrices. Note that all of the universe cross sections are lower than the CV cross

section because moving the default tune (used in the CV) toward the alternative

tune (used in the universes) is essentially a uni-directional effect, as opposed to most

other systematics where parameters are both increased and decreased. In total, my

choice of models accounts for a systematic uncertainty of 6.27%.

6.1.4 Reinteraction Uncertainties

As hadrons propagate through the TPC, they may undergo additional scattering

processes with the liquid argon nuclei. Simulation of this is handled by GEANT4

rather than Genie as in the previous sections, although Genie is still used to assess

the systematic uncertainties. I assess the systematic uncertainties on the hadronic

interaction cross section model using a multisim approach, with 100 generated uni-

verses.

The reweighting process is described in detail in Ref. [53], but I give an overview

here for completeness. At a given energy E, the interaction length λ of a hadron is

given by:

λ(E) =
1

σ(E) · ρ
, (6.3)

where σ(E) is the interaction cross section and ρ is the particle density. As a particle

travels a small length ∆L and has a small change in energy ∆E, the chance that

the particle “survives” – that is, does not interact – is given by:

Psurv(E,E + ∆E) = e−∆L/λ(E). (6.4)
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(a) CCQE cross sections (b) CCMEC cross sections

(c) Default tune CCQE kinematics (d) Default tune CCMEC kinematics

(e) Alternative tune CCQE kinematics (f) Alternative tune CCMEC kinematics

Figure 6.2: Cross sections and kinematic distributions for CCQE and CCMEC in-
teractions in the default and alternative tunes of Genie. Figures from Ref. [76].
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Figure 6.3: Utilising a multisim approach, 1000 universes were generated to assess
the choice of model systematic uncertainties. (a): The distributions of their cross
sections (CV in red). Error bar shows the total model-related systematic uncertainty.
(b): The distribution of event rates as a function of the track length of the leading
MIP candidate (CV in black). (c) and (d): Covariance and fractional covariance
matrices, respectively.

The total survival probability Psurv(Einit) can then be found by multiplying the

chances of survival after each distance step. Varying the interaction cross section

will give a new universe with P ′surv(Einit). Hadrons that do not interact are assigned

a weight of

w =
P ′surv(Einit)

Psurv(Einit)
(6.5)

and those that do interact are assigned a weight of

w =
1− P ′surv(Einit)

1− Psurv(Einit)
. (6.6)

The distribution of the cross sections of the universes is shown in Figure 6.4,

along with the distribution of event rates as a function of the track length of the

leading MIP candidate and the corresponding covariance and fractional covariance

matrices. In total, hadron reinteractions account for a systematic uncertainty of

1.18%.
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Figure 6.4: Utilising a multisim approach, 100 universes were generated to assess
the hadron reinteraction systematic uncertainties. (a): The distributions of their
cross sections (CV in red). Error bar shows the total hadron reinteraction-related
systematic uncertainty. (b): The distribution of event rates as a function of the
track length of the leading MIP candidate (CV in black). (c) and (d): Covariance
and fractional covariance matrices, respectively.

6.2 Beam Flux Uncertainties

This section describes how I evaluate the uncertainties related to aspects of the beam

flux. The parameters I assess fall into two groups: hadron production cross sections,

and non-hadron effects. The latter includes the focusing horn current, the focusing

horn current depth (“skin effect”), and pion and proton secondary interaction cross

sections on aluminium and beryllium. I utilise a multisim approach, varying all

of the parameters for 1000 universes. The relative uncertainties on the total cross

section for all of the flux systematic parameters are given in Table 6.3.

The distribution of the cross sections of the universes is shown in Figure 6.5,

along with the distribution of event rates as a function of the track length of the

leading MIP candidate and the corresponding covariance and fractional covariance

matrices. In total, beam flux uncertainties account for a systematic uncertainty of

6.10%.
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Flux Parameter
Total Cross Section
Relative Uncertainty

Non-hadron 4.73%
K− production cross section 0.00%
K+ production cross section 0.51%
K0 production cross section 0.00%
π− production cross section 0.22%
π+ production cross section 3.44%
Total 6.10%

Table 6.3: The systematic uncertainty on the total cross section due to each flux
parameter, as well as the combined total systematic uncertainty.
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Figure 6.5: Utilising a multisim approach, 1000 universes were generated to assess
the beam flux systematic uncertainties. (a): The distributions of their cross sections
(CV in red). Error bar shows the total beam flux-related systematic uncertainty.
(b): The distribution of event rates as a function of the track length of the leading
MIP candidate (CV in black). (c) and (d): Covariance and fractional covariance
matrices, respectively.
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6.3 Detector Uncertainties

This section describes how I evaluate the systematic uncertainties related to aspects

of the detector. Here I utilise a unisim approach, wherein each parameter is varied

by a set amount and only one parameter is varied at a time. The same generated

events are considered for each variation, so as not to introduce additional statistical

uncertainty; only the effect of varying each parameter is seen.

For some parameters, a standard deviation is assessed, and I look at both the±1σ

variations. For the purposes of calculating the total uncertainty, I consider only the

larger of the two results. For other parameters, an alternate model or configuration

is used, necessitating only one variation. Table 6.4 shows the systematic uncertainty

on the total cross section due to each parameter. Figure 6.6 shows the distribution

of event rates as a function of the track length of the leading MIP candidate for

each parameter. The total systematic uncertainty on the total cross section due to

all of the detector effects is 28.42%.

A brief description of each of the parameters considered follows:

Space Charge Effect As described in Section 2.3.4, SCE refers to a build-up

of slow-moving, positively charged ions in the detector. In this variation I

Detector Parameter
Total Cross Section
Relative Uncertainty

Space Charge Effect 6.29%
Light Yield 9.11%
Longitudinal Diffusion (up) 1.71%
Longitudinal Diffusion (down) 2.54%
Transverse Diffusion (up) 5.29%
Transverse Diffusion (down) 0.91%
Wire Noise (up) 6.63%
Wire Noise (down) 7.71%
PMT Noise (up) 12.69%
PMT Noise (down) 6.94%
Wire Response Function 2.23%
Removing misconfigured channels 3.90%
Removing saturated channels 10.31%
Electron Lifetime (up) 7.08%
Electron Lifetime (down) 11.06%
Recombination 10.98%
Light outside TPC 7.84%
Total 28.42%

Table 6.4: The systematic uncertainty on the total cross section due to each detector
effect, as well as the combined total systematic uncertainty due to all of the detector
effects. In the case of up/down variations, only the larger of the two is considered
when calculating the total uncertainty.
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(a) SCE (b) Light Yield (c) Long. Diffusion (up)

(d) Long. Diffusion (down) (e) Trans. Diffusion (up) (f) Trans. Diffusion (down)

(g) Wire Noise (up) (h) Wire Noise (down) (i) PMT Noise (up)

(j) PMT Noise (down) (k) Wire Response Function (l) Remove misc. channels

(m) Remove sat. channels (n) Electron LT (up) (o) Electron LT (down)

(p) Recombination (q) Light outside TPC

Figure 6.6: For each of the detector-related uncertainty parameters, the distribution
of event rates as a function of the track length of the leading MIP candidate (green),
with the CV (black) for comparison. 79
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apply a data-driven correction to the central value simulation in order to better

replicate what is measured [66]. This involves reducing the strength of the

electric field distortions to 70% of the nominal value, as well as applying a scale

factor (dependent on the position along the drift direction) to the extent of the

spatial charge migration.

Light Yield A number of bugs were found in the model of scintillation light

production used in the central value simulation. The primary bug is that all

particle types are treated as electrons when determining the number of photons

produced per unit energy deposited. In this variation I use an updated version

of the simulation where these bugs have been fixed.

Longitudinal and Transverse Diffusion Ionisation electrons diffuse as they drift

toward the wire planes. This occurs both longitudinally (parallel to the TPC

electric field) and transversely (perpendicular to it). In these variations I vary

the strength of these effects based on Refs. [84–86].

Wire Noise The amplitude of the simulated noise on the TPC wires is varied,

based on MicroBooNE’s measurement detailed in Ref. [69].

PMT Noise The rate of simulated noise from single photoelectrons on the PMTs

is varied based on MicroBooNE data.

Wire Response Function Charge induction on the TPC wires is simulated by

a set of response functions, as described in Ref. [68]. In this variation these

functions are “squeezed” by 20%, meaning the time extent of the responses is

reduced by 20% while keeping the peak time unchanged.

Removing misconfigured channels Channels that are associated with miscon-

figured application-specific integrated circuits (ASICs) are removed. This ex-

aggerates the size of this effect, providing an upper bound.

Removing saturated channels Channels that are prone to saturation are re-

moved. This exaggerates the size of this effect, providing an upper bound.

Electron Lifetime Due to small impurities in the LAr, drift electrons may some-

times interact before reaching the sense wires, leading to an attenuation of the

signal. The half life of these electrons is referred to as electron lifetime. The

simulated electron lifetime in the central value sample is a constant 10 ms. In

this variation I instead vary the lifetime based on MicroBooNE data.

Recombination The central value simulation uses the modified box model of

electron-ion recombination, with parameters tuned to ArgoNeuT data. This

variation instead uses the Birks model, with parameters tuned to ICARUS

data.

Light outside TPC Light production outside the TPC may not be well-modelled.

In this variation I increase the amount of light produced outside the TPC by

50%.
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One known effect not considered here is known as dynamic induced charge (DIC).

As described in Section 2.3.4, this refers to ionisation electrons inducing charge on

multiple sense wires to either side of them, rather than on only the closest wires

as is assumed by the nominal simulation. This effect has a large impact on this

analysis, and I therefore do not think it makes sense to treat it as a systematic

uncertainty. Instead, I use a preliminary version of the next generation of the

simulation, which includes the DIC effect, to produce a new baseline simulation.

All systematic uncertainties are then applied to it to produce my final cross section

result. This process is described in further detail in Section 7.1.

6.4 POT Counting Uncertainty

The primary proton beam’s intensity is measured using two toroids. Measurements

done by MiniBooNE show that the flux measured by the toroids agrees to within

2% of each other [47]. I treat this as an uncorrelated normalisation uncertainty on

the total cross section.

6.5 Simulated Dirt Uncertainty

It is possible for an interaction that starts outside of the cryostat to enter it and

for the event to then be selected. These are known as dirt events, and they are

included in the simulation and my analysis. However, this background depends

strongly on the makeup of the materials surrounding MicroBooNE and on Genie’s

ability to simulate interactions with them. I therefore conservatively assign a 100%

normalisation uncertainty to these events. This amounts to a systematic uncertainty

on the total cross section of 5.39%.

6.6 Simulated Cosmic Uncertainty

The simulated in-time cosmic background may be different from the true one. Un-

fortunately, the CORSIKA simulation used for this does not have associated uncer-

tainties. I therefore currently take a conservative 100% normalisation uncertainty

on these events. This amounts to a 11.01% systematic uncertainty on the total cross

section due to these events.

A different approach to assessing uncertainties on these events is a topic of future

work (see Section 8.3). It has been proposed that out of time cosmic events from

data may be overlaid on top of simulated BNB neutrino events, which would remove

the need to simulate cosmic events at all. To stress, this approach has not been used

in this analysis.
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6.7 Number of Target Nucleons Uncertainty

The number of target nucleons in the fiducial volume is given by:

T =
ρAr · V ·NA ·Nnucl

mmol

(6.7)

where ρAr is the density of liquid argon, V is the fiducial volume, NA is Avogadro’s

number, Nnucl is the number of nucleons per argon nucleus, and mmol is the molar

mass of argon. Their values are as follows:

ρdata
Ar = 1.3836 g/cm3

ρMC
Ar = 1.3954 g/cm3

V = 3.131346× 107 cm3

NA = 6.02214076× 1023 particles/mol

Nnucl = 40

mmol = 39.95 g/mol,

(6.8)

which leads to results of:

Tdata = 2.6124× 1031

TMC = 2.6347× 1031.
(6.9)

Comparing these two values yields a systematic uncertainty of 0.85% due to the

different values of the density used in the simulation and later measured in data.

ρAr was measured in data using sensors that monitored the temperature and

pressure of the detector. The precision of the sensors and slight changes in the

pressure over time result in a relative uncertainty on ρdata
Ar of 0.14%.

These two uncertainties are uncorrelated, so I add them in quadrature and find

the total relative systematic uncertainty on the cross section, due to estimating the

number of targets, to be 0.86%.

6.8 Summary

This chapter has described the sources of systematic uncertainty that affect this

analysis and the ways in which I estimate them. A multisim approach, wherein all

parameters are reweighted at the same time to produce a set a universes, is used for

the cross section modelling, QE and MEC model choice, hadronic reinteraction, and

beam flux uncertainties. The detector response uncertainty is instead assessed with

a unisim approach, wherein each parameter is individually reweighted. Additional

sources of uncertainty include POT counting, simulated dirt background, simulated
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cosmic background, and the number of target nucleons. The results for each are

summarised in Table 6.5. I consider all of these uncertainties to be uncorrelated,

and may therefore sum them in quadrature to find that the total relative systematic

uncertainty on the cross section is 33.16%.

Uncertainty Source
Total Cross Section
Relative Uncertainty

Cross Section Modelling 7.68%
QE/MEC Model Choice 6.27%
Hadronic Reinteraction 1.18%
Beam Flux 6.10%
Detector Response 28.42%
POT Counting 2%
Simulated Dirt Background 5.39%
Simulated Cosmic Background 11.01%
Number of Target Nucleons 0.86%
Total 33.16%

Table 6.5: The relative systematic uncertainty on the total cross section due to each
source of uncertainty, as well as the combined total relative systematic uncertainty
due to all sources.
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Chapter 7

Cross Section Analysis

This chapter describes the final cross section analysis. Section 7.1 outlines how I

handle the DIC effect in the calculation of the cross section. Section 7.2 presents

the main result itself and compares it to the prediction from Genie.

7.1 Dynamic Induced Charge

As described previously in Section 2.3.4, there exists a known detector effect in

MicroBooNE called dynamic induced charge (DIC). When ionisation electrons pass

by the wire planes, they induce charge on multiple sense wires to either side: ±10 on

the first induction plane and ±2 on the second induction plane and on the collection

plane [67]. The nominal version of the simulation used in this analysis does not

simulate this, instead assuming that charge is only induced on the closest wire. The

main result of this effect is to broaden the distribution of dE/dx.

As mentioned in Section 6.3, one way to account for this would be to assess

it as a systematic uncertainty. However, this analysis is strongly impacted by the

difference, and so I felt this was not the best solution. Instead, I use a preliminary

version of the next generation of the simulation, which does include DIC, to produce

a new baseline sample. I then use this new sample for my estimates of the number

of selected background events and of selection efficiency and purity when extracting

the cross section.

Systematic uncertainties are assessed using variations from the nominal simula-

tion, as described in Chapter 6. Both DIC and all of the effects considered there

are independent of one another. I am therefore able to keep the relative systematic

uncertainties and apply them to the cross section extracted with the DIC sample.
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7.2 Results

The total, flux-integrated cross section σ is given by:

σ =
N −B
ε · Φνµ · T

(7.1)

where N is the total number of selected events, B is the number of selected back-

ground events, ε is the signal selection efficiency, Φνµ is the integrated BNB muon

neutrino flux, and T is the number of target nucleons. Since the number of back-

ground events in data is not known, it must be estimated from MC. However, as

noted in Section 5.8, there is a clear normalisation difference between the two in

this analysis, with MC being higher. Using this equation would thus effectively be

making an over-estimate of the number of background events in data and would lead

to a clearly incorrect result. I therefore instead use the form:

σ =
N · ρ

ε · Φνµ · T
(7.2)

where ρ is the purity of the event selection. Here the background is estimated as

a proportion of the total number of selected events instead of as an absolute event

count, thus eliminating the reliance on normalisation agreement. Note that if the

two normalisations did agree, these equations would be equivalent.

In order to apply this in a consistent manner, N and ρ must be calculated

carefully. The MC is split into two samples: the main MC sample, which contains

on-beam events inside the TPC, plus a secondary sample used to estimate the dirt

background. The data is also split into two samples: on-beam and off-beam. The

comparable event rates in MC and data are thus:

NMC = NMC
main +BMC

dirt (7.3)

and

Ndata = Ndata
on-beam −Ndata

off-beam (7.4)

where NMC and Ndata are the comparable total number of selected events in MC and

data respectively, NMC
main is the number of selected events in the main MC sample,

BMC
dirt is the number of selected events in the dirt background MC sample, Ndata

on-beam

is the number of selected events in the on-beam data sample, and Ndata
off-beam is the

number of selected events in the off-beam data sample. The purity is then given by:

ρ =
NMC −

(
BMC

main +BMC
dirt

)
NMC

(7.5)
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where BMC
main is the number of selected background events in the main MC sample.

Table 7.1 gives the number of selected events for each of these samples, including

a breakdown of the backgrounds in the main MC sample, while Table 7.2 lists the

values of the other parameters used to calculate the cross section.

Name Variable Events

Total selected on-beam data Ndata
on-beam 523± 23

Total selected off-beam data Ndata
off-beam 89.6± 6.8

Total selected MC NMC 647.4± 23.7

Signal - 342.2± 17.5

Main backgrounds BMC
main 282.1± 15.9

Cosmic - 15.7± 3.8

Mixed - 31.4± 5.3

Out of FV - 34.2± 5.5

Multi-ν - 0.0± 0.0

νµ CC0π - 113.8± 10.1

νµ CC1π+ Bad Angle - 12.0± 3.3

νµ CC1π− - 5.5± 2.2

νµ CC1π0 - 20.3± 4.3

νµ CC >1π - 33.3± 5.5

νµ CC Other - 0.0± 0.0

νe CC - 0.9± 0.9

NC - 14.8± 3.6

Dirt background BMC
dirt 23.1± 1.2

Table 7.1: Number of selected events, used to calculate the total cross section.
All values are scaled to the on-beam data POT of 1.763 × 1020. Uncertainties are
statistical only.

Name Variable Value

Efficiency ε 0.0836± 0.0045

Purity ρ 0.5286± 0.0333

BNB νµ flux Φνµ 1.331× 1011 cm−2

Number of targets (data) T data 2.6124× 1031

Number of targets (MC) TMC 2.6347× 1031

Table 7.2: Parameters used to calculate the total cross section. The flux corresponds
to 1.763 × 1020 POT. Uncertainties are statistical only. The flux and number of
targets are taken to have negligible statistical uncertainties.
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Using these values with Equation 7.2, I find that the total, flux-integrated CC1π+

cross section on argon per nucleon is:

σCC1π+ = 0.788± 0.079 (stat.)± 0.261 (syst.)× 10−39 cm2.

Figure 7.1 shows a comparison of this value with the MC prediction, from Genie.

The prediction is about 1.4 standard deviations higher than the measured value.

The main cause of the disagreement is found to be the selection cut on the opening

angle of the muon and pion candidates, as described in Section 5.5. This cut was

motivated by a desire to reduce the number of selected background events wherein a

single true particle is misreconstructed as two tracks that are close to back-to-back.
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Figure 7.1: The measured total, flux-integrated CC1π+ cross section on argon per
nucleon (black point), compared with the prediction from Genie MC (red line).
The inner bars show the statistical uncertainty, while the outer bars show the sum
of the statistical and systematic uncertainties.

This cut was justified in three ways. First, a truth study was performed that

showed that the vast majority of high opening angle tracks are indeed due to track

breaking in reconstruction. Second, ArgoNeuT measurement and generator predic-

tions of the cross section as a function of opening angle [34] (see Figure 5.25) showed

that there was a low cross section in the region I intended to cut, which suggested

that even a large deviation between these values and MicroBooNE data in this area

of phase space would not significantly affect the analysis as a whole. Third, the

ArgoNeuT analysis had the same issue with track breaking misreconstructions and

employed a similar cut to ameliorate it. Specifically, events with the largest angle

between the muon track and any other track above 170 degrees (≈ 2.97 rad) were
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cut. The main difference between this and the cut I would eventually use is that

they were able to cut more tightly (2.6 rad ≈ 149 degrees is used in my analysis).

Unfortunately, this reasoning did not prove to be sufficient. Figure 7.2 shows

the distribution of opening angles for selected events, at the point in the selection

right before and then after the cut on it is applied. MC and data are actually

found to agree well in overall normalisation beforehand. However, these events are

distributed toward higher opening angles in data. A cut on this variable thus leads

to much worse normalisation agreement, as more events are cut from data than MC.

To clarify a point, while Equation 7.2 has been used due to the normalisation

difference, it does not completely mitigate it. Fewer events are selected in data,

and consequently the cross section is also lower for data, as one would expect. The

purity correction serves only to ensure that the estimate of the number of background

events that have been selected is more accurate.

There are, broadly speaking, two main possible reasons for the disagreement in

opening angle distribution. The simplest explanation is that some feature of the

data that differs from simulation leads to more broken track misreconstructions.

However, it is also possible that it is due to a real physics effect. Nuclear effects

and final state interactions (FSI) are a significant factor in interactions like these

that involve heavy nuclei, and our understanding of them is very much an area of

active research. Looking at this result in the context of other similar measurements

(see Section 1.2), it is notable that Genie over-predicted the normalisation for the

T2K and ArgoNeuT results as well. Specifically, the Genie prediction for the total

CC1π+ cross section was 2σ higher than T2K’s measurement on water [32] and 3.3σ

higher than ArgoNeuT’s measurement on argon [34]. This serves as evidence of true

disagreement between the physics and Genie’s implementation of it. Future versions

of this analysis should aim to investigate this, as further discussed in Section 8.2.

While it is tempting to remove or modify the opening angle cut to achieve better

data-MC agreement, it cannot be said for certain at this point which of the two

effects is the cause. For the time being, I feel that it is better science to present the

result as-is, rather than assume a particular answer.

88



CHAPTER 7. CROSS SECTION ANALYSIS

200

400

600

800

1000

1200

1400

S
e

le
c
te

d
 E

v
e

n
ts

π CC 0
µ

ν
+

π CC 1
µ

ν  Bad Angle+
π CC 1

µ
ν

­
π CC 1

µ
ν

0
π CC 1

µ
ν π CC >1

µ
ν  CC other

µ
ν  CCeν

Cosmic Mixed νMulti­ NC
Out of FV dirt Beam­off data Beam­on data

0 0.5 1 1.5 2 2.5 3
Angle between MIP candidates [rad]

1−

0.5−

0
0.5

1

S
ta

c
k

O
n
b
e
a
m

­S
ta

c
k

(a) Before cut.

20

40

60

80

100

120

S
e

le
c
te

d
 E

v
e

n
ts

π CC 0
µ

ν
+

π CC 1
µ

ν  Bad Angle+
π CC 1

µ
ν

­
π CC 1

µ
ν

0
π CC 1

µ
ν π CC >1

µ
ν  CC other

µ
ν  CCeν

Cosmic Mixed νMulti­ NC
Out of FV dirt Beam­off data Beam­on data

0 0.5 1 1.5 2 2.5 3
Angle between MIP candidates [rad]

1−

0.5−

0
0.5

1

S
ta

c
k

O
n
b
e
a
m

­S
ta

c
k

(b) After cut.

Figure 7.2: Distribution of opening angles, i.e. the angle between the two MIP
candidates, (a) before and (b) after applying a cut at 2.6 radians. The MC sample
used here includes simulation of the DIC effect.

89



CHAPTER 8. FUTURE WORK AND IMPROVEMENTS

Chapter 8

Future Work and Improvements

In science, no work is ever perfect or complete, and this analysis is no different. This

chapter goes over several specific areas where I expect to see this analysis improved

or expanded upon. Section 8.1 describes improvements related to the simulation of

the DIC effect, Section 8.2 discusses the opening angle selection cut and how it may

be further investigated in future analyses, Section 8.3 outlines a novel technique for

estimating certain cosmic backgrounds, and Section 8.4 puts forward some possible

methods of separating muons and pions, for the purposes of future differential cross

section measurements.

8.1 Dynamic Induced Charge Simulation

As described in Section 2.3.4, dynamic induced charge (DIC) is a detector effect

in MicroBooNE, wherein ionisation electrons induce charge on a number of wires

to either side of them as they pass by the wire planes. This effect is not currently

simulated, and instead it is assumed that charge is only induced on the closest wire.

The main result of the effect is to broaden dE/dx distributions. This has a large

impact on this analysis in particular. As described in Section 7.1, a preliminary

version of the next generation of the simulation, which does include DIC, was used

for the cross section extraction.

Broadly speaking, future analyses will be improved because the simulation will

be more accurate. There are two main ways in which this will manifest. First,

they will be able to use the final version of the next generation of the simulation.

More improvements will be included and more rigorous testing will have been done to

ensure intended behaviour. Second, the selection used in this analysis was developed

by looking at events and distributions that did not include DIC. It is likely that the

cut values and BDT training used here could be better optimised with the new

events. It is also possible that the selection may be changed more significantly if

different variables are now found to be suitable.
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8.2 Opening Angle Selection Cut

As described in Section 5.5, one stage of the selection involves cutting on the opening

angle between the muon and pion candidates. This cut was motivated by a desire

to reduce the number of selected background events wherein a single true particle

is misreconstructed as two tracks that are close to back-to-back.

Section 7.2 includes a discussion of the justification for the cut, why it led to

data-MC disagreement, and why the cut remains in this analysis. In brief, the

justifications included a truth study showing that the vast majority of high opening

angle events are due to misconstruction; the fact that ArgoNeuT measured the cross

section in the cut region to be low; and the fact that the ArgoNeuT selection used

a similar cut for the same issue [34]. Unfortunately, the distribution of opening

angles in data and MC wound up differing, with data peaked toward higher angles.

This meant that the total normalisation agreement, which was good before the

cut, was significantly worse after it. This is most likely due, at least in part, to

there being some feature of data that differs from the simulation and leads to more

misreconstructions. However, it is also possible that the disagreement is due to

the true physics, especially in light of the fact that nuclear effects and final state

interactions (FSI) significantly affect CC1π+ interactions, but our understanding of

them is incomplete and an active area of research. As the extent to which these

two factors were the cause is not known, I chose to keep this cut in place for this

analysis.

Future analyses, however, will work to better understand this disagreement.

There are several ways in which the handling of this variable could be improved:

The reconstruction may be improved so that fewer tracks are improperly broken.

This would lessen the need for a cut on opening angle, or perhaps allow for a tighter

cut value to be used.

Only a small sample of data was made available during the development of

this selection, in order to avoid bias. A much larger sample of data events that

were removed by this cut may now be investigated. This will allow for a better

understanding of whether these events are mostly misreconstructed, as in MC. It

will also enable analysers to determine what characteristics of these events (if any)

differ between data and MC and may be leading to a difference in their prevalence.

As described in the previous section, the DIC simulation used here is preliminary,

as the final implementation was not yet available. This, as well as other changes in

the next generation of the simulation, may lead to better agreement with data.

Overall, future analyses will be able to better understand the differences in this

distribution. Differences that are due to reconstruction or simulation issues can

be reduced or eliminated. Any disagreement that remains can then be said more
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confidently to likely be due to real physics.

8.3 Cosmic Ray Simulation

As described in Section 2.3.2, an important background for all MicroBooNE analyses

comes from cosmic rays (CRs). Data can be recorded with the neutrino beam off in

order to measure the rate of them, which can then be subtracted. However, there

also exist events with both neutrinos and CRs present, where it is possible to select

the CR interaction instead of the neutrino interaction, or a combination of both due

to reconstruction confusion. These backgrounds must be simulated, for which this

analysis uses the CORSIKA generator. Unfortunately, it does not provide associated

uncertainties, and I am forced to use a conservative over-estimate, which contributes

significantly to the total systematic uncertainty (see Section 6.6).

Future analyses plan to use a different, first of its kind approach. MicroBooNE

has collected a large sample (over 1021 POT equivalent) of beam-off CR data. Rather

than relying on CR simulation for the determination of the CR+neutrino event back-

grounds, this sample may be leveraged to construct events with simulated beam neu-

trino interactions and real CRs from data [87]. These combined events are referred

to as “overlays.” An example is shown in Figure 8.1.

This approach is not without its complications, such as how to calibrate the

Figure 8.1: An event display showing an example of an overlay event. Cosmic tracks
from real off-beam data have been overlaid with a simulated beam event, circled in
magenta. Figure from Ref. [88].
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energy depositions, as this is currently done separately for MC and data. However,

it will offer a number of advantages. First, these backgrounds will of course be closer

to real data. A few specific ways that this is true include: the overlay sample will

include CRs with energy below 100 MeV, which are not simulated; the overlay noise

estimation is closer to that observed in data; and the CR background close to the

edges of the detector is bettered matched by overlays. The other main advantage is

that overlays will allow for a better evaluation of the systematic uncertainty of the

estimation of these backgrounds. In this analysis, these backgrounds are the second

highest contributor to the total systematic uncertainty, which can potentially be

reduced significantly with overlays.

8.4 Muon-Pion Separation

This analysis includes only a total cross section measurement, and as such it is

not strictly necessary that the MIP candidates be further separated into a muon

candidate and a pion candidate. However, differential cross sections as a function of

muon and pion kinematics are an obvious next step for future analyses. Muons and

pions have nearly identical dE/dx profiles, which makes them difficult to separate in

MicroBooNE since it lacks a magnet to separate them by charge. Section 5.7 gives

a benchmark of how well I am able to separate them right now, using only some

simple criteria. I find that in 86.2% of true signal events, I am able to label both

the true muon and true pion correctly. This is a good starting point, but can be

improved.

One possible avenue is to use a second BDT classifier. As the available one-

dimensional distributions are very similar, it is difficult to achieve a high level of

precision with simple box cuts. BDTs are a useful tool in situations like this, since

they can effectively make cuts in the multidimensional phase space.

Another option involves exploiting the fact that pions are much more likely to

re-interact in the detector than muons are. These hadronic interactions result in

a change in direction, seen as a “kinked” track. MiniBooNE successfully employed

this strategy by developing a kinked pion fitter [28]. In addition to providing muon-

pion separation, this had the added benefit of improving the measurement of pion

kinematics.
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Chapter 9

Conclusions

There are many open questions about the properties of neutrinos and their interac-

tions. Excitingly, the current and next generation of oscillation experiments intend

to be able to provide some of the answers, such as what the mass hierarchy is, and

the extent to which there is CP violation in the lepton sector. One of the larger

remaining stumbling blocks to this goal is an incomplete understanding of neutrino

interactions with heavy nuclei. Nuclear effects and final state interactions clearly

play a significant role, but their modelling is an ongoing effort. Additional neutrino

cross section measurements are a necessary input to further inform them. Micro-

BooNE is making significant contributions, with the measurement of neutrino-argon

cross sections being one of its primary objectives.

MicroBooNE is also the first large liquid argon time projection chamber (LArTPC)

to gather high statistics neutrino data, having done so from 2015-2021. Many future

experiments, including SBND, ICARUS, and DUNE, also plan to use this technol-

ogy. MicroBooNE has provided invaluable experience for these experiments and has

shown the high precision imagining capabilities of LArTPCs.

This thesis has presented the first measurement of single charged pion production

in MicroBooNE. Using data corresponding to 1.763×1020 POT, I find that the total

flux-integrated CC1π+ cross section on argon per nucleon is 0.788± 0.090 (stat.)±
0.261 (syst.)× 10−39 cm2. This is somewhat lower than the prediction from Genie,

which is consistent with the findings of T2K and ArgoNeuT for this channel.

Future analyses will be able to build upon this work in several ways. The source

of the disagreement can be investigated in further detail. Improvements to the

simulation and reconstruction will result in better agreement with data, in particular

by fully simulating the DIC effect. Systematic uncertainties may be reduced by using

a different method to estimate in-time cosmic backgrounds. And finally, methods of

better separating muons and pions may be developed, allowing for the measurement

of kinematic differential cross sections.
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