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Un-Paradoxing Privacy: Considering Hopeful Trust
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Extant literature has proposed an important role for trust in moderating people’s willingness to disclose personal information, but there is

scant HCI literature that deeply explores the relationship between privacy and trust in apparent privacy paradox circumstances. Attending

to this gap, this paper reports a qualitative study examining how people account for continuing to use services that conflict with their

stated privacy preferences, and how trust features in these accounts. Our findings undermine the notion that individuals engage in strategic

thinking about privacy, raising important questions regarding the explanatory power of the well-known privacy calculus model and its

proposed relationship between privacy and trust. Finding evidence of hopeful trust in participants’ accounts, we argue that trust allows

people to morally account for their ‘paradoxical’ information disclosure behavior. We propose that affecting greater alignment between

people’s privacy attitudes and privacy behavior—or ‘un-paradoxing privacy’—will require greater regulatory assurances of privacy.

CCS Concepts: • Human-centered computing → HCI theory, concepts and models; • Security and privacy → Social aspects of
security and privacy.
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1 INTRODUCTION

The reasons why privacy matters are varied and numerous, but in the broadest terms, privacy matters as a control

on power [85]. As Neil Richards (ibid) explains, those with access to information about a person have power over

that person—the power to reveal something that makes them socially or politically vulnerable, the power to use that

information to manipulate their behavior, the power to grant access to this information (and power) to other parties, and

so forth. It makes a certain sense, then, that the matter of trust frequently arises in explorations of privacy. A paradigmatic

feature of trust is the ‘willingness to be vulnerable’ [23], and being willing to disclose personal information ostensibly

suggests that one trusts the entity in question to responsibly wield their power in ways that do not result in (privacy) harm

to the individual. Further, because privacy is typically framed as a concern [25], trust is potentially implicated in privacy

matters when defining trust as a ‘willingness to be or remain within [an entity’s] power. . . and to give them discretionary

powers in matters of concern to us’ [7]. So in apparent privacy paradox [80] conditions—when people disclose personal

information in ways that are inconsistent with the high value they claim to place in privacy—one explanation is that they

do so because they trust the entity receiving this information not to abuse their power (i.e. one has assessed the risks of

information disclosure to be low because of the trustworthiness of the entity in question). For this reason, it has largely

been taken for granted that ‘trust directly influences privacy behavior’ [80].
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Empirical evidence showing a strong effect of self-reported trust on information disclosure behavior (to cite only a few

examples: [25, 28, 53, 92, 113]) has been offered in support of the moderating effect of trust on privacy concern. This

interpretation seems, however, to rest on three unproven assumptions: 1) that people actively consider matters of trust

and privacy in their decision making around information disclosure and/or consent; 2) that people’s self-reported trust in

services they use accurately reflects their trust (both in amount and quality) at the point of making a disclosure/consent

decision; and 3) that people are making a choice to disclose information and, thus, a choice to trust services with their

privacy. Consider, instead, the likelihood that a person would consent to disclosing information to online services not

because they have carefully considered available evidence of their trustworthiness, but rather because they feel they

require that service. In such circumstances, they are not necessarily willingly making themselves vulnerable to betrayals

of their privacy by these services and deeming that vulnerability sufficiently low-probability—indeed, they are not

necessarily trusting the service with their privacy at all. It is plausible that, given they have nonetheless entered into a trust

relationship (i.e. where their vulnerability might be betrayed), people might seek to ‘manage their accountability in the

digital world’ [101] by emphasizing their trust in the services when self-reporting trust in study conditions. This suggests

a radically different relationship between privacy and trust: Rather than directly influencing privacy behavior, trust is

mutually implicated with privacy in accountability management by allowing people to morally account for their otherwise

‘paradoxical’ information disclosure behavior.

This paper attends to the need for in-depth examinations of the relationship between privacy and trust in apparent

privacy paradox circumstances. While it may be intuitive, and ‘reasonable to expect’, that trust positively influences

attitudes around privacy concern and information disclosure [89], we propose that the relationship between trust and

privacy is more complicated than has previously been supposed. In this paper we report the findings of a qualitative study

examining how people account for continuing to use services that conflict with their stated privacy preferences, and how

trust features in these accounts. The paper begins by providing a more thorough background on the relevant literature at

the intersection of privacy and trust. We then provide details of the study design and analytical approach, followed by

the findings and discussion their implications for Human-Computer Interaction (HCI). The study ultimately finds that

people’s trust in online services is characteristically hopeful; and we argue that hopeful trust is a ‘pragmatic response’ to

inchoate privacy protection regulation [42], a means of compensating for the absence of assurances of the trustworthiness

of online services in matters of privacy. This paper helps counter the harmful narrative that ‘privacy is dead’ (see [85]), as

people’s hope indicates, above all, a desire for their privacy to be preserved in their online engagements.

2 BACKGROUND AND RELATED WORK

2.1 The Privacy Paradox and Critiques of Privacy Self-Management

The General Data Protection Regulation (GDPR) came into effect in 2018, seeking to empower individuals to more easily

and effectively manage their personal data. A central focus of the regulation is the requirement for consent on the part of

individuals giving their data—that consent must be given freely and be informed, with plain language provided around

what/how data are collected, how/why it is processed, and with whom the data are shared. While hefty penalties for

GDPR violations provide some incentive for service providers to handle personal data more responsibly, it is not clear

that the regulation succeeds in empowering users to enact their privacy preferences.

This is somewhat unsurprising, as consent has long been critiqued as a mechanism for preserving privacy. As argued

by Hull [49], making consent a legal requirement places the onus on the individual to self-manage their privacy in ways

they are guaranteed to fail, arising from:
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(1) Explanations that are inadequate for enabling users to understand the consequences of their consent. There is

empirical support for the argument that people disclose personal information more than their privacy preferences

would predict because they lack understanding of the consequences of that disclosure to their privacy [2, 40,

42, 60]. Much has been made of the fact that people do not read privacy policies (e.g. [76, 79, 97]). In part this

is because they are long, and an annoying interruption to what one is otherwise getting on with, but they are

also too complicated for the majority of the population to understand [65], and it is unclear whether/how an

adequate understanding could be better supported [66]. As Barocas [9] notes, it may not be possible to provide

explanations that are simple enough to be accessible and invite engagement while also providing enough detail

for a user to fully understand the consequences of their information disclosure (a tension termed ‘the transparency

paradox’). Furthermore, investing in becoming sufficiently knowledgeable of the costs of information disclosure

is itself costly, explaining a strategy of ‘rational ignorance’ (or purposely ignoring privacy policies) [36].

(2) The unreasonable burden involved in the effort required to actualize one’s preferences. Another explanation of

the privacy paradox is that even with good understanding of the consequences of information disclosure, people

may lack skills to effectively manage their disclosure [36, 42]. This is not helped by the fact that services are

constantly changing their privacy settings [42]. Furthermore, people tend to feel comforted when provided the

apparent option to control aspects of their information disclosure, which perversely makes them less likely to

exercise that control (a phenomenon termed the ‘control paradox’ [1, 13]).

(3) The clear disincentives to preserving privacy. The literature also cautions against viewing information disclosure

(beyond preferred levels of privacy) as a failure to control information and/or preserve privacy, as there are social

benefits to disclosure that may win out against the competing impulse to withdraw [36, 66, 103]. There are, as

well, such strong incentives to using services that require information disclosure [40, 42, 99]—people are socially

entangled [81] with services in their private lives and in their employment and/or education—that opting out of

their terms of use is tantamount to opting out of society [86]. In practice, non-disclosure of one’s personal data

non-viable [49], despite regulatory framing of disclosure as a ‘choice’.1

Hull argues that these challenges to privacy self-management represent a ‘successful failure’ [49], in that while consent

regimes do not protect people’s privacy, they transform that failure into a choice that is governed by the logic of market

exchange. Having users click to accept terms of service reifies the illusion of choice, and ‘legitimiz[es] nearly any form of

collection, use, or disclosure of personal data’ [97]. In addition, this practice ‘habituates [users] into thinking that less

privacy is what normal people want’ [49]; and most insidiously, ‘Even if that narrative is ultimately untrue, it has the

further function of neutralizing and depoliticizing the distributional effects of treating users’ information as sources of

capital accumulation’ (ibid). Ultimately, not only does this undermine privacy as a value, but it invites users to view this

as ‘the way the world works’ (ibid). As Couldry and Mejias explain, people are compelled to enter, seemingly voluntarily,

into ‘data relations’ [54] which ‘make the appropriation of human beings’ data seem normal, just the way things work’ [17,

p.12].

In this paper, we build on these critiques, exploring how people account for their use of online services in relation to a

struggle to effectuate their privacy preferences even when provided information about a service’s privacy policies. We

argue (in agreement with van Ooijen and Vrabec [108]) that the assumptions GDPR makes regarding privacy decision

making do not hold—specifically, we show that our participants do not really engage in privacy self-management, and

consequently we argue that focusing on consent as a means for managing privacy is to obscure how morally accountable

1Richards & Hartzog [86] refer to this as the ‘Control Illusion’, not to be confused with the ‘illusion of control’ [13].
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action is actually accomplished (e.g. in relation to social expectations [66]). Following from this, and building on prior

work [56], we contend that consent (as implied by use of a service) should not be interpreted as being indicative of feeling

satisfied with the privacy balance one has negotiated nor of trust in a service.

2.2 The Relationship Between Privacy and Trust

Irrespective of whether GDPR and privacy policies actually promote successful privacy self-management, it is worth

considering their effect on trust in attempting to understand the relationship between privacy and trust—particularly

given the recurrent argument for privacy protection as a trust promotion mechanism [18] and, thus, its critical role in

maintaining a vibrant economy [110]. As a key headline, GDPR on its own has not promoted trust in data collectors [10].

Further, the mere presence of privacy policies may or may not have any effect on reported trust [52, 75], particularly since

users often fail to notice these policies [30]; however, studies generally support the conclusion that people report trusting

companies more when they are seen to respect privacy [29, 62, 113], and have greater trust in (and greater customer

loyalty to) websites they believed securely handled their private data [33]. Even still, there is research showing that despite

evidence of privacy violations and resulting loss of trust, people nonetheless find it difficult to discontinue use of popular

apps [106]. Lastly, readability of privacy policies may or may not affect trust: While one study found that readability was

positively correlated with trust [31], another found no such effect [84], though did find a positive correlation between

trust and perceived control over privacy and perceived transparency of privacy policies.

According to the privacy calculus model, people’s behavioral intention is to maximize their own benefits, so they will

choose to disclose information in ways that gain them more than the risks of that disclosure. In Dinev and Hart’s [25]

highly cited configuration, willingness to disclose personal information is influenced on balance by: 1) one’s personal

interest in the internet (or, borrowing from Technology Acceptance Model parlance, the perceived usefulness of the online

tool/service [20, 21]); and 2) perceived risk, which is moderated (negatively) by privacy concerns and (positively) by trust

of the internet. Experimental studies have since tested these factors. A positive correlation has been found between trust

and willingness to disclose personal information online [113]. While privacy concern has been shown to affect people’s

decision making around online purchasing [69] and disclosure of personal information [19], studies have also shown

that ‘privacy concerns are not a valid predictor of privacy behavior’ [41]; nor is high distrust a predictor of more careful

online behavior [67]. Research also suggests that trust may have a moderating effect on privacy’s impact on behavior

(‘high trust compensates for low privacy, and vice versa’), but that information disclosure is not affected by differences in

dispositional trust (i.e. tendency to trust) as much as by contextual cues [53]. Overall, studies have found a much stronger

influence of personal interest / perceived benefits (e.g. benefits to be gained through personalization of content [5]) on

people’s intention to disclose information than perceived risk [36, 109].

The privacy paradox presupposes that people are, first, making decisions regarding their privacy, and secondly, that

such decision making is rational [12]. Some have argued that the privacy paradox can be explained by bounded rationality

[36, 93], i.e. that people’s capacity for rational reasoning about and valuation of privacy (in cost/benefit terms) is limited

and prone to miscalculation [1, 64]. Others, however, have questioned the core idea that people rationally negotiate ‘privacy

concern’. The crux of the privacy paradox lies with inconsistency between how much they say they care about privacy

and what they do to protect it; and there appears to be some empirical evidence that people are ‘privacy fundamentalists’

in the abstract but ‘privacy pragmatists’ in context [112]. People’s apparent inconsistency may stem, therefore, from the

abstract nature of privacy [1]: Perceived risk is more salient to individuals when focused on hypothetical scenarios [34],

but decision making in the moment is dominated by more concrete considerations. Phelan et al. [82], for example, propose

that people engage different modes of thinking about privacy concern when directly prompted (System 2 thinking, rational
4
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assessment) versus when acting (System 1 thinking, intuitive assessment). Going even further, however, Crabtree, Tolmie

and Knight [18] found that privacy practices in situ are not reflexively organized around a concern with privacy, but are

instead bounded up with activities of managing relationships—specifically managing the intrusions of the digital into

their every day lives, or as they put it, ‘a concern to manage the potential “attack surface” of the digital on the manifold

relationships implicated in their everyday’. What this shows is that while privacy may be a concern for people—they can,

after all, talk about this concern—privacy is not necessarily a practical concern, or at least cannot be reasoned about

independent of more complicated arrangements of practices.

As we will show, the results of our study resonate strongly with this latter perspective on privacy concern, revealing an

incompatibility between the rationality implied by the privacy calculus model and the situated reasoning people engage in

adopting digital practices that may have privacy consequences. We build on Crabtree, Tolmie and Knight’s [18] insight

to understand how people morally account for their competence in their privacy practices (which are typically habitual,

routinized, and therefore unexamined) through a study design that deliberately throws their competence into question.2

We further explore Tolmie and Crabtree’s proposition that ‘privacy is a matter of accountability management’ [101], with

the aim of understanding how trust is implicated in participants accounts of their privacy competence.

2.3 Trust-Motivation Theory and Hopeful Trust

As frequently noted in literature on ‘trust’, the concept is variously understood, with strong disciplinary tendencies to focus

on particular types and/or dimensions (e.g., see [110]). The privacy calculus model, above, offers a narrowly doxastic

account of trust, i.e. characterizing trust as (only) a belief —or more specifically, ‘a confidence belief’ [25]. By their own

admission, Dinev and Hart [25] chose not to incorporate affective (non-doxastic) elements of trust which feature in other

highly influential models of trust, such as Mayer, Davis and Schoorman’s Ability-Benevolence-Integrity, or ABI, model

[71] (even ignoring ABI within other explorations of online / e-commerce trust they cite [35, 74]). Corritore, Kracher

and Widenbeck [16], in contrast, adopt a view of trust not as a belief, but instead an attitude ‘of confident expectation

in an online situation of risk that one’s vulnerabilities will not be exploited’, and propose that trust is moderated by

perception of credibility, perception of ease of use, and perception of risk (with perceived control being one of many

external factors moderating perceptions of credibility, ease of use, and risk). Importantly, however, in speaking of ‘risk’,

Corritore, Kracher and Widenbeck are not referring to privacy risks, but rather risks such as an online purchase going

unfulfilled and online information being unreliable.

In challenging the rationality underlying the privacy calculus model (§2.2), we also suggest that trust is implicated in

matters of privacy in much more complicated ways than the model accommodates—perhaps explaining the inconsistency

in findings between studies. Renowned trust scholar Annette Baier argued strongly that trust is comprised of interlinked

cognitive (belief-based), affective, and conative elements [7]—the latter encompassing ‘judgments, decisions, intentions

and resolutions which lead to a disposition to trust’ [94]. Dinev and Hart’s [25] model appears to treat motivation as a

separate non-trust factor (namely, personal internet interest). This is problematic, as trust is rarely ‘a straightforward

function’ [105] computed on the basis of evidence and/or trustworthiness cues (cf. e-commerce literature: [4, in [110]]).

Motivated cognition helps explain certain instances of individuals trusting when ‘rationally’ they should not: As van

der Werff et al. [105] explain, people may engage subconscious ‘discrepancy reduction strategies’ of discounting or

downplaying evidence of untrustworthiness if highly motivated to trust, and vice versa. As Dinev and Hart [25] themselves

2Here we take inspiration from Tolmie and Crabtree’s [101] analysis that technologies that ‘breach the ordinarily unremarkable grounds of everyday
activities’ . . . ‘not only open up ordinarily unremarkable activities to unwarranted account but throw members’ competence and autonomy into question by
doing so’.
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rightly note, the benefits to be gained through use of online services continues to increase; this would, ostensibly, create

a powerful motivation to trust these services that may override more typically ‘rational’ processes. In our study, we

explore how trust is bound up with matters beyond what is overtly presented by services themselves (viz. evidence of

trustworthiness), and how motivation to trust drives participants’ accounts of trust.

Even beyond motivated cognition, the phenomenon of substantial trust ‘renounces the very process of weighing

whatever evidence there is in a cool, disengaged, and purportedly objective way’ [73]. McGeer (ibid) explores the

character of substantial trust as a ‘state of mind’ (beyond mere belief), considering how people may, for example, trust a

friend even in the face of damning evidence they have committed a crime. Substantial trust often requires that one feel

(seemingly unreasonably) hopeful about the person in question. McGeer’s key insight regarding hope is that it reflects an

appreciation of the limits of one’s own ‘agential powers’—that one can only do so much to bring about the end they desire,

and hope allows one to ‘rid[e] out’ worries and self-doubt; in short, it creates ‘affectively charged scaffolding’ for doing

what one can do in the situation (ibid). We may think of hopeful trust, then, as a form of substantial trust which, being

underwritten by hope, allows a person to reframe their own agency in a more positive light, to be empowered to act at all.

In this paper, we explore the role of hope, as opposed to strategic reasoning, in trust of online services. Like McGeer,

we resist viewing hopeful trust as irrational; instead we argue that hope makes trust in online services (even those that

violate one’s privacy preferences) rational because it enables one to engage in the digital world despite practical difficulties

in negotiating privacy. Our analysis explores indications of hopeful trust when a person is made to face the limits to their

agential powers.

3 STUDY DESIGN

The study was designed to explore how individuals justified their continued use of digital services once they were

presented with information that such services’ privacy policies conflicted with their stated privacy preferences. To allow

for examination of potential differences in responses between age cohorts (see §4, below), we recruited participants from

an older adult population (categorized as aged over 65 years)3 and a younger adult population. In total, 4 older adults

(P1–P4; all retired) and 6 younger adults (P5–P10; all University undergraduates, 4 studying computing, 1 studying

law (P9), 1 accounting and finance (P10)); 5 males (P1–P2, P5–P7), 5 females (P3–P4, P8-P10) took part in the study.

Informed consent was obtained via a participant information sheet and consent form, and participants received a £10

voucher as compensation for their time. This research received ethics approval from Lancaster University.

Participants were interviewed individually by the first author. Half of the interviews took place in person prior to the

pandemic, and the other half were conducted online using a video conferencing tool of the participant’s choice. In all

cases, the same interview protocol was used. This protocol involved the use of Qualtrics to step participants through three

stages of the interview. In the first stage (page one on the Qualtrics survey), participants were asked to indicate which of a

list of online services they use. The list included the following popular services: • Wikipedia; • Google / Android / Gmail;

• Amazon / Prime Video / Echo / Dot; • BBC iPlayer; • WhatsApp; • Facebook; • Skype; • eBay (note: when a choice

contained multiple services, these were covered by shared terms). A range of services was chosen in the hopes that all

participants were likely to use at least one. The interviewer entered the selection for the participant if being interviewed

remotely; but in all cases, participants were asked to elaborate on their responses, explaining their choice to use, whether

their usage had changed over time, and their feelings about or beliefs toward the service.

3While ‘older’ is variously defined in the HCI literature [87], this categorization is aligns with the age British citizens (the study being undertaking in the
United Kingdom) typically transition to retirement, marking a new stage of life [58] where one is freed from workplace obligations to use particular services.

6
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The interview progressed (page 2 of the survey form) by presenting participants with a series of statements that were

characteristic of terms they were likely to encounter in signing up for a service. Indeed, these statements were adapted

from the privacy policies for the above listed services, as much as possible using their exact language to retain some of

what makes these terms cumbersome, though shortened in some cases. Where two or more terms were in essence the

same but used slightly different language between services, they were amalgamated, preserving as much of the original

language as possible. There were 19 statements in total (order not randomized, see Table 1), with particular effort to

choose terms that appeared across multiple of our chosen services. Participants were prompted with: If you saw these

terms for a service, would you agree or disagree to them? They were asked to share their interpretation of the statements,

and how strongly they felt—including whether any of these were ‘deal-breakers’, i.e. if seen in a service’s privacy policy

it would cause them not to use the service. After responding to all 19 statements, participants were given another chance

to identify statements that they felt especially strongly about (indicated with bold font in Table 1).

These amalgamations may not have perfectly preserved the legal subtleties of these terms; but they suffice for prompting

discussion around which terms were disagreeable to participants and how their willingness to use a service changed in

light of awareness of a clash between their stated preferences and a given privacy policy. To explore reactions to these

clashes, we included a reveal stage. The survey back-end linked the answers provided regarding services used to the terms

for those services (as we interpreted them), and participants answers about whether they agreed or disagreed with those

terms. The next page of the survey presented participants with an apparent clash, showing which terms they disagreed with

were included in the privacy policies for the services they currently use: There are conflicts with your stated preferences.

The interviewer then elicited reactions to services in the light of any conflicts, e.g. asking how they felt, what they thought

the term meant in the specific context of the service in question, and whether this new information was likely to influence

their use of the service in the future.

The interview concluded with a general discussion around data privacy, during which participants typically attempted

to summarize their stance toward privacy policies and what kind of agency they felt they had in enacting their privacy

preferences. The interview closed by informing participants that: We did the best we could to link these terms to the

services, but it’s possible that we made mistakes. If you are concerned or interested in finding out more, we encourage

you to read the privacy policy directly.

4 ANALYSIS

At the outset, we were particularly interested in seeing whether older adults were more likely than younger adults to

resolve a conflict between their privacy preferences and a service’s privacy policies through discontinuance of the service;

and also whether older and younger adults accounted for their intention to continue using services in different ways,

e.g. the extent to which these drew upon normative expectations for technology use for their age cohort [57]. Once

underway, our attention was drawn to the striking similarities between the accounts of old and young participants, in

particular the fact that all participants were unwilling to discontinue using services they were already using despite an

apparent clash. This is not to say that there are no interesting differences to unpack—having interviewed so few from

either category, we cannot claim to have done a deep investigation of age-cohort differences. But having conducted 10

interviews, we paused to more closely examine here the interactions between our study design and participants’ accounts

of their decision making. Specifically, we became aware of how the ‘reveal’ stage deliberately raised questions about a

service which are more typically backgrounded in users’ interactions—indeed, it seemed to bring into focus questions

of trust which might otherwise exist as a “‘background condition” of ordinary action’ [101] (see also [111]). If, for

7
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P1 P2 P3 P4 P5 P6 P7 P8 P9 P10
1. We collect information and store this information with unique
identifiers tied to the browser, application or device being used.

A A D A A A A A A A

2. We collect personal information when you use our service. D A D D A A A D A D
3. We collect information on location data. D A D D A D A D D A
4. We use your data to troubleshoot, develop our services, measure
how services are used, and test the safety and reliability of the
service.

A A U A A A A D A A

5. We use algorithms, automated systems and analyse the content
of your data (some of this is done by third parties).

A D D D A D D D D D

6. We share your personal information with trusted third parties for
external processing (e.g. for advertising and analysis of aggregated
statistics).

U A D D A D D D D D

7. We use your information with social media sites you already use
to tailor content.

D A D D A D D A A A

8. We share your information if we believe it’s necessary with
regards to potential illegal activity.

D A D A D D A A A A

9. Third party advertising partners may collect information about
you when you interact with their content (this is governed by their
own privacy practices).

D D D D D A A D D D

10. We may retain your information as long as necessary, potentially
indefinitely.

A A D D A D A U A D

11. We share information with other affiliated companies when we
learn of misuse or harmful conduct by someone using our services.

D A A D U A A D A A

12. We collect information about others that you interact with
through your communications with them; and others that you com-
municate with using our service may share your data.

D U D D D D A D D D

13. We share non-personal data with researchers. D A D A A D A A A A
14. We collect information about people, pages, accounts, hashtags,
and groups you are connected to.

D A A D A D A D A A

15. We collect device information (e.g. operating system, hardware,
behaviours performed on the device, device signals, data received
through the device, network and connections).

D A U A D D D D D D

16. We collect telephony log information (e.g, phone number,
calling-party number, receiving party-number, time and date of
call and messages, duration calls, routing info) and website activity
information (e.g. duration).

D D D A A D D D D A

17. We collect information on purchase transaction (e.g. card num-
ber, other card information, authentication information, billing).

A D U A A A A A D D

18. Facial recognition software is used to recognise you in photos,
videos and camera experiences.

D A D D D D D D A D

19. We use content that you share or upload (for example we may
copy and redistribute that content until deleted by you).

D D D D D A A D D D

Table 1. Participant preferences; A=Agree; D=Disagree; U=Unsure; bold D indicates a ‘red line’ (i.e. ‘If a service included this term
I would not use the service’) or strongest possible disagree.

example, the service in question is trusted,4 raising questions about its trustworthiness (with respect to its ‘competence

4We do not claim here that using a service is equivalent to trusting a service—a point we elaborate later in the paper.
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and willingness’ [6] to look after the data entrusted to its care) in effect forces the participant to creatively justify their

trust of that service—all the more so if they had earlier in the interview elaborated their especially strongly held stance

about one of the terms of service only to then find it to be a term stipulated by one of their ‘trusted’ services. On the other

hand, if the service is not trusted, raising such questions somewhat implicitly raises the follow up question of why the

participant is using the service (i.e. do they trust it in some sense?).

Given the above ways our study design engaged participants in ‘practical reasoning’ [46], we adopted an analytical

perspective suited to the examination of that reasoning, focusing on how individuals present themselves to the interviewer

(their moral standing being at stake in the interview), and through their linguistic accounts make sense of their practical

actions [100]. More specifically, we adopted a ‘specimen perspective’ (as opposed to ‘factist perspective’), which is

untroubled by participants’ possible ‘confabulations’; such confabulations are relevant to how people present themselves

and thus do not invalidate the data [100]. This means that we need not be concerned here if people’s accounts of

their decisions hinge on seemingly incorrect interpretations of the statements drawn from the privacy policies (or our

misrepresentations of them); nor that articulation of accounts in the interviews may be distinct from how decision

making plays out when an individual is faced with privacy policies in situ. Our approach to the data draws from the

ethnomethodological tradition, involving immersion in the data without commitment to any particular formal method of

analysis, with the aim of producing descriptions that make ‘real worldly activity mutually intelligible’ [83]. This is to

say we did not use a formal coding process, e.g. the use of code books, nor did we seek to validate our interpretation

of the data through inter-rater reliability—described by Lynch as ‘taking up a gratuitous “scientific” instrument’ [68].

Ethnomethodology is ‘indifferent’ to such formal approaches, and derives inferences through ordinary communicative

faculties, by making sense of what participants say. In terms of the practical activity of analyzing the data, author one used

the comment function in Word to mark up interview transcripts with thoughts provoked by specific passages; author two

responded to these thoughts also using comments; and this was followed by email-based discussions about our evolving

interpretation of the data.

This approach focused our analysis on questions of how individuals praxeologically account for their reasoning about

privacy, what their responses communicate about how they see the world (what they see as ‘rational social behavior’ [26]),

and how people ‘make moral sense of themselves’ [44]. Trust was explicitly raised in some instances during the interviews,

almost always unprompted; but most often it was morally implicated in participants’ accounts in various ways that are

under-examined in extant literature on privacy. The applicability of the notion of ‘saturation’ is questionable for our

chosen analytical approach [90]. Our 10 participants provided ample accounts for developing our theorization of the

relation between privacy and trust, while still leaving open the opportunity to further probe aspects of this relation through

follow on studies.

5 FINDINGS

We present our findings in three stages, as follows. In section §5.1 we consider how participants reason about matters of

privacy and trust. Participants’ accounts reveal that they struggle to articulate privacy concern with respect to privacy

policies. This finding not only undermines the explanatory power of the privacy calculus model [25]; it also contradicts

notions of trust in online services as contractual in nature (e.g. as implied by Culnan and Armstrong [19]), with explication

of privacy policies facilitating contractual trust. In section §5.2 we explore the different ways that participants account

for what they are giving away when disclosing information, and how these accounts differentially articulate the moral

probity of their (continued) use of online services. The findings show that privacy does not actively feature in consent;

instead, consenting to the terms of online services is a routinized practice: The decision to use a service is bound up with
9
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other (non-privacy related) morally accountable action, and consenting remains accountably reasonable, and routinized,

in the absence of evidence of privacy-related harms. In section §5.3 we return to the character of people’s trust in online

services, if not contractual. We find evidence, instead, of hopeful trust, which on the one hand enables participants to

make moral sense of their (continued) use of online services in the face of severe limitations in effectuating their privacy

preferences, but on the other hand exposes them to greater risk of betrayals of their privacy.

5.1 Struggles articulating privacy concern

Data collection does not necessarily on its own raise privacy concerns [79], and by participants’ own accounts, there is an

important difference between disclosing information and compromising their privacy. Even still, participants recognized

that disclosing enough information can have privacy implications; and in accounting for their continued use of services

whose privacy policies contained terms they stated they disagreed with, every participant made a point of minimizing the

amount of information they gave to these services. For example, in speaking about Google, P1 explained, ‘I just don’t use

it unless. . . I occasionally use Google Maps, I have to confess. . . And I suppose I don’t care that much if some distant body

knows that I’ve been walking in The Dales or something.’ P8 explained of Facebook, ‘I can use Messenger without having

Facebook, and even then I barely use Messenger, I just use if for the groupchat.’ Likewise, in responding to term 5, P6

stated: ‘I certainly wouldn’t put any information on a site that had that clause. . . So if it’s something like, for example,

Facebook I will only use that for receiving things, like group posts or Messenger. I won’t actually, I don’t make posts

on Facebook.’ And P9, who was strongly against the collection of location data, spoke about using location tracking

only briefly when absolutely needed: ‘say for like 10 minutes, and then I’ll turn it off.’ While participants conceded that

they could not always control the amount of information disclosed to any given service, their accounts would minimize

the number of trust relationships they entered into. As P3 put it, ‘You know, your privacy is part of your identity and

you don’t disclose everything to everyone you meet. You’re selective. And I said, I don’t have apps from here, there, and

everywhere. I have, like, handfuls of apps, you know, that I [use].’ P8 explained a similar strategy: ‘With Amazon, it’s just

a compromise, really, because if I just reduce the amount of services that I allow doing that then there’s less of a web.’

We could interpret the above as participants demonstrating privacy competence through inventorying the ways they

mitigate risks entailed in using services (elsewhere termed ‘compensatory calculus’ [59]). But prior research has shown

that people regularly disclose a lot more about themselves than they realize [1]. Whether they do, in fact, undertake the

controlling work they are describing, the salient point is that in accounting for their information disclosure practices,

participants made a point of emphasizing actions that helped them create certain conditions for ‘sensible trusting’ [8]

despite disagreeable terms in a service’s privacy policy. And yet, even while generally presenting themselves as confident

that they are not sharing more information about themselves than they are comfortable with (‘I’m quite careful with what I

put online’ [P8]; ‘I just think if there’s a risk like, I wouldn’t want to put myself in that, so I just limit that a little bit’ [P9]),

participants also admitted that the privacy implications of their data disclosures are not always accessible to them as a user:

‘I actually don’t know the implications of giving that data away’ [P10]. Participants had wildly different interpretations of

the meanings of the privacy terms we presented them, and expressed particular difficulty in translating these terms into

risk or privacy concern. The study design undoubtedly contributed to this, as participants were initially presented the

terms out of context (see §5.2); but even when later linked to specific services, participants were still confused as to ‘why

an application would need’ [P8] the data they were asking for: ‘it’s just like why do they need it’ [P9]? In some cases,

participants were so surprised to learn that services they used conflicted with their privacy preferences that, instead of

acknowledging that the service violated their privacy preferences, they proposed that perhaps their interpretation of the

term was incorrect. For example, in learning that WhatsApp’s policy allowed them to collect information about interacting
10
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partners (term 12), one of P5’s ‘deal breakers’, he responded, ‘That I was not aware, and I’m still not sure it means exactly

what I think it means.’

Overall, the data showed that participants struggled to make moral sense of their information disclosure (i.e. with

respect to the boundaries they were setting around their privacy) due to the lack of explicitness of privacy policies. For

example, when asked whether she agreed or disagreed to term 14, P8 responded:

‘It depends on what they’re collecting it for. I’d say no, because, just because of that. If they’re collecting

it to recommend me things, no. If they’re collecting it to distribute, no. If they’re collecting it generally

just keep it on store so I could access what I’ve done, yeah.’

P2 also explained that it is not clear to a user from these terms what can be gleaned from the different bits of information

they disclose to a service:

P2: ‘I think if people were– if it was put back to people and said, “Okay, you’ve told us this, this, this,

and this,” and shown people, “can we keep it?” Then I think a lot of people would say, “No!” But it’s

when it’s, you know, like this [a list of terms] where it hasn’t got a meaning, really. . . it’s people not

realising what they’re giving away. It’s all wrapped up in a sort of a phrase rather than itemised.’

As P5 said, ‘It’s just I just feel like they could exploit you somehow since you don’t know what you’re agreeing to.’

Our participants’ accounts suggest that they do not fully understand what vulnerability they are entrusting to the care

of these service providers or what harms might arise in different scenarios relating to the service provider’s handling of

the data (or ‘contingencies’, to use Baier’s [6] phrasing). This has important implications regarding the nature of this

trust relationship, as it means that while privacy policies have the appearance of a formal contract, both in their particular

turns of phrase and in functioning to extract user consent, they lack an essential quality of contracts: viz. making ‘explicit

provisions for such contingencies as we imagine arising’ [6]. The question we answer in §5.3 is, if this trust relationship

is not, then, contractual in nature (i.e. with these privacy policies establishing mutually agreed grounds of accountability),

how might we characterize the trust participants had in these services?

For now, we note that in contrast to how difficult it was for participants to articulate the privacy risks of their

information disclosures, they had no difficulty at all articulating the benefits of services they used, and this may explain

why information disclosure behavior is much more strongly influenced by perceived benefits than perceived risk [36, 109].

The question we turn to next is to what extent this should be characterized as a form of privacy calculus.

5.2 Differential accounting

During the interviews, it was apparent that participants struggled with the task of agreeing or disagreeing with the terms

we presented them stripped of context. For example, P1’s response to term 1 was, ‘I suppose that would depend on how

much I trust the particular body, wouldn’t it?. . . Or how much I wanted to use it’; and in trying to decide how to respond

to term 10, P9 said, ‘I probably, I’d want to disagree. I really would but then I think I would agree. . . Depends how much I

want to use the application [laughs].’ And indeed, for services they found useful, participants were willing to tolerate

violations of their stated privacy preferences:

P1: ‘I would happily do all that [consent to disagreeable terms] with Wikipedia. . . I consider nowadays

Wikipedia is such an important part of my life, I wouldn’t, I wouldn’t do without it.’

P3: ‘Amazon is sort of like my left hand. I need to use that. So of course, they got all that data about me.’

11
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P7: . . . [Facebook] do have some really not okay practices that they get away with and I’m less happy

with that. But at the same time like I’ll use the platform because it’s so useful to me personally.

When presented with a conflict, participants seemed unable to justify their abstract opposition to terms if they could not

point to any harm having come from use of services whose policies contained similar terms. P9, for example, considered

her feelings on Google’s policies clashing with her previously stated preferences:

‘Um, I don’t like it. Yeah, I don’t like that, but, I think it’s more– It’s one of those things, if you’re using

these applications and you actively keep getting, say, hacking attempts or someone like cold calling or

something like that, you would sort of notice that it’s linked to the application and you’d probably stop it.

But the fact that you rarely ever get things coming back at you, in that sense you sort of, I don’t know,

you don’t like it but you think well, there’s not too much hassle with it.’

And P7 accounted for continuing to use Amazon and Google despite multiple clashes with his stated preferences as

follows:

‘Like I know whenever I use a website like Amazon and Google it’s like, “They’re tracking me, great

[sarcastic].” Again, I’ve never experienced like a negative effect from it, it’s just something that like if I

think about it too much I’ll go, “Ugh, damn it!”’

But further, the fact that these services were, evidently, not using the data they collected in ways that harmed them made it

easier for participants to conceive of benign interpretations of these ‘open ended’ [P7] terms. For example, P10 disagreed

with the term about collecting information about others she is connected with (term 12) ‘because I fear they’ll be spying

on my conversations with others, and that’s an invasion of privacy for sure,’ but her response to learning that WhatsApp

did so was:

‘Yeah, I mean, in a way, it’s kind of justified because they actually do need the data for me for to connect

one and another. Like, as they’re like, yeah, . . . it depends on the intention, on how to use that data and

what they want to use that data for. If there’s really no other way around it, I would say yeah, I would

definitely say yeah.’

P6 similarly qualified his abstract opposition to indefinite retention of his data (term 10): ‘I would disagree with that. But I

know for technical reasons you’d probably just have to agree with it. I know plenty of services for actual technical reasons

have it, it is difficult to actually remove user data just because the structure of their databases.’ Having discussed the

potential of these services to abuse their privacy (and seemingly choosing instead to use the data to deliver functionality)

might even have validated more well established trust relationships with these services; at least, participants did not

respond to revelations of conflicts with services they used with statements such as, ‘Now I don’t trust them.’

On the other hand, there were a number of services people used that they readily admitted to distrusting, and revealing

conflicts with their stated preferences only reaffirmed their distrust. As P5 explained, ‘I mean, in general [the term] just

seems really scary and then when you put when you put the app’s name to it you realize, oh I already knew I was accepting

that anyway. . . I mean, Facebook. Everybody knows about them and data sharing.’ Many participants were unmoved by

the study’s ‘reveal’ stage; their accounts focused less on how they could justify continuing to use services that appeared

to violate their privacy preferences and more on why they were using services they did not trust. In particular, and in

agreement with Palen and Dourish’s observation of privacy ‘as a social phenomenon’ [81], participants described being

socially entangled with services (see also Hargittai and Marwick [42]). P8 stated, ‘Honestly, if it wasn’t for the fact that

my [work] rotas were put on Facebook, I wouldn’t have it.’ Despite not liking some of what Facebook are doing, P4
12



625

626

627

628

629

630

631

632

633

634

635

636

637

638

639

640

641

642

643

644

645

646

647

648

649

650

651

652

653

654

655

656

657

658

659

660

661

662

663

664

665

666

667

668

669

670

671

672

673

674

675

676

Un-Paradoxing Privacy: Considering Hopeful Trust Submitted to TOCHI’23, April, 2023

emphasized the essential role it played in maintaining a sense of closeness with extended family: ‘I’m not going to stop

using it because as I say, [for] the first time in my life since [my grandchildren were] very small children and you could

see them, that I actually get to know what they’re up to.’ Also in regards to Facebook, P6 indicated he felt the choice of

whether to use Facebook was essentially made for him: ‘If I had the option, if nobody else is using Facebook, then I also

wouldn’t be.’

Participants also noted how the pandemic intensified their dependency on these services. Speaking about Amazon

clashing with two of his preferences, P7 justified continuing to use Amazon because, ‘like there isn’t really a major

alternative. . . like I can’t just walk into a John Lewis store or like nearby ASDA or Argos and go, “Hi, can I get this?”’

Even when posed as a general question, how she felt about privacy policies now having done the interview, P10 responded:

P10: ‘I would still use it.’

Interviewer: ‘Yeah.’

P10: ‘Mainly because like this is such a peak time to use technology.’

Interviewer: ‘We can’t not use it.’

P10: ‘And there’s no other. Yeah. We can’t do any social interaction face to face. Yeah. I would still use

it, definitely.’

These accounts suggest that participants were not, in fact, actively weighing risk, calculating the value of the privacy they

are exchanging, or examining evidence of the trustworthiness of the service; rather, participants recognized compelling

reasons to enter into trust relationships with services which rendered moot the examination of their ‘beliefs and/or

expectations about others and about the risks involved’ [15]. In fact, they remarked upon the futility of even engaging

with deliberations on privacy concern: They noted their inability to selectively reject terms within privacy policies, very

much seeing them as bundled and even essential to the functionality they desired. For example, responding to conflicts

with Amazon’s terms, P8 explained, . . . ‘as much as I would like to have them, you know, to be able to turn around and

say no [to a given term in a privacy policy] and still use the service, I can’t.’ P9 said, . . . ‘just sharing data in general

I wouldn’t be like happy about if I could like not share it I would.’ P5 said, ‘Honestly we’d like it to be disagree with

everything, but we know we’re not going to get anything if not [if we don’t accept the terms].’

The data generally supports Draper’s observation of ‘resignation’ to some degree of privacy violation [27], and Hull’s

thesis that the inability to make meaningful choices about their privacy habituates users into thinking perhaps privacy

doesn’t matter so much [49]: In the interviews, participants provide ‘accountably sufficient’ [44] justifications for their

actions through reference to what they present as a shared ‘common-sense world’ [95] in which users routinely give

away more than they are strictly comfortable with—there being no privacy online (see also Phelan, Lampe and Resnik

[82])—and in which it makes little practical sense to concern oneself with this state of affairs. For example, while P4

said of term 9, ‘I don’t really agree with that,’ she added, ‘But I know it will happen.’ P5 discussed his dislike of being

‘tracked’, but conceded:

P5: But I know, it’s just kind of inevitable almost. So that’s why I agree to it.

Interviewer: OK. So in an ideal world, I guess you would you would prefer that they didn’t?

P5: Of course.

. . .

P5: Like I said, most of [these terms] I feel like we already agreed to like all of these things, but we don’t

know it. But obviously speaking in a– if I was to actually read that [policy] every time, and I was to see

that and it wasn’t an app that I was a hundred percent required to have, I probably wouldn’t accept that.
13
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In this sense, privacy (the preservation of it) does not have the character of strategic decision making. As P9 explained

of Google, for example, ‘like I kind of have to use it, . . . [and] you just sort of do.’ One is merely getting on with life in

the modern world (see [43, p.313]), using appropriate tools as needed, and paying the cost of use with whatever data is

demanded of them. Information disclosure is ‘routinized’ [24], taken for granted as a premise of action (i.e. being able to

use a service).

This begs the question, then, whether trust is any more pertinent to the matter of providing consent. In the next section,

we explore the relationship between privacy and trust in apparent privacy paradox circumstances. We propose that trust

can be bound up with matters other than a service’s handling of privacy; and that although this trust may not overtly

feature in decision making, it is key in enabling people to make moral sense of their information disclosure.

5.3 Hopeful trust

The discussion above provides ample evidence that, in Baier’s words, ‘We can still rely where we no longer trust’ [6].

We observed this most in responses to the ‘Big Five’ tech giants, where participants described relying on these services

despite distrusting them (e.g. ‘I don’t like it, but then I do think Google, like I kind of have to use it, there’s no other, really,

alternative’ [P9]). And yet, while there is an element of reliance in the accounts, there are hints that participants are not

merely relying, but indeed trusting—or at least, trust has explanatory value when morally accounting for their information

disclosure.

While participants at times indicated they lacked confidence in their own abilities in preserving their privacy, they

expressed (arguably unjustified, or hopeful) confidence in the capabilities of others in managing matters of privacy. For

example, P1 explained that he trusted his daughter-in-law to tell him which services were okay to use; and in accounting

for his use of Amazon stated, ‘She doesn’t stop me from using Amazon, particularly when it’s giving presents to her kids.’

We also noticed some hedging in participants accounts—that even if they distrusted the service provider, they trusted that

certain forces were functioning to keep them honest. Participants cited the power of the masses to sanction companies

that violated trust through social media take-downs. P7 explained:

‘I think I trust Amazon overall because like if they were to try something, something underhanded, like I

always have the ability to turn around and go, “You WHAT?” and like, have some, like kick something

up. . . The thing is, there’s always someone watching, especially with companies like Amazon.’

P9 explained similarly:

‘[Apple] are such a big company, that they have so many people that they couldn’t possibly do anything

that’s that bad otherwise they’d have so much backlash, that you sort of trust it in that way. So like if they

did breach anything or anything, then you think that everyone else is doing it so if there was an issue,

everybody else wouldn’t be happy with it.’

Likewise, P3, who confessed she is ‘not techy enough’ to determine for herself what ought to be trusted, found it easier to

trust these services on the basis that others were paying close attention: ‘But the lovely thing for me is, there are people

with skills that I don’t have that have these same concerns.’ In the words of P2, ‘You can marshal small armies these days.’

Believing, or perhaps hoping, in the latent power of these armies of angry customers (none actually provided examples

of these armies in action) made it easier for participants to ‘sort of trust them a tiny bit’ [P9], thereby justifying their

continued use of these services in moral terms beyond reliance.
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It was also evident from these accounts that participants trusted service providers to not do anything that would violate

GDPR or other laws.5 P9 explains, ‘they would suffer the repercussions if people’s data did get lost. Like it would be such

a big thing and they’d have, they’d be like sued so much, like millions, or billions.’ P6 suggests that they can be trusted

with purchase transaction data because, ‘they’re probably subject to very strict laws on what they can and can’t do.’ And

P7 explains that having a computing background and awareness that ‘they’re not going to be allowed to do certain things’

makes him ‘more confident with giving them certain things. . . because I know that they would get done for like GDPR,

like under the law. Like if they’re storing things that identify me as an individual to my computer and what I do that would

be illegal.’ Several also extended this logic from law to ethics, stating that they trusted service providers to be careful not

to anger or alienate their customer base, and therefore not do anything to cause too great a harm to users:

P2: ‘And I think, with the bigger companies, they tend to be pretty good about– they’re protecting an

asset, their customers, from leaving them, they don’t want the customers to leave them, so they tend to be

pretty good at recognising– ’cause more people will complain about something and they seem to react to

it when they know that “we’re putting our jewels at risk here.”’

This was a surprisingly common rationale (and is consistent with Lau, Zimmerman and Schaub [61]), though it seems

disproven by these same participants’ admission that a violation would need to be extremely egregious to make them

stop using the service. This logical disconnect suggests an element of hoping beyond reason, with that hope being the

mechanism that enables trust.

We also found that participants’ accounts frequently acknowledge disagreeable terms in privacy policies as ‘the price

you pay’ [P2] in contemporary society: ‘You just have to compromise’ [P3]; ‘. . . you’ve got to accept it or else we’ve got

to change, go back to slates’ [P4]; ‘. . . at the end of the day, nothing’s ever free’ [P8]; ‘. . . you’re using the service for free,

buddy, they’re gonna take something back’ [P7]. In part, these admissions emphasize their ‘structural inferiority’ [39] and,

thus, the limits of their own agency. In the words of P3, ‘I’m the little person who’s like smaller than an ant beneath their

feet.’ And given that ‘we can’t really stop these people from taking your data they shouldn’t’ [P8], participants described

coping mechanisms to reduce mental distress. P3 termed her coping strategy ‘planned ignoring’:

‘. . . it’s a bit like my eyes are open, but in my ears I’m going doo doo doo doo doo doo doo like that with

my fingers in my ears. . . cognitively, I know; emotionally it presses a few buttons; but this is life, and I’m

old enough to know that success in life is dealing with the crap that life throws at you and surviving it

and being adaptable. . . it’s like lots of unpleasant things in life. You just, can just put them on the back

burner, like a parrot on your shoulder. You know they’re there, occasionally things will happen and it

squawks in your ear. But most of the time you’re just aware and it’s resting. That’s the way I look at it.’6

This appears to go beyond ‘rational ignorance’ [36] of privacy policies, however. The above extract reveals a desire

to ‘act as if we are sure while we actually are not’ [55] when using digital services, closely resembling Keymolen’s

characterization of trust as ‘a functional fiction’: ‘When we trust, we set aside possible bad outcomes and act instead’

(ibid). In other words, without this ‘planned ignoring’, P3 might not be able to adopt any of these services that she

otherwise finds so useful.

The clearest example of hopeful trust was described by P2, who explained his inclination ‘just to trust’:

5This is not necessarily the same as believing these laws provide adequate privacy protection.
6We note as an aside that this would seem to align with an understanding of rationalization as ‘performative pretense’ [22], with some awareness of
pretending.
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P2: Yeah. I don’t have a problem with most of these things, because I just believe the whole world works

in mostly an honest way. And if somebody really wants to get the things to harm you with, they’ll have to

do a lot of work, probably, to get it. It’s easier just to trust people. . . I just remember– I know it’s funny,

but I watched a film many years ago, probably twenty years ago, he was a bit of drunk this chap in the

film and he had his arm around somebody at the bar and he just said, “I just trust people. It’s easier that

way.” And I thought about that, and I kind of tried it out in a few situations and I thought, “Yeah it is!”

Mostly people are trustworthy. So I decided to adopt that policy.

. . .

P2: ‘I mean, I hark back to a shipmate of mine when I was in the navy back in the 60s and he used to just

say, . . . “If it matters it matters; and if it doesn’t matter, it doesn’t matter.” . . . It’s knowing the difference,

and what it means to you. But yes, I used to hang on to lots of stuff. And it wasn’t good for me. Because I

kept feeling anxious. And end up on some little pills and beta blockers and things like that.’

Interviewer: ‘Yeah, so you can trade the constant anxiety for potentially higher vigilance over small

things which you maybe might not even be able to influence anyway. Or you can opt for just general

wellbeing and you’re at the same risk you were before to any of these.’

P2: ‘Yep. And I opt for the general wellbeing.’

While not everyone claimed to actively choose trust over worry in this way, they hinted at some awareness that, on the

one hand, ‘Nobody does really [control or oversee what these big tech companies do]’ [P6] and ‘I probably shouldn’t

trust them’ [P9], and yet, ‘I actually do [trust them]’ [P3]. As P5 explained, facing real barriers to ‘understand[ing] what

exactly I’m accepting here. . . makes it easier to remain ignorant and just be like, oh, I’m sure it’s fine’.

We propose that hopeful trust is a perfectly logical means of enabling one to continue to do the best one can reasonably

do in navigating the digital world in the absence of more robust assurances of their privacy. The study design forced

participants to directly face the ‘limits to their agential powers’ [73], to face privacy concern in a way that they generally

background in their use of digital services, and in presenting themselves as competent agents in the interview, participants

staked their service use and related information disclosure (which was at odds with their more abstract ideals about

privacy) on their ability to trust these services.

While this hopeful trust appears to serve an important function for individuals, we wonder whether hopeful trust also

functions as a moral pressure valve for resolving the contradictions of consent which contribute to the privacy paradox.

Baier [6] questions the casual assertion that good things thrive in conditions of trust, and by extension more trust is always

better; and she makes the point that, ‘Exploitation and conspiracy, as much as justice and fellowship, thrive better in an

atmosphere of trust’. Trust relationships between ‘the powerful and less powerful’ (ibid) are typically inclined toward

dependency and, with that, exploitation. As the interviews show, participants felt they had little freedom to exercise

choice, which makes it all the more problematic that one is forced to rely on services without strong assurances of their

trustworthiness. We suggest that hopeful trust arises because existing approaches to privacy self-management do not

adequately attend to the dynamics of dependency, but that hopeful trust may in turn allow for the continuance of the

very conditions for privacy violations to thrive—that is unless it is recognized as a strong signal of a desire for privacy

preservation.

16



833

834

835

836

837

838

839

840

841

842

843

844

845

846

847

848

849

850

851

852

853

854

855

856

857

858

859

860

861

862

863

864

865

866

867

868

869

870

871

872

873

874

875

876

877

878

879

880

881

882

883

884

Un-Paradoxing Privacy: Considering Hopeful Trust Submitted to TOCHI’23, April, 2023

6 DISCUSSION

Contradicting prior work that suggests a competitive advantage for companies that handle customers’ privacy ethically [19],

this study reveals that there is effectively no penalty for a service that violates users’ stated privacy preferences. Even when

made to face discrepancies between these preferences and the policies of specific services, participants were unwilling to

discontinue use of the services. We note the prevalence of a similar logic surrounding trust: e.g. Goldberg et al. [38] argue

that ‘Companies will need to start building systems that show their interest in behaving ethically because only then will

they be trusted.’ Our study challenges this reasoning, as people are able to find reason to trust services they feel they need

to use. By extension, any claims of the instrumental value of privacy protection or indeed trust—a seeming vestige of a

disproven logic that the market will guarantee freedoms without need of regulation [3]—are critically undermined by the

finding that the bigger and more useful a service is, the more untrustworthy behavior they can get away with without

losing customers.

Our point is not that trust is less relevant to privacy than scholarship has supposed; quite the opposite. While ‘privacy

can and should be thought of as enabling trust in our essential information relationships’ [86], the current regulatory

apparatus appears to be driving a wedge between these concepts—a sign that it is fundamentally broken. Specifically,

privacy policies do not appear to be maintaining, let alone promoting, trust: Participants’ accounts do not hinge on the

trustworthiness of these privacy policies; rather, their accounts more or less sidestep the specifics of these privacy policies

in morally accounting for why they are choosing (in some ways, beyond ‘reason’) to trust certain services. We find

ourselves in agreement with Richards and Hartzog [86], who argue that ‘modern privacy law is incomplete’ because, in

focusing on avoidance of harm, it fails to account for trust as a substantive value, a prerequisite of a flourishing society.

Succinctly, they contend that ‘privacy matters because it enables trust’ (ibid; emphasis added)—or at least this would be

a basis for a healthier dynamic, one in which individuals can use digital services without concerning themselves with

privacy self-management. This would require, however, that the law be written to recognize the implicit promise made by

service providers to their customers and enforce consequences of betraying trust similar to those of committing fraud;

and to emulate fiduciary law, which prevents against ‘self-dealing at the expense of the entrustee’ [86] (for example, by

profiting off uses of customer data at the expense of their privacy; see also, [96]). This further entails the need for a shift

in the tenets of privacy law from non-disclosure to ‘discretion’; transparency to ‘honesty’; security to ‘protection’; and

introducing the concept of ‘loyalty’; in short, the ‘rejuvenation’ of Fair Information Practices [86], which gave way to

contemporary consent regimes such as GDPR.

But what might the role of HCI be in bringing privacy and trust into more benefic alignment? A major area of focus in

the field has been supporting individuals in making ‘better’ trust decisions7 [64], including: automatic simplification of

privacy policy language [11], visualizing an app’s data collection and data sharing activities [77, 106, 107], and providing

‘actionable choices’ to better exercise control [91]. These approaches assume, we think incorrectly, that people make

privacy decisions. To the contrary, our findings suggest that privacy may not even feature as part of people’s reasoning in

circumstances where they provide consent. In that case, what of solutions that automatically recommend [63] or delegate

responsibility for making consent decisions to a third party (trust proxy) more informed on the matter [78]? We would

argue that these kinds of approaches take for granted the notion of consent as a valid and ethical starting point for ensuring

privacy. Aligned with critiques emerging in the medical field (e.g. [32]), in this paper we challenge the very notion of

consent as being related to strategic decision making around privacy or trust (importantly: as opposed to being undermined

7While there is a longer theoretical discussion to have regarding how to evaluate ‘good trusting’ [14], it is our position that hopeful trust is a pragmatic
stance that clearly makes sense, so could therefore be considered ‘good’.
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by ‘impediments to rational decision making’ [97]), thus fundamentally questioning the moral basis for consent as a tool

for ‘managing’ privacy.

While this does not lead neatly into a set of actionable design recommendations, it points to some high level design

aims for HCI. The first of these would be the need for structural protections for those entrusting themselves to services.

We concur with Acquisti et al. [1] that ‘a goal of public policy should be to achieve a more even equity of power

between individuals, consumers, and citizens on the one hand and, on the other, the data holders such as governments

and corporations that currently have the upper hand.’ Though occasionally doing privacy damage control, by their own

accounts our participants were not engaging in privacy self-management (concurring strongly with Crabtree, Tolmie

and Knight’s discussion of people instead managing the potential ‘attack surface’ they present online [18]); rather, their

accounts suggest they respond, reflexively, to the usefulness of the service offered. (Bearing in mind that our study forced

participants to consider their decision making, we should assume that in their everyday lives, ‘decisions’ to use, if we

can call them that, are largely habitual and firmly rooted to the accomplishment of a given task.) If users are unable to

leave these services, if market forces do not apply as a check against the service’s power, then what is going to keep these

services honest and serve as a bulwark against the erosion of privacy?

It could be argued that what is needed is the development of some kind of apparatus whereby people can exercise their

mundane competence as effectively online as offline. Our intention is ultimately to stimulate debate, though we have

doubts about the feasibility of such an apparatus. People are demonstrably capable of employing a battery of practices

and techniques for managing privacy and trust in their everyday lives (say, within interpersonal relationships), but when

interactions move online, these ordinary competencies can no longer be so easily exercised [101]— online relationships

are just qualitatively different: less richly colored, more at-a-distance.8 Our study gives cause for concern about the

consequences of leaving the individual as the ‘sole gatekeeper of [his/her] welfare’ [9], at least until a new user sensibility

for managing privacy and trust co-evolves alongside a new sensibility for designing technologies that prioritize privacy

and trust.

We propose, therefore, that stronger protections are needed to ensure that when individuals use online services they are

not risking their privacy. In seeking to enhance safeguards, individual autonomy can and should be respected through

democratic deliberations with the public regarding their privacy preferences (see, e.g., methodologies of informed public

dialogue by The Ada Lovelace Institute [50, 51, 102]; also Hartman et al. [45]). This study really underlines that these

preferences should be uncovered through consultation, rather than assuming that what people are willing to consent to

maps to their actual preferences. HCI is well-placed to make important contributions to the development of appropriate

methodologies for linking individuals’ (various and differing) privacy preferences to an emergent set of norms; translating

these norms to the technical practices of the services (not necessarily the terms of the privacy policies); developing a

framework for managing privacy trade-offs at multiple scales and contexts; creating standards that can be enforced; and

devising (and evaluating the impacts of) interventions to preserve privacy. A potential indicator of the impact of such a

substantive change of approach to privacy would be whether and how the character of trust changes from ‘hopeful’ to

something more like ‘confident’.

7 CONCLUSION

This study affirms much of what is known about privacy, viz. people struggle to understand the terms in privacy policies

[88] as well as the potential uses of their data [72]; they are more protective of privacy in the abstract [1]; people disclose

8Do certain trust mechanisms even apply online? It is interesting to consider, for example, whether hopeful trust can possibly elicit trust-responsiveness—i.e. a
desire to live up to the trust others place in oneself—in trusted services as it does in trusted parties within interpersonal relationships [73].
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personal information to services considered ‘socially relevant’ [99] (also [81]), and they continue to use services deemed

useful despite inconsistencies with their privacy preferences [106]; they resolve discomfort regarding the collection of

personal data [37] in part through a ‘bandwagon heuristic’ [98] and in part through a logic of free market economics [3];

they in fact do care about their privacy and try in their way to protect it [70], though they also feel they have little choice

but to consent [27, 47, 104, 114].9 There is, arguably, still value in showing how these are drawn together in participants’

accounts, though our primary contribution is revealing the complicated relation between privacy and trust. People have a

strong motivation to trust—driven by the usefulness of services, their broad social entanglements, and the restrictions

these create on people’s freedom to avoid/discontinue use of services. This trust motivation strongly influences people’s

moral reasoning about their information disclosure behavior, which is ultimately justified through hopeful trust in services

with which one is inextricably bound. Thus, in the face of practical challenges to informed consent (as required of GDPR,

Article 12), hopeful trust neatly absolves the individual of having to engage in a task they are unlikely to succeed in,

namely privacy self-management. This does not mean that privacy concerns disappear (participants can express these

concerns when asked about them directly); it simply means that such concerns must be backgrounded to be able to get on

with daily life, and therefore are not salient to decision making about whether or not to use a service. In this sense, we

might say that hopeful trust enables the privacy paradox.

This backwards relationship between privacy and trust indicates that something is awry—privacy should enable trust

(and well-placed trust, at that). In failing to design regulations that protect individuals’ privacy by default, and placing an

unreasonable burden on individuals to protect their own privacy, the only way for most individuals to function without

constant worry is to choose trust, to hope that this trust is well-placed. The only way to un-paradox privacy, then, is to

create conditions for well-placed trust in digital services by ensuring that these services respect the high value people

place on their privacy so that people’s trust is grounded not in hope but in a confident expectation of trustworthiness.
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