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Abstract

The breathing dynamics often change in time and cause different variations in the cardiorespiratory inter-
action. There exist various breathing patterns, among them one critically important is the variability of the
breathing frequency. We investigated the respiratory and the coupled cardiorespiratory system under con-
trolled time-varying breathing patterns. Four breathing scenarios were used for this: spontaneous breathing,
one where the subjects changed their breathing frequency according to linear ramp law, another according
to a sine law and third according to an aperiodic predefined law. We introduced a framework of variability
measures to trace and quantify the effect from the time-varying breathing perturbations. In particular, we
studied intra-subject time-average variability, inter-subject subject-average variability and residual variabil-
ity. These variability measures were estimated from the coupling strength and the similarity of coupling
functions, for which we used methods specifically able to follow the time-evolving dynamics – the time-
frequency wavelet transform and the adaptive dynamical Bayesian inference. The results demonstrated that
the coupling and similarity were significantly greater in controlled, compared to free spontaneous breathing
in many cases (p < 0.0083). There were differences also among different controlled breathing regimes, and
they appear both for intra-subject and inter-subject analysis. However, when the specific breathing pertur-
bation is taken out, the results for the residual variability and the averaged coupling functions showed that
the underlying interaction mechanisms remain invariant and not significantly different from spontaneous
breathing (p > 0.0083). This variability framework carries implications and can be applied more generally
to other coupled oscillators and networks.
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1. Introduction

The cardiovascular system has one of the central
roles in the human body. Its functions are multi-
faced as it allows blood to circulate and transport
nutrients to and from the cells in the body to pro-
vide nourishment and to help maintain homeostasis
and fight diseases [1, 2]. The lungs and the heart, and
how they interact, play very active role in mediating
this mechanisms. As such, the cardiorespiratory in-
teraction has been studied extensively in relation to
different states and diseases [3, 4, 5, 6, 7, 8]. The
cardiac and the respiration signals can be assessed
by non-invasive measurements, making the investi-
gations of cardiorespiratory interaction easily acces-
sible. The dynamical activities of both the lungs and
the heart have periodic oscillatory dynamics, which
makes them very suitable for frequency and phase
analysis and modeling.
As with many other biological thermodynamically-

open systems, the cardiorespiratory system is also a
subject to different variabilities. These result mostly
from the non-isolated nature of the heart and the
lungs, which exchange mater, electrical impulses and
heat between themselves, other organs in the body
and the environment. Arguably the most studied
variability in the cardiovascular system is the Heart
Rate Variability (HRV) and its association with the
Respiratory Sinus Arrhythmia (RSA) [9, 10]. It
describes the influence of the respiration frequency
to the variability of the heart rate, and as such
it represent one of the main and most important
biomarkers in the analysis of the cardiovascular sys-
tem [11, 12, 13, 14]. However, beside HRV, there are
also other forms of variabilities which affect various
aspects of the cardiovascular system, and in particu-
lar of the cardiorespiratory interaction.
In this paper we investigate different types of vari-

abilities of the cardiorespiratory interactions as a re-
sult of predefined time-varying patterns of bread-
ing. In particular, we study the cardiorespiratory
coupling functions variabilities and how they are af-
fected during spontaneous free breathing and three
time-varying patterns of breathing where the respi-
ration frequency is changing according to: (i) linear
ramp, (ii) sinus and (iii) aperiodic predefined law.

The time-varying protocols were exactly identical for
every subject. Because of this we were able to study
inter-subject and intra-subject variabilities. More-
over, we also investigated time-varying residual vari-
abilities i.e. if and how much the coupling functions
vary when one excludes the average time-variability.

To investigate these variabilities under the time-
varying protocols, we used a comprehensive frame-
work of methods for analysis of oscillatory cardiores-
piratory interactions. Importantly, the methods were
able to follow the time-varying dynamics introduced
as the specific perturbations to the cardiorespiratory
system. First we used the time-frequency wavelet
transform [15, 16, 17] to investigate the time-varying
nature of the cardiac and respiration oscillations.
Then we used a dynamical Bayesian inference method
[5, 18] applied to the phase dynamics of the inter-
acting cardiorespiratory oscillations. This method
was able to infer the interacting phase dynamics,
and with that to reconstruct the underlaying cou-
pling functions [19, 20]. The cardiorespiratory cou-
pling function describes in detail the mechanisms of
how the respiration oscillation accelerates and decel-
erates the cardiac oscillation. We used a particular
version of the dynamical Bayesian inference which
is adaptive to the time-variability of the oscillations
and can determine the optimal time window for the
analysis [21]. The adaptive dynamical Bayesian in-
ference was introduced only recently, and here we ex-
tend and deepen this approach to a detailed multi-
subject analysis of the cardiorespiratory interactions
under four different time-varying breathing patterns.

2. Material and methods

2.1. Subjects and breathing protocols

We investigated the cardiorespiratory interactions
in 20 healthy subjects, with no known cardiorespira-
tory health issues. Of them, 13 subjects were male
(age 26.2±7.5) and 7 were female(age 25.2±6.4). The
investigation was approved by the Ethical Commit-
tee of the Medical Faculty at the University Ss. Cyril
and Methodius in Skopje, Macedonia and a written
consent was given by each of the subjects for partic-
ipation in the study.
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Figure 1: Comparison of the time-varying breathing fre-
quency between the simulated reference and the mean fre-
quency of all subjects. The thin grey lines represent the time-
varying frequencies for the individual subjects. (a) presents
the case for the ramp, (b) the sine and (c) the aperiodic con-
trolled breathing. The instantaneous time-varying breathing
frequency for each subject was extracted by wavelet ridge ex-
traction [22].

The subjects respiration follows a predetermined
breathing pattern by following a visual and audio
computer simulation in which a ball is moved on a
computer screen along a sine line. The frequency of
the movement of the ball, together with the sine line,
is varied according to the law we want the respira-
tion to follow. At the maximum and the minimum of
the sine line a beep is generated that marks the mo-
ments of maximal inhale and exhale of the subject.
Fig. 1 shows how the subjects followed the specific
time-variability during the controlled (a) ramped, (b)
sine and (c) aperiodic breathing. There was small
offset, particularly in (b) and (c) extremes, where
the subjects did not followed very precisely the time-
variability. This occurs possibly due to the adaptiv-
ity of the breathing process in respect to the pre-
sented sound and graphic breathing instructions. In
the following variability analysis, only the introduced
breathing time-variability is used i.e. the simulated
reference is not part of the calculations. The mea-
surements are performed by using the Biotec equip-
ment with the subject lying in supine position. The

respiration signal is obtained via an electric trans-
ducer on an elastic band placed on the chest of the
subject, that measures the maximal and minimal cir-
cumference of the chest. The cardiac activity is fol-
lowed by a three lead ECG measurement. The in-
stantaneous cardiac phase is estimated from the ECG
signal, while the respiratory phase from the respira-
tory signal.

The subjects respiration followed four breathing
patterns: free breathing, breathing ramp, periodic
breathing and aperiodic breathing. The duration of
the free breathing was 30 minutes, while the dura-
tion of the other three breathing patterns was 20
minutes each, for each of the subjects. The breath-
ing ramp consisted of one minute free breathing, fol-
lowed by linearly increasing breathing frequency for
8.5 minutes from 0.08Hz to 0.4 Hz, then one minute
of free breathing, than linearly decreasing breath-
ing frequency for 8.5 minutes from 0.4 Hz to 0.08
Hz. The periodic breathing pattern followed a sine
law change of the frequency, given by the equation
f = 0.3 + 0.2sin(2πt/400). The aperiodic breathing
pattern followed the z-component of a chaotic Lorenc
system [23].

2.2. Wavelet transform

After the measurement and the visual check of the
signals for each of the subjects, we first analysed the
time series by using the continuous wavelet transform
[15, 16, 17]. For a given signal x(t), the continuous
wavelet transform is given with the equation

WT (ω, t) =

∫ ∞

0

ψ(ω(u− t))x(u)ωdu. (1)

where, ω denotes the angular frequency, t is the time,
and

ψ(u) =
1

2π
(ej2πf0u − e

(2πf0)2

2 )e−
u2

2

is the complex Morlet wavelet, with central frequency
f0 = 1,

∫
ψ(t)dt = 0, and with i being the imaginary

unit. It is a time-frequency representation contain-
ing both the phase and the amplitude dynamics of
the oscillatory elements from the analyzed signal and
it is used to check whether the subjects respiration
followed the desired pattern.
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2.3. Adaptive Dynamical Bayesian Inference

In the study of dynamic systems, knowledge of
their temporal changes is usually acquired by ana-
lyzing the time series of measured signals emanating
from them. Dynamical inference methods make it
possible to describe such systems as a solution of a
system of differential equations. Typically, the infer-
ence methods involve a hypothetical model that de-
scribes the phenomenon and consists of determining
the parameters of the model that describe the system
and the interactions within. The dynamical systems
of interest for this research are the oscillatory systems
of the human body.
According to the phase reduction theory, when

the interaction between two oscillators is sufficiently
week, their motion can be approximated by their
phase dynamics [24, 25]. When the phases of the
system can be regarded as monotonic change of the
variables, the dynamical process can be represented
with the system of differential equations:

φ̇i = ωi + qi,j(φi, φj) + ξi, (2)

where φi is the phase of the i-th oscillator, ωi is its an-
gular frequency parameter, qi,j is the coupling func-
tion describing the influence of the j-th oscillator on
the i-th oscillator and ξi represents the noise. A com-
mon assumption for the noise is that it is white Gaus-
sian noise given by ξi(t)ξj(τ) = δ(t − τ)Eij , where
the symmetric matrix Eij incorporates the informa-
tion about the correlation between the noises of the
different oscillators.
Because the system is periodic in nature, the cou-

pling function can be represented by a Fourier de-
composition:

qi,j(φi, φj) =

∞∑
k=1

∞∑
s=1

ci;k,se
i2pkφiei2psφj (3)

For a system of two coupled oscillators, reduction to
a finite number K of Fourier terms gives:

φ̇i =

K∑
k=−K

ck
iΦi,k(φi, φj) + ξi(t), (4)

where i = {1, 2},Φ1,0 = Φ2,0 = 1, c0
i = ωi and the

rest Φi,k and ck
i are the K most important Fourier

components (in this work we used K = 2). With
the assumption for a white Gaussian noise, the task
is then reduced to inference of the unknown parame-
ters of the model:

M =
{
ck

i, Eij

}
, (5)

from where the coupling functions qi,j are deter-
mined, and with that the underlaying interaction
mechanisms [19].

In the method of adaptive dynamical Bayesian in-
ference (aDBI), the time series of phases of the oscil-
lators are considered to be time sequences of blocks
of samples. Each block includes the samples from a
certain time interval whose duration is specified by
the time window tw. For each block Bayesian in-
ference is performed and the values for the param-
eters of the model and the couplings are obtained
[5, 26, 27, 21]. The initial assumptions for the model
parameters are that ck

i = 0 and therefore at least
few inference blocks are required to obtain appropri-
ate estimates of the model parameters values and the
corresponding coupling functions. The method pro-
vides the values of the parameters for each block of
inference, which allows monitoring the time evolution
of the system, with a temporal resolution defined by
the time window tw. The output values of the previ-
ous block are used as input values for the next block
of inference and in each subsequent step, part of the
information obtained from the previous step is in-
cluded.

How much of this information is included in the
current inference is determined by the so-called prop-
agation parameter pw, which is closely related to the
duration of the time window tw. In the method of
aDBI both of these parameters are adaptively deter-
mined, based on the time variabilities present in the
signal. As a first step, an initial inference is per-
formed, with a small value for the time window and
a fixed value for the propagation parameter pw = 0.2.
This initial value of the time window is selected to be
as small as possible, in order to infer the time changes
of the parameters with the highest possible time res-
olution, but at the same time not to be so small that
method calculation does not break. By using such
values for tw and pw, an initial estimation of the
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model parameters is obtained, which describes the
parameter dynamics with high temporal resolution,
but with high noise as well. From the dynamics of
these initial parameters and with the help of their fast
Fourier transform, the highest frequency of change of
the parameters fmax is determined. Then, the opti-
mal time window is calculated by making the assump-
tion that for accurate description of the fastest chang-
ing parameter at least 8 blocks per oscillation period
Tmin are needed, hence tw,opt =

Tmin

8 = 1
8fmax

. From
the determined optimal time window, the optimal
propagation parameter is obtained as:

pw,opt =


0.1, tw,opt > 40

0.2, tw,opt ∈ [10, 40]
2

tw,opt
, tw,opt < 10.

(6)

These values for the optimal propagation parame-
ter are obtained from studies of coupled phase oscilla-
tors with frequencies in the cardiorespiratory range,
by minimizing the covariance matrix [21]. After de-
termining the optimal values for the time window and
the propagation parameter, a second inference is per-
formed. For this inference the covariance matrix is
smaller, preserving at the same time the appropriate
tracking of the time variability of the parameters and
the coupling functions.
After the initial wavelet observation of the oscilla-

tions, a phase extraction procedure is performed to
obtain the instantaneous phase time-series which act
as input to the aDBI method. First the oscillatory in-
tervals are evaluated by standard digital filtering pro-
cedure including FIR filter followed by a zero phase
filtering procedure (”filtfilt”) to ensure that no time
or phase lags are introduced with the filtering proce-
dure. The respiratory signal limits are from 0.08Hz
to 0.8 Hz, while for the ECG signal are from 0.6 Hz
to 2 Hz. The phases of the filtered signals are es-
timated via Hilbert transformation, thus obtaining
the protophases. On these protophases, we apply
the prtophase-to-phase transformation [28] in order
to obtain the independent phases.

2.4. Coupling functions

Interactions between dynamical systems in nature
are defined by two main aspects - their structure and

their function. One way of describing the functional
mechanisms is by using coupling functions [19]. Cou-
pling functions describe the physical laws that govern
the interactions of systems and therefore, knowledge
of coupling functions can be used to register or pre-
dict a physical effect that originates in the interac-
tions between systems.

The coupling function can be described by its
strength and its form. The coupling strength de-
scribes the extent and the range of the coupling, while
the form of the coupling function contains the law
that describes the impact from one of the subsys-
tems onto the other. In theoretical considerations,
the coupling strength is the scaling parameter of the
coupling functions. When the coupling function is
comprised of several components, as is the case in pe-
riodic dynamics decomposed in Furies components,
its net coupling strength is usually evaluated as an
Euclid’s norm of the strengths of the individual com-

ponents: ε(t) =
√
c2i + c2j + ...+ c2K . For quantita-

tive statistics we also report the median of the cou-
pling strength of the subject group, which we denote
as ε̄.
As for the quantification of the functional form,

one of the ways is the use of correlation coefficients
applied on the inferred coupling parameters [6]. The
measure of similarity index, ρ, gives the similarity
between two coupling functions q1 and q2, regardless
of their coupling strengths. This index is determined
as the correlation coefficient:

ρ =
⟨q̃1q̃2⟩

∥q̃1∥∥q̃2∥
, (7)

where ⟨q⟩ denotes spatial averaging over a two dimen-
sional domain 0 ≤ φ1, φ2 ≤ 2π, and q̃ = q − ⟨q⟩ and
∥q∥ = ⟨qq⟩1/2. For quantitative statistics the median
of similarity index was denoted as ρ̄.

2.5. Statistical analysis and surrogate data

When analysing oscillatory signals, the inferred
coupling between the signals is always positive and
non-zero, even if the oscillators are uncoupled or un-
related. Therefore, it is necessary to establish a sig-
nificance threshold in order to determine if the ob-
tained coupling indicates a genuine connection and

5



Figure 2: The time and time-frequency wavelet transform of the respiration oscillations during four breathing patters. The
plots in (a) represent free spontaneous breathing, in (b) linear ramp breathing, in (c) sine breathing and in (d) aperiodic
breathing of a single subject.

interdependence of the phenomena. Such a thresh-
old is usually defined by constructing randomized
surrogates of the original signals [29, 30] and cal-
culating the coupling functions for these surrogates.
The coupling functions obtained in this manner rep-
resent a baseline for the confirmation of the coupling
of the oscillators. In this work we used surrogates
constructed by rearranging the cycles within the ex-
tracted phase, a procedure referred to as cycle phase
permutation surrogates [30]. The surrogate threshold
is taken to be the mean plus two standard deviations
(mean+2STD) of the surrogate couplings.

For statistical analysis and comparison of differ-
ent distributions we used the standard nonparametric
Wilcoxon statistical test. To present the differences
between the distributions visually, we use standard
boxplots which refer to the descriptive statistics (me-
dian, quartiles, maximum and minimum). Due to the
multiple comparisons we used the Bonferroni correc-

tion. There were six unique hypothesis combinations,
therefore the Bonferroni correction resulted in alpha
value of α = 0.05/6 = 0.0083, leading to the signifi-
cance level of p < 0.0083.

3. Results

The results present a comprehensive analysis of the
interacting oscillations. First we observe the exis-
tence, strength and the time-variability of respiration
oscillations using the time-frequency wavelet trans-
form. Then we analyse in more detail the cardiores-
piratory coupling, observing the coupling strength,
the coupling functions and their respective statistical
differences due to different breathing patterns.

The nature of the respiration oscillations for the
four breathing patterns are presented on Fig. 2. Each
block on the figure represents the respiratory sig-
nals in time (top plot) and the corresponding time-
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Figure 3: Cardiorespiratory coupling strength and its time-
variability according to the four breathing patterns – sponta-
neous (a), ramp (b), sine (c) and aperiodic breathing (d), re-
spectively. The grey thin lines present the coupling strengths of
the individual subjects, while the thick over-line is the group
mean. The dashed lines represent the surrogate threshold.
The three plots (e), (f) and (g) show subject-averaged (inter-
subject) coupling functions for three specific time instances
from the sine breathing pattern, as indicated by the arrows.

frequency wavelet transforms (bottom plot). The
four blocks on Fig. 2 represent the spontaneous
breathing Fig. 2 (a), and the three breathing per-
turbations for the ramp breathing Fig. 2 (b), the sine
breathing Fig. 2 (c) and the aperiodic breathing Fig.
2 (d). By observing and comparing the four wavelet
plots, one can notice that the subject free sponta-
neous breathing spans narrow frequency interval and
there are many spontaneous variabilities, while dur-
ing the three controlled regimes with the ramp, sine
and aperiodic patterns the frequency variations span
in a regular manner over a wider frequency interval,
as intended by the experimental protocol. In gen-
eral, the subjects were able to follow the proposed
breathing protocols quite precisely.
After observing the wavelet oscillations, we move

to inference of the phase dynamics. The adaptive
determination of the time window and the propaga-
tion parameter gave qualitatively different results for
the spontaneous breathing and for the breathing fol-

lowing predetermined respiration pattern. Namely,
when the breathing follows a predetermined pattern
where certain frequencies dominate, as is the case
with the periodic and aperiodic breathing pattern,
than for all subjects the aDBI gives the same values
for the optimal time window and propagation param-
eter. For the case of periodic breathing pattern, the
optimal values are tw,opt = 52s and pw,opt = 0, 1,
while for the aperiodic breathing pattern tw,opt = 32s
and pw,opt = 0, 2. For the free breathing and for the
ramp breathing pattern, which includes 3 minutes of
free breathing, there is a certain variability between
the subjects in the optimal parameter values. For the
case of free breathing tw,opt = (24± 8)s while for the
case of ramp breathing pattern tw,opt = (27 ± 7)s.
For both cases the propagation parameter has value
pw,opt = 0, 2. For the further analysis the mean val-
ues of the time windows are used.

The coupling from the respiration to the heart had
distinct time-variability during the four characteristic
breathing regimes – Fig. 3. Before going into qualita-
tive evaluation, one needs first to compare and vali-
date the coupling strength levels with the correspond-
ing surrogate thresholds (horizontal dashed blacked
lines in all the plots on Fig. 3). From all the four
plots in Fig. 3 one can notice that the average cou-
pling strength (thick lines) are close but always above
the surrogate thresholds. This indicates that on aver-
age the detected cardiorespiratory coupling was sta-
tistically significant in respect to surrogates. How-
ever, it was interesting to find that the coupling for
some subjects (thin grey lines) was often below the
threshold for some time intervals. In some cases this
intermittent surrogate-significance followed the spe-
cific time-varying breathing patterns. This showed
that the cardiorespiratory coupling was not only in-
creasing and decreasing, but often it was also chang-
ing from being to not being statistically significant,
meaning it was like appearing and disappearing cou-
pling.

Observing and comparing the specific time-
variability on the different breathing patterns one
can notice that during the free spontaneous breathing
Fig. 3 (a) the average coupling strength was (almost)
invariant without some large deviations and variabil-
ities. The ramp breathing Fig. 3 (b) followed the
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Figure 4: Cardiorespiratory
coupling functions for the
four different breathing
regimes. Each plot shows
the coupling function
as group average among
subjects. The coupling
functions are calculated
for the respiration to heart
interaction modelled from
their respective phase dy-
namics. As previously, the
cardiorespiratory coupling
functions are presented for
the (a) spontaneous, (b)
ramp, (c) sine and (d) ape-
riodic breathing pattern.
Note that for comparison,
all the coupling functions
are presented on the same
scale on the z-axis.

breathing protocol in a sense that the coupling was
first decreasing and than increasing. The variabilities
were close to, but not fully linear as the introduced
ramp experimental variabilities of the frequencies.
Arguably, the coupling strength was following best
the time-variability of the periodic sine breathing in
Fig. 3 (c). The aperiodic breathing introduced cou-
pling strength (Fig. 3 (d)) which was similar, but not
so close and very varying in comparison to the ape-
riodic breathing frequency. In general, the average
coupling strength from all three breathing patterns
followed inversely the introduced time-variabilities of
the respiration frequency (compare Fig. 2 and Fig. 3)
i.e. for low-frequency breathing there was high cou-
pling, while for high-frequency breathing there was
low coupling.

Next we analysed the cardiorespiratory coupling
functions, or how the respiration affects the cardiac
oscillations. In general, we observed time-variabilities
of the form of the coupling functions as the breath-
ing patterns changed, similarly as it has been shown
before for cardiorespiratory [5, 21] and neural [31]
coupling functions. These variabilities were both in
time and among subjects. In Fig. 3 (e), (f) and (g)
we show how the subject-averaged coupling functions
evolve in time. By comparison, one can notice that
the time-consecutive Fig. 3 (e) and (f) have much

similar shapes, while Fig. 3 (g) evaluated later in time
is much more variable and different in form than the
other two in (f) and (g). Similar to these subject-
variability, the time-variability were arguably even
greater.

However, when we time-averaged and subject-
averaged the coupling functions, we found a differ-
ent pattern. Fig. 4 shows the time and subject av-
erage coupling functions for the different breathing
patterns. If we compare all the coupling function in
Fig. 4 (a)-(d), we can notice that they all have very
similar form of the functions. The spontaneous cou-
pling function in Fig. 4 (a) is slightly more variable
in comparison to the other three during controlled
breathing, but again in general all four of them are
qualitatively very similar. This implies that, the in-
dividual and time-dependent differences that appear
in the variabilities of the coupling function are all
averaged-out. The specific form of the coupling func-
tion shown in Fig. 4 (a)-(d) reveals the interaction
mechanism in detail i.e. that the coupling depends
predominantly only on the direct influence from res-
piration, revealing how when the function increases
or decreases along the respiration axis, the heart os-
cillations are accelerated or decelerated, respectively.

After we observed the qualitative characteristics on
the coupling functions, we move to in-depth statis-
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Figure 5: Statistical analysis of cardiorespiratory variabilities in relation to the different modes of breathing. Each plot (a)-to-
(h) shows four color-coded boxplot distributions for the spontaneous, ramp, sine and aperiodic breathing, respectively. There
are two groups of variabilities: intra-subject (a)-(d) and inter-subject (e)-(h) variability, each indicated with box grouping four
specific plots. The variabilities are calculated as averages of the coupling (strength) and the similarity (of forms of coupling
functions) measures. The plots in the top row (a),(b),(e) and (f) are calculated for the regular values, while in the bottom
row (c),(d),(g) and (h) are the calculated residual variability. Importantly, the lines over the boxplots indicate existence of
statistical difference (p < 0.0083) between two boxplot distributions.

tical analysis of the their quantitative characteris-
tics. Here we studied two measures – the coupling
strength and the index of similarity of coupling func-
tions. The results for the different breathing pat-
terns, along with evaluation of their statistical dif-
ferences are shown in Fig. 5. We studied the re-
sults through two complementary variabilities: intra-
subject and inter-subject. Namely, for the intra-
subject analysis we time-average the signals within
each subject (thus called ’intra’). For example, for
one subject we have the inferred coupling strength
time-series (like the grey lines in Fig. 3) and then we
take the mean of the this time-evolving coupling to
get a single value; then a boxplot shows the distri-
bution of these values for all the subjects for some
breathing pattern. The inter-subject analysis, on the
other hand, refer to subject-average of the values for

specific time for all subjects. We are able to do this
because all the subjects during the controlled breath-
ing followed exactly the same protocol. For exam-
ple, at some time window, we average the coupling
strength values from all the subjects at that time;
then a boxplots shows a distribution of these values
for all the time-windows for some breathing pattern.
All the analysis on Fig. 5 is done for the average mean
values, and we have done also analysis for the stan-
dard deviations of the same variables. The trends
and conclusions were similar for the resulting figure
with standard deviation analysis, which is shown in
the Supplementary materials.

The intra-subject coupling in Fig. 5 (a) shows that
all the controlled breathing patterns (ramp (median
coupling strength ε̄ = 0.8226), sine (ε̄ = 0.7512) and
aperiodic (ε̄ = 0.6355)) are greater than the sponta-
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neous breathing on average (ε̄ = 0.5276), however,
this was not statistically significant (p > 0.0083).
Then, for the similarity index in Fig. 5 (b) the sine
breathing (ρ̄ = 0.8709) was significantly higher than
the spontaneous (ρ̄ = 0.6635) and ramp breathing
(ρ̄ = 0.7814). For the inter-subject analysis there
were similar trends, where for the coupling Fig. 5
(e) the spontaneous (ε̄ = 0.7661) was significantly
smaller than all the three control breathing patterns
(ε̄ = 0.8992; 0.9046; 0.8713), while for the similar-
ity Fig. 5 (f) the sine (ρ̄ = 0.7845) was signifi-
cantly greater than spontaneous (ρ̄ = 0.6553) and
ramp (ρ̄ = 0.6883), and the aperiodic (ρ̄ = 0.7477)
was greater only compared to spontaneous breath-
ing. Similarly to the intra-subject, also for the inter-
subject analysis the highest similarity was for the sine
breathing.

Furthermore, we wanted to test if there are addi-
tional effects, apart from the one induced by the con-
trolled breathing. Therefore, we calculated the resid-
ual measures, where we subtracted the mean trend of
the specific breathing pattern. For example, for the
coupling strength under sine breathing as shown in
Fig. 3 (c), we subtracted the mean thick line from all
the individual couplings thin grey lines. The boxplots
in Fig. 5 (c), (d), (g) and (h) show such residual cou-
pling and similarity for the four breathing patterns.
The overall trend for the residual measures is that the
higher values for the control breathing are reduced to
insignificant difference from the spontaneous breath-
ing. The general conclusion from the residual analysis
is that there were no additional (secondary) effects
apart from the one that we explicitly induced with
the controlled breathing.

4. Discussion

In this work we studied the cardiorespiratory inter-
actions and how they change under controlled time-
varying perturbations. We analysed different types
of variabilities using methods able to trace the spe-
cific variability under observation. We found number
of significant differences, some existing trends, and
cases where the underlaying interaction mechanisms
remain qualitatively unchanged.

The whole investigation was in terms of altering
the process of breathing. The motivation comes from
the real conditions where various breathing patterns
exist, which appear in healthy and disease states
[32, 33, 34, 35]. These changes in the breathing
patters alter different characteristic, of which, the
breathing rate or the frequency often plays one of the
key roles. Therefore, we chose to change the breath-
ing frequency in a controlled experimental setting.
An important advantage in conducting this protocol
was that the subjects are able to easily control the
respiration rate through the autonomic nervous sys-
tem. We used well known time-varying patterns - the
ramp, sine and aperiodic variability of the breath-
ing frequency [36, 21]. The goal was to perturb the
breathing in a specific and controlled manner and to
analyse the resulting interactions in respect and com-
parison of these pattern variabilities.

With the experimental protocol we introduced ex-
plicitly time-variability. The questions we pose and
the investigation we conducted about the variabilities
were going in the reverse direction – we were averag-
ing different aspect, hence taking out parts of the
variabilities and observing how these relate to the in-
troduced perturbation. In particular the variability
analysis framework involved: (i) intra-subject vari-
ability evaluated by time-averaging, (ii) inter-subject
variability evaluated by subject-averaging, and (iii)
residual variability evaluated by taking out the trend
for the introduced perturbation (in this case time-
varying trend). We were able to estimate these vari-
abilities by design of the protocol – the time-varying
breathing patterns were tightly controlled and the
length of the measurements was the same for all sub-
jects.

In order to analyze the introduced breathing pat-
terns, we needed to use methods that can detect and
follow the time-varying dynamics. For this reason we
used the wavelet transform for time-frequency anal-
ysis [15, 16, 17] and the dynamical Bayesian infer-
ence [18, 5] that can model the time-evolving phase
dynamics. Moreover, we used a recent version of the
later method, called adaptive dynamical Bayesian in-
ference [21], which is particularly optimized for anal-
ysis of time-varying dynamics. By modelling the
interacting phase dynamics we inferred an effective
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connectivity, however, the same framework for vari-
ability analysis could be applied also to methods for
functional connectivity [37, 38], which could include
methods like wavelet coherence or wavelet phase co-
herence.
It is well known from physiology that variability

plays an important role in maintaining healthy func-
tioning in the human body [39, 40, 10, 41]. Impor-
tant example of such is the cardiovascular variabil-
ity, which has different mechanisms and aspects, in-
cluding the RSA, the blood pressure fluctuations and
baroreceptor sensitivity, contributing to its complex-
ity [9, 42, 43]. In our study we induced variability
in the cardiovascular system by voluntary altering
the timing of the breathing in specific ways, in or-
der to model and detect physiological changes. Given
the cardiorespiratory input data, we were able to fol-
low directly only the respiratory-related part of the
cardiovascular variability [6]. The results indicated
several interesting findings about the cardiorespira-
tory interactions. First, the time-variability from the
wavelet analysis of the perturbed respiration signals
in Fig. 2 were also present and visually noticeable in
the coupling strength analysis in Fig. 3. Due to the
introduced breathing temporal variabilities, the cou-
pling functions were varying in time. This was most
noticeable for the sine example in Fig. 3. The spe-
cific time-variabilities showed that the coupling was
large for slow, and small for rapid breathing rates,
which goes in line with what was usually observed
with RSA in physiological studies [34, 36].
The time-domain coupling analysis showed quite

well agreement with the introduced respiratory time-
variability, however, when we average across time
and different subjects, the resultant coupling func-
tions were qualitatively very similar between the four
breathing regimes, as shown in Fig. 4. This demon-
strated that the interaction mechanisms defined by
the coupling functions remain invariant on average
i.e. that when the explicitly introduced breathing
variabilities were removed, the mechanism of the in-
teraction remains the same regardless of the breath-
ing pattern. The specific form of this coupling func-
tion is of direct form depending predominantly on the
respiration phase [5, 8, 44]. One should note here,
that this models the deterministic part related to the

input of the respiration data and can be used for char-
acterization of the RSA, whereas the other residual
noisy part is independent of respiration and beside
the random perturbations reflects also possible intrin-
sic sources of HRV as well as the effects of other un-
observed rhythms like baroreflex or angiotensin loop
rhythms [6].

The quantitative time-averaged statistical compar-
isons in Fig. 5 showed similar results. Namely, there
were significantly increased couplings and similarities
for both the intra-subject and inter-subject analysis,
where different breathing regimes were more or less
predominant. However, when we estimated the resid-
ual couplings and similarities by removing the intro-
duced time-variability, then nothing was significantly
higher than the spontaneous free breathing. Inte-
grating the main results of Fig. 4 and Fig. 5 that on
time-average: (i) the coupling functions are the same
for different breathing and (ii) the residual coupling
and similarity are not different than the spontaneous
breathing, implies that the main interaction mecha-
nism is qualitatively and quantitatively invariant on
average outside the scope of what was introduced by
the time-varying breathing perturbations protocols.
Thus, even though the coupling function is varying
in time due to breathing perturbations (as in Fig. 3),
when time-averaged it has fairly stable and invari-
ant form (as shown in Fig. 4 and Fig. 5). We note,
however, that these results are for healthy control
subjects, and there could be some deviations from
the main coupling form if time-average coupling func-
tion are investigated for patients with some different
breathing patterns or cardiovascular disease.

In this work we discuss the variability framework
in light of the two oscillations in the cardiorespira-
tory interaction. Needless to say, however, the whole
variability framework is readily applicable more gen-
erally to other interacting (oscillatory) systems and
networks.
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M. Hožič, F. Bajrović, S. Ribarič, Reversible
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