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Extracting and analysing meaning-related information from natural language data has attracted the attention of researchers

in various ields, such as natural language processing, corpus linguistics, information retrieval, and data science. An important

aspect of such automatic information extraction and analysis is the annotation of language data using semantic tagging tools.

Diferent semantic tagging tools have been designed to carry out various levels of semantic analysis, for instance, named

entity recognition and disambiguation, sentiment analysis, word sense disambiguation, content analysis, and semantic role

labelling. Common to all of these tasks, in the supervised setting, is the requirement for a manually semantically annotated

corpus, which acts as a knowledge base from which to train and test potential word and phrase-level sense annotations. Many

benchmark corpora have been developed for various semantic tagging tasks, but most are for English and other European

languages. There is a dearth of semantically annotated corpora for the Urdu language, which is widely spoken and used

around the world. To ill this gap, this study presents a large benchmark corpus and methods for the semantic tagging task

for the Urdu language. The proposed corpus contains 8,000 tokens in the following domains or genres: news, social media,

Wikipedia, and historical text (each domain having 2K tokens). The corpus has been manually annotated with 21 major

semantic ields and 232 sub-ields with the USAS (UCREL Semantic Analysis System) semantic taxonomy which provides a

comprehensive set of semantic ields for coarse-grained annotation. Each word in our proposed corpus has been annotated

with at least one and up to nine semantic ield tags to provide a detailed semantic analysis of the language data, which allowed

us to treat the problem of semantic tagging as a supervised multi-target classiication task. To demonstrate how our proposed

corpus can be used for the development and evaluation of Urdu semantic tagging methods, we extracted local, topical and

semantic features from the proposed corpus and applied seven diferent supervised multi-target classiiers to them. Results

show an accuracy of 94% on our proposed corpus which is free and publicly available to download.

Additional Key Words and Phrases: Urdu corpus annotation, Multi-target classiiers, Semantic annotation, Semantic tagger

1 INTRODUCTION

Semantic analysis of natural language data is worthwhile for a number of research areas and practical applications,
for instance, Natural Language Processing (NLP), text mining, and Human Language Technology (HLT) systems.
In recent research, diferent types of semantic tagging tools have been suggested and developed to carry out
various levels of semantic analysis. For instance, some semantic tagging tools are designed to identify topics of a
given text [10]. Others are used to extract speciic or partial information, for example, types of named entities or
events [85, 112]. Another set of semantic tagging tools are designed to identify semantic ield categories for all
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lexical units (words) using a predeined semantic taxonomy. In order to support semantic information extraction
and analysis from language data, the latter types of tools require richer semantic lexical resources and provide a
coarser level of sense disambiguation, and thus, are challenging to create. In this research work, our focus will be
on developing a benchmark corpus and methods for a semantically rich text analytical tool.

Several semantically rich lexical resources and tagging tools are available for monolingual analysis, particularly
for English e.g. WordNet [55, 61], but very few resources or tools exist that can be used to carry out semantic
analysis for multilingual text, such as, EuroWordNet [109], BabelNet [61], and USAS1 [76], which have many
applications in the development of intelligent NLP and HLT systems [94]. For example, the original English USAS
semantic tagging tool (or semantic tagger) has been applied in numerous research studies such as entrepreneurship
[31], software engineering [102], empirical language analysis [73], requirements engineering [78], historical
semantic analysis via HTST 1 [69], to train a chatbot [96], and several others [13, 93]. Moreover, USAS [76] has
been ported previously to cover multiple other languages2 (Arabic, Finnish, Russian, Chinese, Welsh, Italian,
Portuguese, Czech, Dutch and Spanish) with a uniied semantic annotation scheme. Following this established
framework i.e. USAS [76] therefore, in this research work our focus will be the development of a coarse-grained
all-words semantic analysis tool rather than annotating ine-grained word senses as in WordNet.
Originally developed for English semantic tagging, USAS [76] is a commonly used semantic ield-oriented

analysis system. Compared to word sense disambiguation systems, it does not disambiguate between ine-grained
word sense deinitions, but rather, it assigns a semantic category (or categories) to each word or phrase by
employing a uniied semantic annotation taxonomy. USAS is also diferent from those systems which extract
other types of information (named entity recognition, semantic role labelling, etc), in that it assigns semantic
ield tag(s) to every lexical unit in a running text. The required resources and methods in the development and
evaluation of the USAS [76] system are: (i) a set of semantic ield tags, for major semantic ield tags, (ii) single
and multi-word semantic lexicons, and (iii) semantic ield disambiguation methods.

The USAS was developed based on semantic lexicons acting as a knowledge base from which to select word and
phrase level sense annotation(s) using a variety of disambiguation methods to select the most likely semantic tag
in context. However, supervised multi-target3 classiiers have never been applied for semantic analysis previously.
Each single-word or Multi-Word Expression (MWE) in USAS output may appear with multiple possible semantic
ield tags to show the diferent meanings which can be taken in diferent contexts, and these are left in the output
in rough likelihood order if disambiguation methods cannot resolve the correct sense (more details can be found
in [69, 76]). For such systems, multi-target classiiers can be potentially beneicial, where the word(s) may be
associated with multiple labels/tags, and as a pre-processing step to full disambiguation.
A multi-target semantic tagging tool is diferent from one sense per discourse [35] where a polysemous word

appears two or more times in a well-written discourse, it is extremely likely that they will all share the same sense.
On the other hand, in the case of one sense per collocation [115], a polysemous word exhibits essentially only one
sense per collocation (here collocation means the co-occurrence of two words in some deined relationship).

To develop and evaluate semantic tagging methods (and thereby semantic taggers) based on supervised multi-
target classiiers, we need benchmark corpora. In the previous literature, some research has been carried out
to develop benchmark corpora for semantic tagging of natural language data. However, the majority of these
are for English and European languages [40, 44] and there is a lack of such benchmark evaluation resources for
South Asian languages, in particular Urdu. The Urdu language is widely spoken and is ranked nineteenth among
the native speaking languages of the world [95]. In addition, a rapidly increasing amount of Urdu digital text is
readily available on-line.

1USAS: the UCREL (University Centre for Computer Corpus Research on Language) Semantic Analysis System, HTST: the Historical

Thesaurus Semantic Tagger
2https://ucrel.lancaster.ac.uk/usas/ - Last visited: 11-January-2019
3In the semantic classiication, each target variable can take multiple class values (i.e. target variables are not binary).
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This study presents our research on developing a benchmark Urdu Semantically Annotated Corpus (hereafter
called the USA-23 Corpus). Our corpus contains 8,000 manually annotated tokens (2,000 each for news, social
media, Wikipedia, and historical text). Each word in the USA-23 Corpus is assigned from one to nine semantic
tags. To demonstrate how the USA-23 Corpus can be used for the development and evaluation of supervised
multi-target classiication methods, we extracted local (raw words, Part-Of-Speech (POS) tags and lemmas),
topical (bag-of-words context, collocations) and semantic features (domain indicators) from the proposed corpus
and applied seven multi-target classiiers including Bayesian classiier chain, classiier chain, classiier chain
probabilities, class relevance, nearest set replacement, RAkELd, and super class classiier.

We believe that the USA-23 Corpus and semantic tagging methods presented in this study will have potential
beneits including (i) fostering research in a low-resourced language i.e. Urdu, (ii) developing and evaluating new
semantic tagging tools/methods for the Urdu language, (iii) to test the lexical coverage and accuracy of Urdu
semantic lexicons, (iv) our proposed semantic tagging methods can be used for performing various Urdu NLP
tasks including named entity extraction, information extraction, document classiication, (v) as several equivalent
semantic taggers are developed based on the same USAS tagset which acts as a kind of a łmeta-dictionary”
between the languages, therefore, it opens the door for the development of multi-lingual and cross-lingual
applications, machine translation, plagiarism detection, and information extraction as well as retrieval tasks.

The remainder of the paper is organized as follows: in Section 2 we describe the related work. Section 3 presents
the corpus generation process. Section 4 explains the experimental set-up, dataset, and semantic annotation
methods which we have applied to our proposed corpus, evaluation measures, and evaluation methodology.
Section 5 discusses results and their analysis. Finally, Section 6 concludes the paper with future work directions.

2 LITERATURE REVIEW

The research ield which is most closely related to semantic tagging is Word Sense Disambiguation (WSD) (see
Section 1) [76]. Therefore, in this section, we will present the corpora and methods developed for WSD and
semantic tagging tasks.

2.1 Corpora and Techniques for Word Sense Disambiguation

Corpora. Developing large-scale freely available standard evaluation resources to investigate the problem of
WSD is a non-trivial task. In previous literature, eforts have been made to develop benchmark corpora for the
WSD task. An in-depth discussion of all the WSD corpora will be beyond the scope of this study. Therefore, we
only present some of the most prominent studies.
The most prominent efort in developing standard evaluation resources for WSD task is a series of SensEval

competitions4. The outcome of these competitions is a set of benchmark corpora for the WSD task. The SensEval
competitions on the WSD task have been organized from 1998 to 2004. The competitions focused on two main
types of WSD: (i) all-words WSD task and (ii) lexical sample WSD task. The languages for which WSD corpora
were developed include English, Basque, Italian, Japanese, Korean, Spanish, Swedish, Spanish, Chinese, and
Romanian. The lexical resources or dictionaries that were used in the development of WSD corpora include
WordNet. SensEval WSD corpora are large and freely available for research purposes [60].

In previous literature, other than SensEval, eforts have been made to develop WSD corpora for English and
other languages such as the SEMCOR WSD Corpus [46], Google WSD Corpus [116], and DutchSemCor WSD
corpus [110]. However, for the Urdu WSD task, only three corpora have been found in previous research, (i) an
Urdu sense tagged corpus [107], (ii) Urdu Lexical Sample WSD (ULS-WSD-18) corpus [87] and (iii) all-Words
WSD corpus for Urdu (UAW-WSD-18) [88].

4http://www.senseval.org/ - Last visited: 11-January-2019
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The Urdu sense tagged corpus [107] was developed for the Urdu all-wordsWSD task and contains 17K manually
sense annotated sentences with 2,285 unique senses by a single annotator over a period of 10 months. Whereas,
the ULS-WSD-18 corpus [87] has been developed for the lexical sample WSD task and contains 7,185 manually
sense tagged sentences for 50 target words (senses of tagged words were extracted from a hand crafted dictionary
called Urdu Lughat Board [19]) by three diferent annotators. Finally, a recently released all-Words WSD corpus
for Urdu [88] is also worth mentioning here, containing 5,042 Urdu words. In this corpus, all 466 ambiguous
types and 856 ambiguous words have been manually annotated with senses from the Urdu Lughat dictionary by
three annotators.
It can be observed from the above discussion that several WSD based corpora are available for English and

Urdu languages. Such ine-grained WSD corpora are not always necessary for many NLP applications5. However,
there is a dearth of semantically annotated standard evaluation resources for Urdu and several world languages.
Therefore, this study addresses this gap by constructing a large and freely available semantically annotated
multi-target corpus for the Urdu language with USAS semantic ield tags.

Techniques. WSD research is closely related to our work and diferent WSD techniques have been used to resolve
semantic tag ambiguity such as mentioned in [76]. Therefore, in this section, we provide an overview of WSD
techniques.
Over the years, many diferent WSD techniques have been proposed, and they can be classiied into the

following four categories: (i) Artiicial Intelligence (AI), (ii) knowledge-based, (iii), corpus-based, and (iv) hybrid
techniques [60, 76].
Prominent eforts to tackle WSD based on AI techniques began in the early 1970s via large-scale language

understanding [2, 43]. For example, Wilks [113] described a łpreference semantics” system, using selectional
restrictions and lexical semantics (case frames6) to ind a set of senses for a word in a sentence.

Knowledge-based WSD techniques use lexical resources to provide contextual knowledge which is essential to
determining the appropriate sense(s) of polysemous words [76]. These resources can be thesauri [86], machine-
readable dictionaries [74], or computational lexicons [55, 76]. A wider survey of these resources can be found in
[5].

Current state-of-the-art techniques for the resolution of word sense ambiguity stem from the ield of Machine
Learning (ML). These ML (or corpus-based) WSD techniques can be primarily classiied into, (i) unsupervised, (ii)
semi-supervised, and (iii) supervised.

Unsupervised techniques have the potential to acquire contextual information directly via knowledge acquisi-
tion [34] i.e. senses can be deduced from untagged raw text using similarity measures [53] based on the idea
that occurrences of the same sense of a word will have similar neighbouring words. Example techniques for
unsupervised WSD are co-occurrence and spanning tree-based graphs [4], word clustering [20], and recently
developed neural network language models [67].

Semi-supervised ML WSD techniques usually train a classiier with a small set of labelled examples and then
bring further improvements in the process of iterative learning i.e. a classiier is retrained, and this learning
process continues until convergence. There have been a number of studies that have used semi-supervised ML
WSD techniques, for instance, [63] used label propagation algorithm for WSD, whereas, [116] used sequence
learning neural network to diferentiate diferent senses.

Supervised single-label classiication techniques apply where each word is only associated with a single label
or class, that is, they assign the appropriate sense to a target word. There have been a number of research studies
where single-label ML classiication techniques are applied for English and European language WSD tasks, for
example, [3] used decision lists [84], whereas, [56] used C4.5 (decision tree) and concluded that it outperformed

5Several NLP problems can be solved without access to a full set of dictionary/WordNet deinitions.
6These contain information about words, their relation to other words, and their roles in individual sentences
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all the other single-label ML techniques, simple Naïve Bayes is applied in [22], [104] (based on neural networks),
k-nearest neighbour [28]. A complete overview and discussion of all single-label classiication techniques are
beyond the scope of this section. Therefore, we will present the single-label classiication studies adopted for
Urdu. We have found two such studies in the previous literature: (i) machine learning based WSD [1], and (ii)
Bayesian classiier based WSD [59].

The authors in [1] developed a lexical-sample based WSD system using single-label classiiers including, Naïve
Bayes, Decision Tree, and Support Vector Machines with POS tags and bag-of-words as features. Twenty named
entities were used to evaluate the system performance. The reported F1 scores for Naïve Bayes, decision tree, and
support vector machines are: 71%, 34%, and 34% respectively. Another study was conducted using Naïve Bayes
classiiers for the development of lexical-sample WSD system [59]. The authors resolved the ambiguity in four
words including three verbs and one noun. Bag-of-words and POS tags were used as features and the reported
highest F1 score was 95.15%.

The inal of our four categories of techniques is the hybrid technique, representing studies using a combination
of the various above-mentioned techniques. A number of research studies have been carried out using hybrid
ensemble techniques, for instance, [99] used LDOCE with information derived from corpora.
It can be observed from the above discussion that a number of WSD techniques have been used for sense

resolution. However, these techniques have several shortcomings as follows: (i) AI techniques are not to be
practical for large-scale language understanding [76], (ii) knowledge-based methods are a useful way to represent
linguistic or lexicographic knowledge of word sense ambiguity, and they have produced good results. However,
they are not very robust as natural language is a dynamic phenomenon i.e. new words and senses are added
and old ones become archaic or outdated, thus, they lack complete coverage as new words or senses may not
exist in these resources, (iii) moreover, for knowledge-based systems lexical resources are readily available for
English and other European languages, but not for the under-resourced Urdu7 language, (iv) semi-supervised ML
techniques have a major drawback in that they lack a method for selecting optimal values for classiiers i.e. the
number of iterations and labelled examples [62]. Further, these types of techniques are tested on small corpora
[60], (v) unsupervised ML techniques automatically acquire contextual information and are often erroneous and
noisy and alone [1], thus are unlikely to solve large-scale problems, (vi) ML based hybrid techniques require
several resources (lexicons and corpora), which is diicult for resource-poor languages, and (vii) supervised
single-label classiiers can assign only one tag/label. These shortcomings imply that these techniques are not a
promising basis for Urdu semantic tagging.
In the multi-target classiication task, word(s) may be associated with multiple semantic labels/tags [111].

Multi-target classiiers have been applied in a number of research studies; text classiication [27], bio-informatics
[25], scene classiication [21], shape detection in ultrasound images [117]. However, to the best of our knowledge,
multi-target classiiers had never been explored for the WSD task in general and particularly in the context of the
Urdu language. Therefore, this research study addresses another gap in the existing research by extracting features
and then applying various of-the-shelf multi-target classiiers to deal with the WSD problem by employing
a broad semantic taxonomy rather than ine-grained word sense deinitions. This provides a practical means
of coping with the semantic disambiguation task and can be seen as an important step for a more robust wide
coverage candidate semantic tag assignment before inal disambiguation.

2.2 Corpora and Techniques for Semantic Tagging

Corpora. A number of studies in the literature have devoted a great deal of research efort to the development of
semantic annotation, such as Semantic Role Labelling, Named Entity Recognition, Content Analysis, and several
others. Usually, these semantic annotation systems have used annotated corpora or WordNet to induce or cluster

7A recent study [92] involved Urdu semantic lexicons (both single and multi-words) of 2K entries, however, it is lacking wide lexical coverage.
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diferent meanings or senses [60]. The most prominent efort in developing standard evaluation resources for
various semantic annotation tasks are the series of SemEval competitions for English and other languages [60].

The outcome of these competitions (from 2007 to date) are a set of benchmark corpora with semantic anno-
tations for various NLP tasks, Information Extraction, Sentiment Analysis, Textual Semantic Similarity, Word
Semantic Similarity, Question Answering, Labeling of MWEs and Supersenses (SemEval-20128, SemEval-20139,
SemEval-201410, SemEval-201511, SemEval-201612, SemEval-201713, and SemEval-201814) for a variety of languages
including English, French, Italian, Dutch, Chinese, Arabic and several others.
In the case of Urdu, only four semantically annotated corpora for semantic role labelling have been found in

the past research as: an Urdu dependency Treebank (UDT) [17], (ii) a Hindi/Urdu Treebank (HUTb) [39], (iii) a
Proposition Bank for Urdu (PBU) [11] and (iv) a multilayered Urdu Treebank [6].
The UDT corpus [17] has been built following the computational paninian grammar [16]. This Treebank

contains morphological, POS, chunking information, and dependency relations for newspaper articles manually
annotated by a team of linguistic experts. Around 200K words, (7,000 sentences) have been annotated with the
previously mentioned annotations, where each sentence contains an average of 29 words and an average of
13.7 chunks of average length 2. Moreover, the tagset involved in this research contains 43 tags. However, this
Treebank does not tag words that a verb can take depending upon the subject and object pertaining to the verb.

The HUTb [39] has been annotated for the deep analysis of the language by integrating the functional structure
of lexical functional grammar. This treebank encodes traditional syntactic notions i.e. subject, direct as well as an
indirect object, complement, adjunct, functional, and morphological information. This treebank does not provide
a complete dependency bank, but rather provides an argument that developing such a resource will be beneicial
for several NLP applications. Therefore, the authors of this treebank have annotated several randomly selected
sentences for the annotation, the detailed statistics are not given.

The Proposition Bank for Urdu (PBU) corpus [11] contains the text of the Urdu dependency treebank and adds
a further semantic layer (add argument structures of both simple and complex predicates) into the UDT corpus.
This Treebank corpus has been annotated manually by two annotators, for simple predicate 180K words have
been tagged whereas, for complex verb predicate 100K token are annotated. The tagset used to tag simple and
complex predicate argument structures of verbs in this research work contains a total of 28 tags.
The recently constructed multilayered Urdu treebank corpus [6] contains 1,300 sentences of the centre for

language engineering Urdu digest corpus [106]. A small set of tags (12) have been used to annotate the phrase,
grammatical functions, semantic roles, demonstrative phrase, interjection grammatical functions, and discontinu-
ous phrases. The purpose of this treebank corpus is to provide parse trees for the text to speech applications.

It can be observed from the above discussion that semantically annotated corpora are widely available in English
and other European languages. However, there is a dearth of semantically annotated standard evaluation resources
for Urdu. Therefore, this study addresses this gap by constructing a large and freely available semantically
annotated multi-target corpus for the Urdu language, which is annotated with USAS semantic ield tags. As far as
we are aware, a USAS based semantically annotated multi-target corpus for the Urdu language has not previously
been developed.

Techniques. Tagged corpora are used to induce or cluster diferent senses or meanings, aiming to identify and
assign certain types of semantic information required by speciic tasks. These types of semantic annotations

8https://www.cs.york.ac.uk/semeval-2012/index.html - Last visited: 11-January-2019
9https://www.cs.york.ac.uk/semeval-2013/ - Last visited: 11-January-2019
10http://alt.qcri.org/semeval2014/ - Last visited: 11-January-2019
11http://alt.qcri.org/semeval2015/ - Last visited: 11-January-2019
12http://alt.qcri.org/semeval2016/ - Last visited: 11-January-2019
13http://alt.qcri.org/semeval2017/ - Last visited: 11-January-2019
14http://alt.qcri.org/semeval2018/ - Last visited: 11-January-2019
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have been researched in [26] and [10] to identify the topic or themes of a given text. There are yet further studies
[66, 85, 112] which are conducted to extract speciic or partial information, such as named entities, categories of
relations between the speciic named entities, and/or types of events.

Via another group of knowledge-based sense inventories (WordNet, BabelNet), a semantic annotation can be
used to assign ine-grained word senses [55]. However, WordNet does not readily generalise to OOV words [89].
Moreover, WordNets have been developed for English, European, and several Asian languages. These resources
have also been ported to provide multilingual word sense inventories [60].
Other semantic annotation research aims to assign each content word with a semantic category using a

component-based semantic classiication scheme, for instance, tagging the word łmother” as [HUMAN, FEMALE,
ADULT] and łpaprika” as [NON-HUMAN, VEGETABLE]. A number of research studies based on this concept
have been reported previously, including [50]. Other knowledge and information management systems provide
general purpose semantic annotations based on ontologies [72].
In addition, a similar semantic tagging approach to the one proposed here is STREUSLE15, which integrates

comprehensive annotations of MWEs and semantic supersenses16 for lexical expressions with a uniied tagset
[91]. The supersenses tags or labels apply to both single and mulitwords but only for noun plus verb categories,
and to prepositional/possessive expressions. This method of annotation has been used to classify lexical MWEs
of English web reviews [90].
Directly related to our research presented here is the development of coarse-grained semantic tagging tools,

such as USAS [76] and several others cited in [29] and [15]. USAS is diferent from other WSD systems as it
assigns tags from a pre-deined coarse-grained semantic ield taxonomy rather than ine-grained word meaning.
Furthermore, USAS is also diferent from LaSIE (a named entity identiication system) [42], in that it does not just
focus on a small number of speciic classes of words, rather, it assigns a tag(s) to every word in a running text.
Recently, the systems based on USAS semantic ields have been ported to support ine-grained semantic

annotation [69] for historic English text. Moreover, the coarse-grained semantic analysis system has been ported
to Finnish [49], Russian [57], and to several other European and world languages using a common semantic
taxonomy [32, 68, 92].
From the above discussion, it can be observed that a number of semantic annotation or tagging tools and

resources have been previously developed. However, WSD and WordNet based semantic tagging provide ine-
grained word senses, thus, which are not always required in many NLP tasks [76]. Moreover, the STREUSLE
based semantic tagging provides supersense for only verbs and nouns. Furthermore, these systems and resources
have mainly been created for European languages. However, the USAS semantic annotation framework is a
knowledge-based system, which therefore poses more diiculties when creating similar resources for poorly-
resourced languages. Still, it is a worthwhile task, since if we can design similar semantic tagging tools for
multiple languages, they can potentially provide a bridge for multilingual Machine Translation and WSD systems.

The semantic annotation report in this paper falls under the category of a coarse-grained but all-words based
semantic tagger for Urdu text but employs supervised multi-target classiiers. In USAS, one word may have one or
more semantic tag(s). To handle such an annotation process there exists a supervised multi-target classiier, where,
words may be associated with multiple labels. To the best of our knowledge, this combination has not previously
been incorporated into any language. Therefore, this research work extends the capability of the existing USAS
(knowledge-based system) in terms of porting USAS for Urdu using supervised multi-target classiiers.

15Supersense Tagged Repository of English with a Uniied Semantics for Lexical Expressions
16Synsets or word senses of WordNet
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3 CORPUS CONSTRUCTION

In USAS (see Section 1) not all words fall into one predeined semantic category, rather, some words can belong
to two or more semantic categories. For instance, the word łoicer” can be tagged with G3/S7.1/S2, since it can be
considered to belong to the semantic category łWarfare, defence and the army; Weapons” (G3), as well as to the
category łPower, organizing” (S7.1), and to the category łPeople” (S2). These multiple memberships of categories
have been indicated with łslash tag (/)” separating tags in USAS. Furthermore, USAS is a concept-driven tagging
tool rather than content driven, in that it provides a general conceptual structure of the world, instead of trying
to ofer a semantic taxonomy for speciic domains [68]. Therefore, our proposed multi-target Urdu Semantically
Annotated (USA-23) Corpus has been annotated with multiple potential USAS semantic tags (up to nine17, if
required). This section describes the USAS semantic tagset, its importance, and the creation of our proposed
gold standard USA-23 Corpus, including raw data collection, development of an annotation tool, the annotation
process, corpus statistics, and standardization of the corpus.

3.1 USAS Semantic Fields/Tags

The USAS semantic tagset was loosely based on Tom McArthur’s Longman Lexicon of Contemporary English
(LLOCE) [52]. This tagset adopts a general ontological approach and has proved to be a most appropriate
thesaurus type classiication of word senses or for a semantic ield kind of analysis [70, 71, 76]. Furthermore, this
classiication scheme has been considerably revised in the light of practical tagging problems met in the course
of ongoing research [68ś71, 76, 92, 94]. The revised tagset has been arranged in a hierarchy with a 21 major
semantic ields (see Table 1), which, are expanded into 232 sub-ields18. In the USAS tagset capital letters have
been used to denote major semantic ield tags, while numbers are used to indicate subdivisions of the ields/tags.
The grouping of these tags are related by the virtue of their being connected at some level of generality with
the same logical concept19 [12]. The USAS semantic ield tags group words in more general or coarse-grained
senses rather than ine-grained senses. For instance, the word ‘bank’ in some dictionaries may diferentiate the
conceptual categories of the physical branches of the bank and the type of inancial institute. However, the USAS
tags consider both of these senses as related to one semantic ield tag i.e. ‘I: Money and Commerce’.
The reason for selecting the USAS tagset for the annotation of the USA-23 corpus is many fold: (i) it has

been revised in the light of problems met in the course of applied research, (ii) successfully applied to the
following research studies20: market research analysis [114], software engineering [77], deep semantic analysis
[69], historical semantic tagging [9], analysis of Weblogs [65], analysis and standardisation of SMS spelling
variation and detecting gender diferences in Twitter [14, 101], discourse analysis [8, 64], ontology learning [33],
phraseology [37], political science research [47], social networks child Protection [75], psychological proiling
[51], sentiment analysis [97], to train chatbots [96], deception detection [51], are a representative selection, (iii)
equivalent semantic taggers have been designed based on these semantic ields21, which enables the development
of multi-lingual NLP, HLT, text mining, translation, and other types of information and communication technology
systems, (iv) many of the semantic taggers developed so far using this tagset are for resource-poor languages
from Asia [94].

17In a separate study we tagged words and have found that a word can be tagged with up to nine tags.
18For the full tagset visit https://ucrel.lancaster.ac.uk/usas/USASSemanticTagset.pdf- Last visited: 26-March-2020
19Through a process of synonymy, antonymy, hypernymy and/or hyponymy.
20A complete list of publications and applications using Wmatrix (in which USAS is embedded) can be found at https://ucrel.lancs.ac.uk/usas/

andhttps://ucrel.lancs.ac.uk/wmatrix/ - Last visited: 19-March-2020
21Currently, there are sixteen non-English semantic taggers or lexicons available for Arabic, Chinese, Czech, Dutch, French, Italian, Malaysian,

Portuguese, Spanish, Urdu, Indonesian, Turkish, Swedish, Finnish, Russian, and Welsh languages. More details can be accessed through the

following URL: https://ucrel.lancs.ac.uk/usas/ - Last visited: 17-March-2020
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Table 1. USAS major semantic fields

Domain: Description

A: General and abstract terms
B: The body and the individual
C: Arts and crafts
E: Emotional actions, states and process
F: Food and farming
G: Government and the public domain
H: Architecture, buildings, housing and the home
I: Money and commerce
K: Entertainment, sports and games
L: Life and living things
M: Movement, location, travel and transport
N: Numbers and measurement
O: Substances, materials, objects and equipment
P: Education
Q: Linguistic actions, states and process
S: Social actions, states and processes
T: Time
W: The World and our environment
X: Psychological actions, states and processes
Y: Science and technology
Z: Names and grammatical words

3.2 Data collection

To train and test supervised multi-target machine learning algorithms, an Urdu annotated corpus is required
based on the USAS semantic taxonomy. Therefore, to develop a corpus with realistic examples, we have collected
data from diferent domains. For example, social media texts are short and informal, whereas, newspaper articles
are formally written and of moderate length. To develop the USA-23 Corpus, raw data is collected from the
following domains: (i) news articles, (ii) social media (Twitter22, Facebook23, and Blogs), (iii) literary magazines,
and (iv) Wikipedia24 articles.

The reasons for collecting data from these domains are, irstly, they contain data that are signiicantly diferent
from one another. Secondly, variation in data poses diferent types of challenges for the semantic annotation
task, which makes our proposed corpus more realistic and challenging. Thirdly, data from these sources are free
and readily available in digital format for research purposes. Fourthly, they enable the evaluation of semantic
annotation tools (or methods) on a variety of writing styles and publication times. Fifthly, to make sure that our
vocabulary inventory is of suicient coverage. Finally, to produce a more robust semantic ield annotated corpus.

22https://twitter.com/ - Last visited: 11-January-2019
23https://facebook.com/ - Last visited: 11-January-2019
24https://ur.wikipedia.org/wiki/ - Last visited: 11-January-2019

ACM Trans. Asian Low-Resour. Lang. Inf. Process.

https://twitter.com/
https://facebook.com/
https://ur.wikipedia.org/wiki/


10 • Jawad Shafi et al.

The raw text of news articles is collected from various sources including BBC Urdu25, Express news26, Urdu
Library27, and Minhaj Library28 using a Web crawler29. The newspaper text is useful as it is written in continuous
prose and purports to be a mainly factual report of events that have taken place. The news articles collected were
from diferent genres including Sports, Politics, Showbiz, Science and Technology, Business, Health and Religion.
There are in total 2,100 word tokens in the collected text (for each genre there are 250-300 tokens). We call this
sub-corpus the USA-23-raw-news corpus.
To form a sub-corpus from social media, raw data is collected from the following four sources: Twitter30,

Facebook31, Blogs, and Reviews. These sources serve monthly around 2,375 million active users32. We manually
collected publicly available data (user generated content) on diferent topics to make sure that the collected
data is genuine, realistic, diverse and of high quality. From each source, we collected Urdu texts of 600 tokens
(a total of 2,400 tokens). We call this sub-corpus the USA-23-raw-smedia corpus. It has been shown [30] that
social media text poses additional challenges to automatic NLP methods, as text from these sources tends to be
less grammatical. Thus, forming a corpus from social media sources provides the challenging text for the Urdu
semantic annotation task.
To form a third sub-corpus, Urdu text is collected from the following Wikipedia33 articles: Culture, History,

Geography and Areas, Personalities, Science and Technology. A passage of size 300-350 words is excerpted from
each of these Wikipedia articles (giving a total of around 2,300 words). The sub-corpus is called USA-23-raw-wiki
corpus. The reason for using Wikipedia as a text collection source is that it is large, reliable, freely available,
contains texts on a variety of topics and articles written by diferent authors exhibiting language variation.

The last and fourth type of collected Urdu text consists of words from old Urdu literature (iction and non-iction
short stories). The raw text of Urdu literature of the early 1940s is collected from HamariWeb34. We collected
Urdu text of approximately 2,200 words. This sub-corpus is called the USA-23-raw-historic corpus and contains
Urdu text with a variety of writing styles and time periods.

3.3 Pre-processing

In this study, four diferent raw sub-corpora (USA-23-raw-news, USA-23-raw-smedia, USA-23-raw-wiki, and
USA-23-raw-historic) have been used to form the gold standard USA-23 Corpus. All four sub-corpora are pre-
processed as follows. Text in a sub-corpus is cleaned by removing multiple spaces, duplicated text, diacritics as
they are optional (only used for altering pronunciation), HTML tags, hashtags, links, URLs, and emoticons. Only
sentences with ive or more words were kept (as the empirical analysis of another study [94] has shown that
sentences with a length of less than ive words are typically incorrectly tagged). A language detection tool35

was used to discard foreign words, which resulted into the removal of 957 tokens. After pre-processing, the four
cleaned sub-corpora contain the raw text of 8,000 tokens (2,000 tokens in each sub-corpus).

In the next step of pre-processing, the raw text of 8,000 tokens is tokenized, lemmatized and POS tagged. The
tokenization and POS tagging are carried out by using the Urdu natural language tools [94]. These tools use an

25BBC terms of use are available at this link: https://www.bbc.com/urdu/institutional-37588278 - Last visited: 27-January-2019
26https://www.express.pk/ - Last visited: 11-January-2019
27http://www.urdulibrary.org/ - Last visited: 11-January-2019
28http://www.minhajbooks.com/urdu/control/ - Last visited: 11-January-2019
29https://lindat.mf.cuni.cz/repository/xmlui/handle/11858/00-097C-0000-0023-65A9-5 - Last visited: 11-January-2019
30To address privacy issues, we asked users for their permission to use the tweets, https://twitter.com/en/privacy - Last visited, 27-January-2019
31Under its privacy policy we can ask Facebook users to share their data, https://www.facebook.com/about/privacy/ - Last visited: 27-January-

2019.
32https://www.statista.com - Last visited: 11-January-2019
33Its terms of use are available via this link: https://foundation.wikimedia.org/wiki/Terms_of_Use/en - Last visited: 27-January-2019
34http://www.hamariweb.com/ - Last visited: 11-January-2019
35https://lindat.mf.cuni.cz/repository/xmlui/handle/11858/00-097C-0000-0023-65A9-5 - Last visited: 21-January-2019
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Urdu CLE POS tagset consisting of 35 tags [100]. This POS tagset is simple but based on the critical analysis of
several previous iterations of Urdu POS tagset36. Furthermore, simpliication of the POS tagset generally does
not afect USAS semantic annotation system accuracy, as a single semantic category tends to span similar POS
categories, for instance, present, past, and progressive tense of verbs [68, 94]. Lemmatization is carried out using
an online Urdu tool37. Finally, the 8,000 tokens with automatically assigned POS tags and lemmas are stored in
txt iles (called USA-23-pp-news, USA-23-pp-smedia, USA-23-pp-wiki, and USA-23-pp-historic) given the name
USA-pp-20.

3.4 Annotation Guidelines

Once raw texts are pre-processed, the next step is to manually annotate the extracted text with the USAS semantic
ield tags. Given a single- or multi-word, it can be annotated with the 232 categories of USAS semantic ields (see
Section 3.1) depending on the text. Annotation conventions have been recorded as the annotation progressed. The
annotation guidelines describe general issues and considerations which have been taken (Urdu inlectional and
derivational morphology, MWE types and examples, foreign fragments, POS tags along with examples, common
and punctuation symbols, quantity/numbering/date/time conventions), then briely discusses 232 semantic ield
tags.

The further general guidelines followed by the annotators for the multi-target classiication task are as follows:
(I) read each sentence and annotate each individual word by understanding its local/surrounding context, (II)
assign at least one and up to nine semantic ield tags which best describes the single- and multi-word along
with its POS tag, (III) annotate words with more relevant tags and in order of preference, domain of discourse
can be use to alter rank ordering of semantic tags, (IV) if annotators faced diiculties deciding on the order of
preference or tags then the USAS tagset provides a brief explanation of each tag along with its prototypical
examples so read and understand these, (V) collected text must be carefully read and any ambiguity found in it
can be discussed with the irst author of this paper, (VI) proper/geographical names are considered as multi-word
expressions, likewise for the case for abbreviations, (VII) misspelled or unconventionally spelled tokens in a text
are interpreted according to their understanding and its context and must be tagged, otherwise tag them with
Z99 (Unmatched) tag, (VIII) improperly tokenized38 words must be joined as multi-word and tagged accordingly
with POS and semantic ield tags, (IX) MWE’s take priority over single word tagging, and for the case of MWEs,
try to form a complete MWEs, and inally (X) avoid as much as possible tagging words with Z99ś unmatched tag.

3.5 Annotation Tool for Urdu Semantic Annotations

To facilitate the annotation of Urdu text with semantic ield tags, we developed a user-friendly Java based Graphical
User Semantic Annotation Interface (henceforth called GUSAI). Figure 1 shows the GUSAI screen-shot for a

sample word ł �HAK.” (łTalk”) (see Label 3 of screenshot) for the sentence ł?ù
 ïf
�HAK. AJ» àAJ�Qå���@” (łEasher what’s

the matter?”) (see Label 2) along with other information (this information was loaded from a ile, see Section 3.3)
including POS tag (see Label 4), a lemma (see Label 5), and semantic ield tags39 (see Label 6). Annotators were
asked to attach as many (up to nine and at least one) USAS semantic ield tag(s), as they deem appropriate for all
senses of a word40 and place them in descending order of importance. We asked annotators to edit the POS tag,

36http://www.cle.org.pk/Downloads/langproc/UrduPOStagger/UrduPOStagset.pdf - Last visited: 11-January-2019
37http://lemmatization.herokuapp.com/ - Last visited: 11-January-2019
38i.e. Split into two diferent words, but where they are a single word.
39For the process of semantic ield tags assignment, a word along its POS tag information were looked up in the Urdu semantic lexicons

(developed in another research project - available at the URL mentioned in Section 6), resulting in 7,461 semantically annotated tokens. The

remaining 539 tokens which are not found in the Urdu semantic lexicons were manually annotated.
40The GUSAI has been developed to annotated only single words, however, MWEs are tagged manually (more details are mentioned in

forthcoming sections).
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lemma, and semantic ield tags(s), if the pre-assigned information is incorrect, inappropriate, or incomplete. For
words whose information is missing, they must add POS tag, lemma, and semantic ield tag(s) information using
GUSAI.
To assign semantic ield tag(s) (if the assigned tag(s) is/are incomplete), an annotator needs to click on the

łáKQ» I.
	j�� 	JÓ 	QÂJ�K YK 	QÓ” (ładd more tags”) button (see Figure 1). Furthermore, to understand appropriate and

common senses of a word, ł �HAK.” (łTalk”) in our case (see Figure 1, Label 3), the references (of dictionaries, and

thesauri) are displayed alongside the GUSAI. However, annotators were free to use any other resources as they
wished.

Fig. 1. Graphical User Semantic Annotation Interface (GUSAI) developed for the semantic annotations of our proposed

USA-23 Corpus

By clicking łáKQ» I.
	j�� 	JÓ 	QÂJ�K YK 	QÓ” (ładd more tags”) button (see Figure 1), an annotator is directed to sub-

GUSAI (see Figure 2) in order to attach more semantic ield tag(s) (see Section 3.1) or to remove irrelevant,
incorrect ones by selecting or deselecting the check-boxes respectively. Furthermore, by clicking go back, it
redirects to the main-GUSAI (see Figure 1), where the annotator may complete the remaining (add/remove
relevant/irrelevant tag(s)) annotation process. However, by clicking the submit button it inalizes the annotation
process for a word and then stores annotated information i.e., word, POS tag, lemma, and semantic ield tag(s), in
persistent storage. Next button will load the following word along with its POS tag, lemma, and semantic ield
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tag(s). When annotations are completed for the entire corpus, an annotator is prompted with an łannotation
completion message” and (s)he can use the Exit button to close the annotation tool.

Fig. 2. Sub-GUSAI to add/remove semantic field tag(s).

3.6 Annotation process

Our proposed USA-23 Corpus (containing 8,000 tokens) was semi-automatically annotated by three annotators
(A, B, and C), over the course of four months. All three annotators were Urdu native speakers and had a very
good understanding of the USAS semantic tagset (see Section 1). All the annotators were graduate NLP students,
experienced in text annotations, and had a high level of proiciency in Urdu. The USA-23 Corpus has been
annotated at the word level with 21 major semantic ields and 232 sub domains of the USAS semantic tagset (see
Section 3.1). The complete annotations were carried out in three phases: (i) training phase, (ii) annotations, and
(iii) conlict resolution.

In the beginning, training consensus annotation sessions were held every other day (bi-diurnal). The rate of
these sessions was decreased to weekly as the agreement score improved between the annotators. Although
consensus annotations average scores are 3/6 for sentences (only for single words), every sentence was at least
reviewed independently and jointly. Furthermore, in the annotation training process annotators are trained for
the GUSAI uses (see Section 3.5) and asked to report any diiculty or error they have faced. For each sentence,
the time of annotation is recorded. This process helped us to update the experimental interface and provided us
with more information to make the task as well as GUSAI more eicient, reliable, and convenient. However, we
observed in training sessions that all annotators were able to complete the task for a sentence within ive minutes.
In response, to the feedback of annotators, we have provided the ‘instruction set’ written in the GUSAI main
interface (see Figure 1) to eiciently complete the task and a short description to complete the task. Furthermore,
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these annotators were also observed for spamming annotations41 and we have observed they are not submitting
automatically assigned annotations or neither random results.

It has been observed that the training phase is more simple and easy for single words (using GUSAI), but, it is
more diicult as annotators have less consensus i.e. 1/6 for MWEs. This is due to the fact that the Urdu language
is highly inlected, morphologically rich, and poorly resourced and less research efort has been reported in past
literature for MWEs [58]. There exists a study [38] which only deines named entities i.e. location and person
name. For all other MWEs, Urdu words lead to an ambiguity problem because there is no clear agreement as

to when to classify them as single words or MWEs [94]. For instance, the MWE, úÎ«@ QK 	Pð ( ‘chief minister’),

ù
KAîE. 	áîfE. (‘sibling’, literally ‘brother sister’). The same is the case for reduplications, Q 	̄ Q 	̄ (‘luent’), and aixation,

��C 	g@ YK. (‘depravedly’). These distinct forms may be perceived as single- or multi-words even by Urdu native

speakers.
To train annotators, so that they can identify and annotate MWEs correctly, we have coordinated with Urdu

linguistic experts. These experts have divided Urdu MWEs into seven types as follows: phrasal verbs, proverbs,
collocations, idioms, noun phrases, proper names, and abbreviations. In addition, training sessions42 for MWEs
have been conducted.
In the training phase, two annotators (A and B) manually annotated single words of a subset of 62 sentences

from the USA-pp-20 Corpus (see Section 3.3) using GUSAI. Afterward, both annotators were asked to identify
MWEs from these single-word annotated sentences and assigned them POS tags and semantic ield tag(s). These
identiied MWEs are then grouped into USAS semantic ield tags (232) regardless of their morpho-syntactic
patterns i.e. classifying MWEs in terms of semantic ield tag(s) they represent. For instance, Table 2 shows ive
sample entries of various types of MWEs. Each row of the MWEs column stores expressions in indexing format.
As an example, the idiom type of MWE is composed of three words (see Index 1, 1.1, and 1.2) along with its POS
tags (see Section 3.3) and semantic tag(s) (see Section 3.1), listed on the left of brackets ([]). The term [MWE-1] in
the semantic tag(s) column represents that it is the irst MWE which consists of three parts/words ([MWE-1.1],
[MWE-1.2], and [MWE-1.3]). The labels after the brackets ([]:) show semantic tag(s) for each individual word. It
can be observed that some MWEs have only one semantic tag associated with them (see MWEs 3rd, 4th, and
5th start from the index 3, 4, and 5, respectively). However, the second reduplication type of MWE (see Index 2
and 2.1) combines three semantic tags (M1ś Moving, coming and going ), (M2ś Putting, taking, pulling, pushing,
transporting) and (M3ś Movement/transportation: land) ields into one tag.

In addition, annotators A and B discussed the annotations both for single- and multi-words (both those agreed
and conlicting pairs) on the initial subset of 62 sentences to further improve the quality of annotations. After that,
the remaining corpus comprising 461 sentences was either semi-automatically (for single words) or manually (for
MWEs) annotated by annotators A and B. After the annotation process, the Inter-Annotator Agreement (IAA)
was computed for the entire corpus. In the third and last phase, the conlicting tokens were annotated by a third
annotator (C ś the irst author of this paper), which resulted in a gold-standard semantically annotated corpus
for the Urdu language.
The IAA on the entire USA-23 Corpus was calculated by using three approaches: (i) irst correct ś check

whether the irst semantic ield tag selected by the annotator A matches with the irst semantic ield tag of
annotator B, (ii) fuzzy-order ś check whether semantic ield tags selected by an annotator A are contained within

41Not taking the task seriously or were attempting to manipulate the system for personal gain by injecting some wrong tags or by just

submitting the already assigned tags.
42All annotators undertook a practical training session on annotation tasks of MWEs and their types. Each annotator was given an annotation

assignment of 150 random sentences of the UMC corpus [45] and requested to extract MWEs and identify their types. These tasks were

marked and each annotator was awarded a score. Annotators are considered trained for MWEs annotation tasks when they scored 80% or

above
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Table 2. Annotated Sample of MWEs with USAS Semantic Tags

Index MWEs POS Tag Semantic Tag(s)

1 	á��J�
�
@ (arm) NN A5.1 G2.2 X9.1 [MWE-1.1]: B1 O2 B5

1.1 A¿ (is) PSP A5.1 G2.2 X9.1 [MWE-1.2]: A3 Z5

1.2 I� 	KA� (snake) NN A5.1 G2.2 X9.1 [MWE-1.3]: L2

Translation of MWE: I� 	KA� A¿ 	á��J�
�
@ (Devious)

2 A 	K
�
@ (come) VBI M1 M2 M6 [MWE-2.1]: N3.1 A2.2

2.1 A 	K Ag. (go) AUXA M1 M2 M6 [MWE-2.2]: A1.1.1

A 	K Ag. A 	K
�
@ (Pop in)

3 ñK (U) NNP Z2 [MWE-3.1]: Z5 Z8

3.1 � PU Z2 [MWE-3.2]:

3.2 ú
» (K) NNP Z2 [MWE-3.2]: N3.3 N3.7 Z5 Z8

Translation of MWE: ú
» � ñK (U.K)
4 QÔ« (Umer) NNP Z1 [MWE-4.1]: Z3 T3 T1.3

4.1
��ðPA 	̄ (Farooq) NNP Z1 [MWE-4.2]: Z3 G2.2

Translation of MWE:
��ðPA 	̄ QÔ« (Umer Farooq)

5 ÕæÊª�K (Education) NN P1 [MWE-5.1]: X2.3

5.1 àA 	ªËAK. (Adult) NN P1 [MWE-5.2]: T3 S2

Translation of MWE: àA 	ªËAK. ÕæÊª�K (Adult education)

the tags annotated by B in any order, (iii) strict-order ś check whether annotator A semantic ield tag(s) is/are
identical to B in terms of semantic ield tag(s) selection and order.
On the entire USA-23 Corpus, we obtained an IAA of 79.88% (irst-correct), 81.61% (fuzzy-order), and 26.56%

(strict-order) (see Table 3). It is important to note that annotators had an agreement on 6,390, 6,529, and 2,125
words for irst-correct, fuzzy-order, and strict-order approaches, respectively. The IAA scores of irst-order and
fuzzy-order are considered as good, considering the diiculty of the Urdu semantic annotation task. However,
strict-order shows low IAA results (26.56%). The Kappa Coeicient [54] computed for the entire USA-23 Corpus
was 77.01%, 74.96%, and 21.07% using irst-correct, fuzzy-order, and strict order semantic tagging approaches,
respectively.
The details of IAA for four domain-wise sub-corpora (USA-23-News, USA-23-SMedia, USA-23-Wiki, and

USA-23-Historic) are also shown in Table 3. It shows that the highest IAA score is obtained on the USA-23-News
sub-corpus using the irst-correct semantic tagging approach (84.65%). IAA scores of 83.76% and 81.05% are
obtained for USA-23-SMedia and USA-23-Wiki sub-corpora respectively. The lowest IAA score of 70.07% is
obtained for the USA-23-Historic sub-corpus. The possible reason for a low IAA score on the USA-23-Historic
sub-corpus is that text in this sub-corpus is from older Urdu literature and annotators would have faced diiculty
in correctly understanding the meanings of words from old Urdu. For the fuzzy-order semantic tagging approach,
the USA-23-News sub-corpus has obtained the highest IAA score (86.06%), followed by USA-23-Wiki (82.42%),
and USA-23-SMedia (81.97%) sub-corpora. The lowest score is 75.98% for the USA-23-Historic sub-corpus. Finally,
for the strict-order semantic tagging approach, the highest IAA score is obtained by USA-23-News sub-corpus
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i.e. 31.86%. The USA-23-SMedia, USA-23-Wiki, and USA-23-Historic sub-corpora have obtained IAA of 28.78%,
25.95%, and 19.63%, respectively.
The above discussion highlights the fact that in the case of irst-order and fuzzy-order, the annotators are

consistent, however, the strict-order annotators have huge variability. It also shows that the nature of text has
an impact on the quality of semantic annotations as the USA-23-Historic sub-corpus obtained the lowest IAA
compared to the other three sub-corpora on all three semantic tagging approaches i.e. irst-order, fuzzy-order
and strict-order. Finally, it is worth noting here that in the majority of cases, annotators have annotated the irst
tag correctly, it shows that on most important or core tags, annotators have good IAA scores.

Table 3. Inter-Annotator Agreement scores for USA-23 corpus and domain wise sub-corpora.

IAA approach First-correct Fuzzy-order Strict-order
Corpus/Sub-corpus

USA-23 79.88% 81.61% 26.56%
USA-23-News 84.65% 86.06% 31.86%
USA-23-SMedia 83.76% 81.97% 28.78%
USA-23-Wiki 81.05% 82.42% 25.95%
USA-23-Historic 70.07% 75.98% 19.63%

3.7 Corpus statistics

Table 4 shows the detailed statistics of the USA-23 Corpus. The gold standard USA-23 Corpus consists of
8,000 words (tokens), 2,213 unique tokens, and 523 sentences. The average number of words per sentence is
approximately 15. In the proposed Corpus, there are 2,442 nouns, 1,529 verbs, 814 adjectives, 636 pronouns, and
161 adverbs. Furthermore, the total count for all semantic ield tags in the corpus is 15,624.

To characterize the properties of any multi-targeted Corpus (USA-23 in our case), several useful multi-label
indicators have been used in the recent past [118]. The primary and natural way to measure the multi-labeledness
of the entire USA-23 Corpus is label cardinality. Label cardinality is a standard measure to calculate the average
number of tags or labels per example present in the USA-23 Corpus. For a given multi-target corpus (USA-23),
the label cardinality can be computed using the following equation.

����� ����������� =
1

�

�︁

�=1

�︁

�=1

(��� − 23)
�

�
(1)

Where � means the number of examples and � is the number of labels. If the label cardinality score is greater
than 1 then it means the corpus is a multi-targeted corpus (note that when �=1 the corpus is a single-label corpus).
On the other hand, a label cardinality score of less than 2 means it is low multi-targeted. On our proposed USA-23
Corpus, we obtained a label cardinality score of 2.09. This high number shows that our corpus has a good label
frequency.

The USA-23 Corpus contains 16 words with typos (spelling errors), which are annotated with Foreign Fragment
łFF” POS tag and łZ99” (unmatched token) semantic ield tag. Note that these typos are carried inherently from
sources mentioned in Section 3.2. Typos were not replaced with correct words because it would be interesting to
see the behaviour of semantic annotation methods (see Section 2.1) on such typographical words. Our proposed
USA-23 Corpus is free and publicly available for research purposes (see Section 6).

ACM Trans. Asian Low-Resour. Lang. Inf. Process.



USA-23 Corpus • 17

Table 4. Detailed statistics of USA-23 Corpus

Complete Urdu semantically annotated corpus

Sentence count 434
Word count 8,000
Unique words 2,213
Words with Z99 16
Tagged words 7,477
Untagged words 523
MWEs 872
Semantic tags 15,624
Named entities 590
Average no of words per sentence 15
Label cardinality 2.09

3.8 Corpus encoding

Our proposed USA-23 Corpus is encoded in XML format. Figure 3 shows an example

( àAJ� Qå���@ ? ú
æî
�E ú
ÎîfE�

	PðP î�E
�
@ ú
æ� h.

�
@ ñk. ñïf á�îf

	E èfð Õç�' ù
 ïf
�HAK. AJ» - Asher Sayan, what’s the matter you are

not what you were eight days ago? ) of a semantically annotated sentence from the USA-23 Corpus in standard
XML format. In this sentence, <contextile ileno=ł1ž ilename=łUSA-23 Corpusž>, indicates the beginning of
a context ile. The ileno and ilename attributes show ile number and ile name, respectively. The attribute
<s snum=350> indicates the beginning of a sentence, with unique IDs, i.e. snum. The tag <wf pos=łPOS_tagž
lemma=łLemma_of_Wordž stags=łUSAS_Semantic_Tagsž MWE=ł[MWE-no_of_MWE. component_no
_of_MWE]: USAS_Semantic_Tags_for_single_word_of_a_MWE>, indicates the beginning of a word in a particular
sentence. The pos attribute shows the POS tag for a word, and lemma represents the lemma of a word (i.e. the
dictionary headword), and stags shows USAS based semantic ield tag(s) for a target word, [MWE:Index.Its part no]
represents an index no of a MWE in the corpus along with its part no. Whereas, : is used to represent semantic
tag(s) for a single word part of a MWE.

4 SEMANTIC ANNOTATION METHODS

In our proposed multi-target USA-23 Corpus, a tagged word can have one to nine Urdu semantic ield tags
associated with it. These tags have been used to indicate multiple membership categories from the USAS semantic
taxonomy. i.e. diferent components of one sense (see Section 3). Therefore, we treated the Urdu semantic tagging
problem as a multi-target classiication problem. The following sections will describe the baseline and machine
learning based approaches used for Urdu semantic tagging task, dataset, evaluation methodology, and evaluation
measures.

4.1 Approaches

Most frequent sense approach. The Most Frequent Sense (MFS) heuristic is a simple but primary baseline for
any supervised semantic annotation task [36]. To handle multi-target classiication, we have adopted the most
frequent sense in a way that it always predicts the most frequent set of senses (semantic tags - up to nine tags, if
available) in the entire USA-23 Corpus.
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Fig. 3. A semantically annotated sentence in standard XML format from our proposed USA-23 Corpus.

Machine learning approach. As discussed earlier the problem of Urdu semantic tagging is treated as a multi-target
classiication task. For this purpose, we irst extracted three diferent types of features from each input word, (i)
local, (ii) topical, and (iii) semantic features.

Local features. It is comprised of token form, POS tagsś POS tags of a token itself ł��0”, for three previous
tokens ł��−1, ��−2, ��−3” and the next three tokens ł��+1, ��+2, ��+3”. However, if there are fewer tokens
(before or after) in the same sentence �� , then we denote the corresponding feature as NIL. It is worth mentioning
here that a token can be a word or a punctuation symbol and each of the previously mentioned tokens must be
in the same sentence as� . We have used Urdu sentence tokenizer and POS tagger [94] to segment the tokens
surrounding� into sentences and assign POS tags to these tokens. Furthermore, followed by lemmasś the lemma

of a target word. The exemplary feature vector for the token úG. AJÓA¿ (success) in the sentence ł AJ 	KX/NN [7] A¿/PSP
Qïf/JJ XQ

	̄
/NN úG. AJÓA¿/NN A¿/PSP Y	JÓð 	PP

�
@/NN ù
 ïf/VBF �/PU” (Everyone in the world wants success.) is as follow: <

úG. AJÓA¿ , NN, PSP, NN, NN, VBF, PU,∅, ∅, H. AJÓA¿ > Where ∅ denotes a null POS tag for a token in a sentence (�� )

followed by a lemma (H. AJÓA¿: successful) for a token (� ).

Topical features. Which consists of a bag-of-words (For each training/testing word, the vocabulary of words
can be used as a feature(s). We have counted the word frequencies of all target words of the USA-23 Corpus.
However, it has been shown [60] that this feature is position insensitive i.e. it counts the frequency of all words
and disregards the grammatical details, the word order as well as its context) followed by a number of positional
features i.e. collocations (we adopted the same 11 collocations features as cited in [23] i.e. �−1,−1, �1,1, �−2,−2,
�2,2, �−2,−1, �−1,1, �1,2, �−3,−1, �−2,1, �−1,2, and �1,3. Collocation � �,� means the ordered sequence of words and
punctuation characters surrounding the target word. Furthermore, � and � refer to the starting and ending
positions of the sequence, respectively. A negative (positive) value refers to the word position before (after) a

target word). For instance, �−2,−1 and �−1,2 feature vector for the word A�KQ» (perform) in the sentence ł AJ 	KX/NN
A¿/PSP Qïf/JJ XQ

	̄
/NN úG. AJÓA¿/NN ú»/PSP A 	JÖ �ß/NN A�KQ»/VBF �/PU” (Everyone in the world wants success.) is as follow:
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A 	JÖ �ß . ú» and ∅ . - . ú». As we have performed in the POS feature a collocation does not consider any word after

the sentence boundary marker, in this case, it will a null (∅). It is worth mentioning here that ��, � is represented
with one feature however, it may contain several possible feature values (it takes binary valuesś indicating the

presence or absence of that word). For instance, for a word � A�KQ» the set of selected collocations for �−2,−1 is

(É 	®m× . ú» , �HQ¢ 	̄ . ú» , A 	JÖ �ß . ú»). Then the feature value for �−2,−1 (collocation) in the previously mentioned

sentence is A 	JÖ �ß . ú».

Semantic feature. This type of feature consists of a domain indicator (cluster of texts regarding similar top-
ics/subjects). In our case, we have used four main domains i.e. News, Social Media, Wikipedia, and Literature
(see Section 3.2). For this feature, we have used the unlabelled UNLTool-ST-Test dataset [94] and have extracted
individual words from this corpus after excluding stop words. Thereafter, we have selected the number of domains
i.e.,� , for the Urdu unlabelled UNLTool-ST-Test dataset and then we have applied the probabilistic LDAmodel [18]
to obtain � (conditional probability of a word� = � given a domain � = �, � (� = � |� = �) = �� � ). Using this model,
it clusters words that occurred in the Urdu unlabelled UNLTool-ST-Test dataset according to the� domains (in our
case News, Social Media, Wikipedia, and Literature). This conditional probability � (� = � |� = �) = �� � is then used
to tag the words in the corpus with the probability of each topic. Moreover, a word with the highest probability is

tagged with that particular domain. For instance, a word łi� JÓ” (łmatch”) belongs to all four domains, therefore

assigned probability score for all four domains i.e. News: 0.53, Social Media: 0.21,Wikipedia: 0.48, and Literature:
0.01. However, as the News domain has the highest score so this word in the feature vector is represented with
the same decimal code i.e. 1 (which indicates, this word belongs to the news domain).
All the above mentioned extracted features (word form, POS tags, lemma, bag-of-words, collocation, and

semantic) are used to train diferent multi-target classiiers. After extracting the local, topical, and semantic set of
features from the entire USA-23 Corpus, we applied seven diferent multi-target classiiers to them. The next
section discusses these multi-target classiiers in more detail.

Multi-target Classifiers. In contrast to single-label ML algorithms (see Section 2.1), in supervised multi-target
settings, each target variable can take multiple class values. This type of classiication is performed using two
main approaches: (i) Problem Transformation, and (ii) Algorithm Adaptation [105, 118].

Problem Transformation is primarily used for multi-target classiiers ś a multi-target problem is transformed
into one or more single-label problems. Doing so, single-label ML algorithms are employed in such a way, that their
single-label predictions are transformed into multi-label predictions. On the other hand, Algorithm Adaptation is
an alternative to problem transformation, where internal modiication is required in existing classiiers to handle
multi-target data directly (of-the-shelf approaches include Decision Tree [108], MLRF (Multi-Label Random
Forest) [48]). However, Algorithm Adaptation approaches are usually domain speciic, for instance, a decision
tree is popular in bioinformatics [82]. Consequently, problem transformation provides lexibility and scalability:
any state-of-the-art single-label ML algorithms (K-Nearest Neighbour [98]) can be used to suit requirements.
Problem transformation can be primarily sub-classiied into two categories: (i) Binary Relevance [105], and (ii)
Label Combination [81] classiiers.

Binary Relevance (BR) is the most common and baseline multi-target problem transformation classiier [105].
It transforms a multi-target problem into multiple independent binary classiication problems, where each binary
classiier is trained to predict the relevance of one of the labels. The common binary relevance label prediction is
calculated by the following function:

�̂ = ℎ � (�) = ������
� � ∈{�� }

� (� � |�), � = 1, ..., � (2)
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Where, for each � , a state-of-the-art single-label ML algorithm ℎ � is employed to map a data instance to the
relevance of the ��ℎ label.
There are several families of Binary Relevance classiiers in the literature. However, an in-depth study and

comparison of all these classiiers are beyond the scope of this research article. Therefore, for Urdu semantic
tagging task, we will use the four most common and popular classiiers: (i) Bayesian Classiier Chains, (ii)
Classiiers Chains, (iii) Classiiers Probabilities Chains, and (iv) Class Relevance [24, 80].
Another well-known Problem Transformation approach to handle the supervised multi-target classiication

task is Label Combination (LC). It also transforms a multi-label problem into a multi-class problem by treating all
label sets as atomic labels, that is, each label set is treated as a single label in a single-label multi-class problem.
Label probability in LC can be expressed by:

�̂ = ������
�∈�

� (� |�), |� | ≪ 2� (3)

For this study, we have selected three Label Combination algorithms, (i) Nearest Set Replacement, (ii) Random
-labEL Disjoint Pruned Sets (RAkELd), and (iii) Super Class Classiiers [80, 82], as these have proven to be efective
in previous literature [103].
These multi-target classiiers have been used for various text classiication tasks (see Section 2.1). However,

to the best of our knowledge, multi-target classiiers have never been explored for a semantic tagging task in
general and particularly in the context of the Urdu language. Therefore, another contribution of this research
study is that we have extracted various features (see Section 4.1) from our proposed USA-23 Corpus and applied
seven diferent multi-target classiiers to them.

4.2 Evaluation measures

The performance of a multi-target classiier can be measured using two approaches: (i) label-based ś evaluated
on a per-label basis, and (ii) instance-based ś used to carry out an evaluation on label sets [24]. In this study, we
used three evaluation measures to evaluate the performance of our Machine Learning based approaches: (i) Exact
Match (an instance-based evaluation measure), (ii) Hamming Loss (an instance-based evaluation measure), and
(iii) Accuracy (a label-based evaluation measure).

Exact match computes the percentage of instances whose predicted set of labels (�̂) are exactly the same as
their corresponding true set of labels (�), this measure is also known as 0/1 subset or classiication accuracy (see
Equation 4). Where I is the indicator function.

����� ����ℎ =
1

�

�︁

�=1

I(�̂ ( � )
≠ � ( � ) ) (4)

Hamming loss is used to evaluate how many times, on average, an example-label pair is misclassiied (see
Equation 5). This is a loss function, therefore, the lower the value means the higher the performance of the
classiier.

������� ���� =
1

��

�︁

�=1

�︁

�=1

I[�̂
(� )
� ≠ �

(� )
� ] (5)

Accuracy is the proportion of label values correctly classiied of the total number of labels for that instance
averaged over all instances (predicted (�̂) and true (�)), for a set of � test examples (see Equation 6).
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�������� =
1

�

�︁

�=1

�

��̂ ( � ) ∧ � ( � )
�

�

�

��̂ ( � ) ∨ � ( � )
�

�

(6)

4.3 Corpus

For the set of experiments presented in this study, the entire USA-23 Corpus is used (see Section 3.7). There
is a total of 8,000 tokens in the corpus (2,000 for each of USA-23-News, USA-23-SMedia, USA-23-Wiki, and
USA-23-Historic).

4.4 Evaluation methodology

The task of Urdu semantic tagging is treated as a multi-target classiication task, as one word can have one or
more semantic ield tags. Features extracted using local, topical, and semantic approaches (see Section 4.1) are
used as input to multi-target classiiers. We applied nine diferent multi-target classiiers (Bayesian Classiiers
Chain, Classiier Chain, Classiier Chain Probabilities, Class Relevance, Nearest Set Replacement, Random -labEL
Disjoint Pruned Sets (RAkELd), Super Class Classiiers, Deep Interpretation of Classiier Chains (DeepML) [41],
and Deep Back-Propagation Neural Network) [79]. To better evaluate the performance of Machine Learning
based Urdu semantic tagging methods, we applied 10-fold cross-validation. The MEKA43 [83] implementation of
the multi-target classiiers, with its default parameter settings (except RAkELd ś where the following parameters
are selected empirically: subset size is varied from 2 to 5, number of models selected 1 to 100, and the threshold is
set to 0.1 to 0.9 with a 0.1 step and DeepML ś with 20 hidden units per layer, a learning rate of 0.2, the momentum
of 0.3, and 4000 iterations), is used for the supervised classiication task. Furthermore, all experiments were run
on a 64-bit computing machine, with 8 GB RAM.

5 RESULTS AND ANALYSIS

In Table 5, we present the Exact Match (EM), Hamming Loss (HL) and Accuracy scores obtained for Urdu semantic
annotation tasks using Most Frequent Sense (MFS) and Machine Learning (ML) based approaches applied on our
proposed USA-23 Corpus. łClassiiers” in the table refers to the Problem Transformation (PT) based Multi-target
classiiers that produced the highest results among all the three single-label algorithms used in this research.
łNB”, and łRF” means Naïve Bayes and Random Forest, respectively. łRAkELd” is used as a short form of Random
k-labEL Disjoint Pruned Sets. łBR” and łLC” refers to Binary Relevance and Label Combination which are problem
transformation classiiers. The NN refers to the Neural Network.

Overall, for Hamming Loss and Accuracy evaluation measures, the best results are obtained using the RAkELd
(Hamming Loss = 0.36 and Accuracy = 0.54). However, for the Exact Match measure, the highest scores are
obtained using the Nearest Set Replacement i.e. 0.47. Thus, we can say that when we have considered all three
evaluation measures the RAkELd (Exact Match = 0.46, Hamming Loss = 0.36, and Accuracy = 0.54) classiiers
outperform all other multi-target classiiers. As far as the case of Deep learning methods are concerned, the results
are almost comparable. However, it can be seen that the best results are obtained using deep back propagation
neural network (DBPNN), exact match = 0.26, hamming loss = 0.41, and accuracy of 0.39. Also, these results are
signiicantly higher than the baseline approach i.e. Most Frequent Sense (Accuracy = 0.31) (see Section 4.1). As
can be noted that very promising results are obtained for the Urdu semantic annotation task indicating that
the multi-target classiiers are efective in assigning semantic ield tag(s) to Urdu words in our proposed corpus.
Furthermore, it can be observed that deep learning methods, DeepML (Deep Interpretation of Classiier Chains)
and Deep Back Propagation Neural Network (DBPNN) are also lower than other multi-target classiiers. The

43http://waikato.github.io/meka/ - Last visited: 17-January-2022
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Table 5. Results obtained on USA-23 Corpus using Most Frequent Sense and Machine Learning based approaches

Classiiers Evaluation Measures

PT based Multi-target Single-label EM HL Accuracy

Approach Type: Name

MFS
ś ś ś ś 0.31

ML
BR: Bayesian Classiier Chain NB 0.28 0.43 0.48
BR: Classiier Chain NB 0.40 0.37 0.53
BR: Classiier Chain Probabilities NB 0.33 0.45 0.45
BR: Class Relevance NB 0.31 0.39 0.51
BR: DeepML NB 0.23 0.39 0.32
LC: Nearest Set Replacement NB 0.33 0.40 0.51
LC: RAkELd NB 0.31 0.40 0.50
LC: Super Class Classiier NB 0.33 0.40 0.50
LC: Deep Back-Propagation NN NB 0.21 0.40 0.38

ML
BR: Bayesian Classiier Chain RF 0.45 0.37 0.53
BR: Classiier Chain RF 0.45 0.36 0.53
BR: Classiier Chain Probabilities RF 0.45 0.37 0.53
BR: Class Relevance RF 0.45 0.36 0.53
BR: DeepML RF 0.25 0.41 0.38
LC: Nearest Set Replacement RF 0.47 0.37 0.54
LC: RAkELd RF 0.46 0.36 0.54

LC: Super Class Classiier RF 0.42 0.43 0.51
LC: Deep Back-Propagation NN RF 0.26 0.41 0.39

ML
BR: Bayesian Classiier Chain J48 0.39 0.37 0.50
BR: Classiier Chain J48 0.42 0.37 0.53
BR: Classiier Chain Probabilities J48 0.42 0.28 0.53
BR: Class Relevance J48 0.49 0.41 0.51
BR: DeepML J48 0.25 0.40 0.52
LC: Nearest Set Replacement J48 0.45 0.36 0.53
LC: RAkELd J48 0.30 0.40 0.51
LC: Super Class Classiier J48 0.46 0.38 0.53
LC: Deep Back-Propagation NN J48 0.25 0.40 0.38

reason for such low results is the size of our proposed dataset (see Section 3.7), as deep learning techniques are
data hungry and this is not feasible in our case.
Among BR and LC sub-classiiers, although the best results (based on average) are obtained using Label

Combination considering all three evaluation measures (Exact Match, Hamming Loss, and Accuracy), however,
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the diference in performance is small. The possible reason for this might be its classiication style. Where each
class is considered as a random subset of labels and thus learned a single-label classiier for prediction of each label
in the powerset. This highlights the fact that both BR and LC type of Problem Transformation based multi-target
classiiers are efective in Urdu semantic annotations on our proposed corpus as compared to the deep learning
methods.
Regarding single-label ML algorithms (Naïve Bayes, Random Forest, and J48) which are used in combination

with multi-target classiiers, the best results are obtained using Random Forest on both BR (Classiier Chain) and
LC (RAkELd) sub-classiiers. The possible reason for obtaining good results using Random Forest is that it is
considered the best ensemble learning algorithm for the single-label classiication task, thus when combined
with multi-target classiiers (RAkELd and Classiier Chain) it constructs multiple single-label training sets from
the multi-targeted USA-23 Corpus.

Table 6 presents the Exact Match (EM), Hamming Loss (HL), and Accuracy scores obtained for Urdu semantic
annotation tasks using Machine Learning (ML) based approaches applied on our various sub corpora (USA-23-
News, USA-23-SMedia, USA-23-Wiki, and USA-23-Historic). For the set of experiments presented here single-label
Random Forest algorithm has been used (selected as this has produced better results (see Table 5) as compared
to two others, NB and J48). All other terms of the table are the same as described previously. The best average
results obtained overall on the sub corpus is presented in bold, whereas, the second highest average results on
sub corpus is presented in italic.

It can be observed, the best average results are obtained on the USA-23-Historic sub corpus. Where the average
EM, HL, and Accuracy have the following scores, 0.30, 0.51, and 0.46, respectively. The lowest average results are
observed for the USA-23-Wiki sub corpus (EM = 0.26, HL = 0.49, and Accuracy = 0.43). The average results on
USA-23-SMedia sub corpus have EM score of 0.27, HL score of 0.48, and an Accuracy of 0.45. On the USA-23-News
sub corpus obtained average results are as, EM: 0.26 HL: 0.48, and Accuracy: 0.45.

Table 7 presents some more detailed results (using Exact Match (EM), Hamming Loss (HL), and Accuracy scores)
of local, topical, and semantic features (see Section 4.1) which has been used to train and test diferent multi-target
classiiers on the proposed USA-23 Corpus. This analysis is also based on the Random Forest single-label algorithm.
All others terminologies of the table are the same as described previously.

The average results are as expected. The best average results on the USA-23 Corpus are obtained using Local
features (EM = 0.24, HL = 0.55, and Accuracy = 0.40). The lowest results are obtained using the Semantic feature
i.e. EM = 0.22, HL = 0.58, and Accuracy = 0.38. However, the last Topical feature has also produced the similar
type of results i.e. EM = 0.20, HL = 0.60, and Accuracy = 0.37.
To conclude, the best results on the USA-23 Corpus are obtained using RAkELd and Classiier Chain when

considering all three evaluation measures. However, when several sub corpora are evaluated using diferent ML
based techniques, the best results are obtained for the USA-23-Historic sub-corpus, which relects that for the
historic type of text, multi-target classiiers are more appropriate. However, the best highest average weighted
features for the USA-23 Corpus are Local whereas, the second highest feature for Urdu semantic tagging task is
Topical. It also shows that semantic features are less useful for the multi-target semantic tagging task for the Urdu
text. Moreover, it can be observed from the above discussion that deep learning methods are not appropriate
for our proposed dataset. However, among deep learning classiiers, deep back propagation neural network has
produced a good result as compared to DeepML.

6 CONCLUSION AND FUTURE WORK

This study presents a benchmark corpus for the Urdu semantic tagging task. Our proposed USA-23 Corpus
contains 8,000 tokens (2,000 tokens each from News, Social Media, Wikipedia, and Historic articles). Each word
in the USA-23 Corpus is annotated with one to nine semantic ield tag(s) using the USAS semantic taxonomy
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Table 6. Results obtained on various sub corpora using Machine Learning approaches

Multi-target Classiiers Evaluation Measures

Corpus Type: Name EM HL Accuracy

USA-23-News

BR: Bayesian Classiier Chain 0.27 0.48 0.49

BR: Classiier Chain 0.27 0.48 0.49

BR: Classiier Chain Probabilities 0.27 0.48 0.49

BR: Class Relevance 0.27 0.47 0.49

BR: DeepML 0.20 0.49 0.32

LC: Nearest Set Replacement 0.30 0.47 0.49

LC: RAkELd 0.27 0.47 0.49

LC: Super Class Classiier 0.25 0.48 0.48

LC: Deep Back-Propagation NN 0.21 0.48 0.32

Average score of all classiiers 0.26 0.48 0.45

USA-23-SMedia

BR: Bayesian Classiier Chain 0.29 0.47 0.49

BR: Classiier Chain 0.29 0.47 0.49

BR: Classiier Chain Probabilities 0.29 0.47 0.49

BR: Class Relevance 0.29 0.47 0.49

BR: DeepML 0.20 0.51 0.31

LC: Nearest Set Replacement 0.30 0.47 0.49

LC: RAkELd 0.30 0.46 0.49

LC: Super Class Classiier 0.29 0.47 0.49

LC: Deep Back-Propagation NN 0.21 0.49 0.31

Average score of all classiiers 0.27 0.48 0.45

USA-23-Wiki

BR: Bayesian Classiier Chain 0.28 0.48 0.48

BR: Classiier Chain 0.28 0.48 0.48

BR: Classiier Chain Probabilities 0.28 0.48 0.48

BR: Class Relevance 0.28 0.48 0.48

BR: DeepML 0.20 0.52 0.30

LC: Nearest Set Replacement 0.29 0.48 0.48

LC: RAkELd 0.28 0.48 0.48

LC: Super Class Classiier 0.22 0.55 0.41

LC: Deep Back-Propagation NN 0.20 0.49 0.31

Average score of all classiiers 0.26 0.49 0.43

USA-23-Historic

BR: Bayesian Classiier Chain 0.34 0.4 0.52

BR: Classiier Chain 0.34 0.46 0.52

BR: Classiier Chain Probabilities 0.34 0.46 0.52

BR: Class Relevance 0.34 0.46 0.52

BR: DeepML 0.18 0.67 0.23

LC: Nearest Set Replacement 0.35 0.46 0.52

LC: RAkELd 0.34 0.46 0.52

LC: Super Class Classiier 0.25 0.53 0.46

LC: Deep Back-Propagation NN 0.18 0.63 0.24

Average score of all classiiers 0.30 0.51 0.46
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Table 7. Results obtained on the USA-23 Corpus using local, topical and semantic features

PT based Multi-target Evaluation Measures

Classiiers

Features Type: Name EM HL Accuracy

Local
BR: Bayesian Classiier Chain 0.26 0.52 0.44
BR: Classiier Chain 0.26 0.52 0.44
BR: Classiier Chain Probabilities 0.26 0.52 0.44
BR: Class Relevance 0.26 0.52 0.44
BR: DeepML 0.18 0.67 0.23
LC: Nearest Set Replacement 0.27 0.53 0.45
LC: RAkELd 0.27 0.51 0.45
LC: Super Class Classiier 0.25 0.53 0.44
LC: Deep Back-Propagation NN 0.18 0.63 0.24
Average score of all classiiers 0.24 0.55 0.40

Topical
BR: Bayesian Classiier Chain 0.24 0.54 0.43
BR: Classiier Chain 0.24 0.54 0.42
BR: Classiier Chain Probabilities 0.24 0.55 0.43
BR: Class Relevance 0.24 0.54 0.43
BR: DeepML 0.17 0.70 0.22
LC: Nearest Set Replacement 0.24 0.54 0.43
LC: RAkELd 0.26 0.55 0.42
LC: Super Class Classiier 0.19 0.57 0.40
LC: Deep Back-Propagation NN 0.17 0.69 0.22
Average score of all classiiers 0.22 0.58 0.38

Semantic
BR: Bayesian Classiier Chain 0.21 0.57 0.41
BR: Classiier Chain 0.21 0.57 0.41
BR: Classiier Chain Probabilities 0.21 0.57 0.41
BR: Class Relevance 0.21 0.57 0.41
BR: DeepML 0.17 0.71 0.21
LC: Nearest Set Replacement 0.22 0.56 0.42
LC: RAkELd 0.22 0.55 0.42
LC: Super Class Classiier 0.21 0.57 0.41
LC: Deep Back-Propagation NN 0.17 0.70 0.22
Average score of all classiiers 0.20 0.60 0.37

(21 major semantic ields and 232 sub-ields). To demonstrate how our proposed corpus can be used for the
development and evaluation of an Urdu semantic tagging method(s) we explored local, topical, and semantic
feature extraction approaches and applied seven multi-target classiiers. Our results show that RAkELd and
Classiier Chain multi-target classiiers outperform all other classiiers. The USA-23 Corpus, Graphical Urdu
Semantic Annotation Interface tool and other supporting resources are publicly available for research purposes at

ACM Trans. Asian Low-Resour. Lang. Inf. Process.



26 • Jawad Shafi et al.

https://github.com/UCREL/USA-23Corpus under the terms of the Creative Commons Attribution-NonCommercial
4.0 International License44.

Our novel research contributions are as follows: (i) the development of the irst large semantically annotated
corpus for Urdu, made freely available to the research community, (ii) the application of various multi-target
machine learning classiiers to the semantic tagging task for the irst time in any language, and (iii) the development
of diferent supporting resources (such as the annotation tool, and the single word semantic lexicon).

In the future, we plan to explore other feature extraction approaches and multi-label classiiers. Increasing the
size of our proposed corpus by adding several other genres of Urdu literature is another avenue for future work,
further to this it will be interesting to see the classiication of various POS categories.
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