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Abstract 

Digital visual data affords psychologists exciting research possibilities. It becomes possible to 

see real-life interactions in real time, and to be able to analyze this behavior in a fine grained 

and systematic manner. However, the fact that faces (and other personally identifying physi-

cal characteristics) are captured as part of these data sets, means that this kind of data is at the 

highest level of sensitivity by default. When this is combined with the possibility of automatic 

collection and processing, then the sensitivity risks are compounded. Here we explore the eth-

ical challenges that face psychologists wishing to take advantage of digital visual data. Specif-

ically, we discuss ethical considerations around data acquisition, data analysis, data storage 

and data sharing. We begin by considering the challenges of securing visual data from both 

public space security systems and from social media sources. We then explore the dangers of 

bias and discrimination in automatic data processing, as well as the dangers to human ana-

lysts. We set out the ethical requirements for secure data storage, the dangers of ‘function 

creep’ and the challenges of the right of the individual to withdraw from databases. Finally, 

we consider the tensions that exist between sensitive visual data that require extra protections 

and the recent open science movement, which advocates data transparency and sharing. We 

conclude by offering a practical route map for tackling these complex ethical issues in the 

form of a Privacy and Data Protection Impact Assessment (PDPIA) template for researchers. 

Keywords: Digital visual data, ethics, Belmont principles, privacy and data protection 

Public Significance Statement 

Digital visual data affords psychologists with many exciting research possibilities – but is 

data of the highest level of sensitivity by default. This paper explores the ethical challenges 

around data acquisition, data analysis, data storage and data sharing for psychologists using 

digital visual data in research. We conclude by offering a practical route map for tackling 

these complex ethical issues in the form of a Privacy and Data Protection Impact Assessment 

(PDPIA) template for researchers.  
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In this paper we explore ethical issues that arise from the use of digital visual data in 

psychological research. We build on recent writings about the application of the Belmont 

principles for psychological science in the age of big data (see for example, Paxton, 2020). 

Our particular focus is on digital visual data – a form of data that is becoming more ubiqui-

tous. By digital visual data we mean not only digital images captured in the form of pictures 

(Cromey, 2012), but also the filming of ‘live action’ by technologies like public space CCTV 

cameras (Philpot et al., 2020), smartphones (Weenink et al., 2022), head mounted video cam-

eras (Pink, 2015), body worn cameras (Friis et al., 2020), motor vehicle dash cameras (Turner 

et al., 2019), drones (Fysh & Bindemann, 2018), home security cameras (Frascella, 2021) and 

other forms of social media film-based content creation (Legewie & Nassauer, 2018).  

While digital visual data carries many of the same ethical challenges as other forms of 

‘big or naturally occurring data sets’ (BONDS: Paxton & Griffiths 2017) there are some spe-

cific concerns that those using digital visual data need to address. In particular, any data 

which might capture a person’s face, or other visual representation of the individual, is clearly 

sensitive data. When this is combined with the possibility of automatic processing of such 

data, then the sensitivity risks are compounded. When the method of data capture can happen 

without the knowledge (let alone the consent) of the individual, then the ethical challenges of 

using such material in research are extremely complex. Our paper explores these ethical chal-

lenges; from data acquisition, to data storage, to data processing, to data sharing.  

In doing so we draw on the distinction between ‘hard ethics’ and ‘soft ethics’ proposed 

by Floridi (2018). For Floridi, hard ethics precedes and contributes to the shaping of legisla-

tion. Soft ethics applies after compliance with the law. Floridi writes that any legislative 

framework “indicates what the legal and illegal moves in the game are, so to speak, but it says 

nothing about what the good and best moves can be, among those that are legal, to win the 

game, that is, to have a better society” (Floridi, 2018, p. 4 emphasis in original). We propose 
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therefore that, when it comes to decision making in the context of technological innovation, 

legal compliance is not a sufficient framework for guiding ethical practice in service of a bet-

ter society. To that end we offer a practical route map for tackling these complex ethical is-

sues in the form of a Privacy and Data Protection Impact Assessment (PDPIA). Our PDPIA 

draws from the Privacy Impact Assessment (PIA) and the Data Protection Impact Assessment 

(DPIA) that have been developed under European Union General Data Protection Regulations 

(GDPR). The PDPIA asks researchers to consider both hard and soft ethical considerations as 

part of the ethical review process for the use of digital visual data. We present a PDPIA tem-

plate for those interested in digital visual data in psychological research – osf.io/5pex7. This 

template is freely available under the CC-By Attribution 4.0 International license and can be 

easily populated by researchers, forming the basis for data sharing agreements, research con-

sultations and ethics board applications. 

1. The Early Use of Visual Data in Psychological Research 

Visual data has been important for theory development in the human sciences in general 

(Darwin, 1872/1999) and psychology in particular (Richards, 2002). However, when consid-

ered against the range of data types generated in psychology, visual data has historically been 

a poor relation Despite some early interest. in filming naturalistic settings for research pur-

poses (c.f. Lewin’s hidden camera films of child development spaces in the 1930s (van El-

teren & Luck, 1990)), an increasing emphasis on laboratory-based experimentation meant that 

the potential for visual technologies to capture social interaction in real-life (i.e., using pho-

tography or video cameras) was never really developed as a method. Influential psychologists 

like Milgram (1963) and Zimbardo (Haney et al., 1973) were more interested in the visual 

medium as filmmakers (i.e., using films as a way to craft the presentation of ideas) rather than 

as a technology or method for primary research (Millard, 2022; Reavey & Prosser, 2012). 

The use of visual data in psychology was not completely absent, however. There is a 

strand of more qualitative work, beginning in the 1990’s, that used photographic cameras to 
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do both image elicitation and image production for research purposes (Reavey, 2011). In 

these studies, research participants are either shown still images, or asked to photograph their 

own images, which are then used as prompts in interview studies (or occasionally analyzed in 

their own right (see Radley, 2010)). However, the primary focus is usually on analyzing talk 

or text rather than on the images themselves. Other social science disciplines, like anthropol-

ogy (Banks & Jay, 2011) and sociology (Evans & Hall, 1999), have been more adept at both 

embracing and developing an analytic toolkit for visual data analysis. Here too, the approach 

has typically been qualitative rather than quantitative. 

2. The New Digital Visual Landscape 

Over the last 20 years, however, the picture has begun to change. The development of 

new digital visual technologies, and the percolation of different kinds of visual data capture 

into almost all areas of daily life, has changed the landscape for the potential of visual data. 

For example, public spaces in almost every town and city are now monitored by (CCTV) 

camera systems; smartphone cameras are constantly used to record snippets of everyday life 

which are then shared on social media platforms; workers in public-facing occupations (e.g. 

police, emergency services, ticket collectors, door staff) now routinely use body-worn cam-

eras to record their interactions with the public; drivers, motorcyclists and cyclists use dash-

cams and head-mounted person video cameras to record their movement through the traffic; 

security-concerned citizens install private doorbell cameras that also capture the public spaces 

outside their houses; the development of drone technologies means that both ordinary citizens 

and emergency services now have the capacity to fly cameras over almost all public and pri-

vate space. All of this new technology means that a digital visual record of human life is now 

being created in a way that has never been possible before. The fact that this digital data can 

easily be recorded, stored and revisited means that the images themselves are available for 

analysis (and re-analysis) in ways that allow detailed study of complex and rich interactions. 
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At the same time, the growth in computing power and an increasing sophistication in 

analytic tools, has meant the rise of more quantitative approaches to the analysis of visual 

data. The application of artificial intelligence and machine learning techniques to still images 

(Li et al., 2020) and moving images (Sreenu & Saleem, 2019) has transformed what is possi-

ble in the automatic analysis of digital visual data. There is now a significant literature on au-

tomatic face detection (Jaquet & Champod, 2020), automated gait analysis for biometric iden-

tification (Kumar et al., 2021), automated analysis of ‘anomalous’ behavior in public spaces 

(Nyak et al., 2021), and automated analysis of behaviors in crowds (Sreenu & Durai, 2019). 

This is part of a wider technological turn with the potential for profound impact in all areas of 

human life including crime (Arrigo & Sellars, 2021), health and welfare (Iverson & Rehm, 

2022) and democracy and freedom (Diamond, 2019). The ethical implications of this conflu-

ence of the availability of digital data and the new types of analytic tools are equally pertinent 

for the discipline of psychology. In what follows, we will explore the ethical challenges fac-

ing psychologists who seek to leverage this type of digital visual data.  

3. Ethical Challenges in Visual Data Acquisition 

3.1 Repurposed digital visual data 

One of the primary sources of digital visual data for psychological analysis is the mate-

rial that is collected by cameras located in public spaces for the primary purpose of crime pre-

vention. These systems are often installed and owned by town, city or county councils and are 

governed by a variety of local and national guidance and legislative frameworks, depending 

on geographical area and jurisdiction. They can also include CCTV systems that are owned 

and managed by organizations responsible for the security of national infrastructure (e.g., 

transport hubs, national monuments, stadiums). In some countries (like China and Russia) the 

CCTV infrastructure has much stronger state control and direct management than in others 

(like the US or UK). In fact, the increasing privatization of public spaces in many countries 

means that commercial companies often control the majority of public space CCTV systems. 
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Therefore, the first ethical challenge to be faced when considering the potential use of 

CCTV footage for research is the question of who owns the existing system – and for what 

purpose is the data being collected. Most publicly owned systems are already governed by a 

set of rules which determines with whom data might be shared and under what conditions. 

Very often there is a clause that allows limited data sharing for the purposes of research – for 

example, to improve the management of health and safety incidents. So, it is usually a re-

quirement of access to the data that researchers can satisfy conditions of privacy and anonym-

ity of individuals in the data, data handling agreements and data security. However, the ethi-

cal considerations go beyond the question of satisfying conditions of access, to considering 

whether working with the data itself involves ethical challenges. If the primary reason for data 

collection can be considered to be unethical (e.g., surveillance of a population for the purpose 

of systematic discrimination) then secondary analysis of that data might be considered ethi-

cally problematic. The same is true if the data was provided by an organization which did not 

provide reasonable steps to inform individuals that they were being surveyed.  

A second and more recent source of public space digital visual data comes from the in-

creasing use of body-worn cameras by emergency services (and other workers) who interact 

with the public as part of their duties, for example, police officers, paramedics, ticket war-

dens. These cameras are usually worn on the chest or head and capture a view of the people 

that the camera wearer is interacting with. They provide a different type of digital visual rec-

ord to CCTV in that they only offer a view of what is directly in front of the camera (rather 

than a birds-eye view), but they do (usually) record sound, unlike CCTV. The cameras them-

selves are also typically activated by the wearer, in terms of when they are turned on/off, and 

access to the footage is controlled by the service to which the camera wearer belongs. As with 

CCTV footage, the ethical questions with body camera footage turns on who controls access 

to the footage and what the rights and expectations of the people captured in the footage 

might be (as well as the rights of the service workers who wear the cameras). A case needs 
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to be made about the balance between the rights and expectations of all those in the footage 

and the public benefit that might result from being able to access and analyze such footage. 

A third (and emerging) source of digital visual data is that provided by the deployment 

of drones. Drones are increasingly deployed for law enforcement and policing activities (Sa-

kiyama et al., 2017), global environmental monitoring (Vargas-Ramírez & Paneque-Gálvez, 

2019), coverage of large public events (Codel, 2013), search and rescue operations (Mishra et 

al., 2020) and crisis management (Finn & Donovan, 2016). Their use in public spaces is 

linked with their capacity to track individuals and situations and to store and transmit live im-

ages and videos (Volovelsky, 2016). Drones include technologies that allow for facial recog-

nition, behavior profiling, movement and location detection and can collect and transmit mo-

bile data and other information associated with the Internet of Things (Finn et al., 2014; 

Schlag, 2013). Combined with their low cost and maneuverability, these capabilities have 

turned drones into a powerful data collection vehicle for social research (Birtchnell & Gibson, 

2015). This capacity for multi-modal data collection adds a further layer of ethical complex-

ity. For example, drones equipped with high-resolution cameras and thermal imaging tend to 

be more privacy intrusive than drones associated with other sensors (Finn et al., 2014). Even 

when visual data captures only ‘the top of people’s head’ as a strategy for anonymized data 

collection (Finn & Donovan, 2016), privacy violations can still occur by aggregating visual 

data with other types of data provided by the drones’ sensors. In other words, the multi-func-

tionality of drone technologies may facilitate the identification of individuals when a 

piece of otherwise unidentifiable information is merged with other data through trian-

gulation. This is also a danger with other types of visual data where visual material is con-

nected to data not co-collected by the same technology (i.e., the triangulation of CCTV foot-

age with police reports and smartphone data).  

3.2 Social media sourced visual data 
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A second primary source of digital visual material comes from the avalanche of digital 

data which is uploaded to social media sites every day. This visual data is in the form of both 

still and moving images. The last official declaration (in 2010) of the number of searchable 

pictures on Google Images was a figure over 10 billion. That figure is now estimated to be 

more than 136 billion. By 2020 more than 50 billion photos had been uploaded to Instagram 

(Aslam, 2020). At the same time, according to YouTube’s own figures for 2021, more than 

500 hours of digital film footage are uploaded every minute on that platform alone. Some of 

this footage comes from smartphones videos. Others from digital material uploaded from al-

ternate sources (including CCTV cameras, dashcams, head mounted video cameras, drones). 

Given the richness, ubiquity, and ready convenience of this data, there has been an in-

crease in research which has applied visual social media data both as experimental stimuli and 

as a source for analysis within its own right. Researchers have used still photos of faces for 

studies on emotion (Keltner et al., 2019), mental health (Mueser et al., 1996), self-esteem 

(Borges, 2011), to name a few. There have also been concerted efforts to build identification 

tools (i.e., face recognition – Taskiran et al., 2020) and classification tools (e.g., gender and 

‘race’ (Sheuerman et al., 2020), sexual orientation and political affiliation (Kosinski, 2021; 

Wang & Kosinski, 2018)) using social media sourced images. At the same time, researchers 

have used social media sourced video data to study real-life interactions in real-world settings. 

These include encounters between police and citizens (Philpot et al., 2021), behavior during 

robberies (Nassauer, 2018), social distancing during the Covid-19 pandemic (Hoeben et at 

2021), and cycles of violence during street protests and uprisings (Bramsen, 2017). This kind 

of social media video data allows researchers to examine social events in which they could 

never realistically be present in-situ and could never hope to analyze in systematic detail. 

Acquiring this kind of digital visual data can require technical skills and resources. In-

creasingly there are commercial data broking companies that can provide such data as a paid 

for service. For those with the resources to outsource data collection, there are a range of 
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ethical considerations based around trust in the ethics of data providers (Stewart, 2021). For 

researchers with the technical skills to acquire data directly, there are still important ethical 

challenges in relation to the researcher, the uploader, those captured in the images, and for the 

social media platform itself. The first question to arise, when engaging with social media 

platforms, is to whom the data actually belongs. For example, while YouTube provides the 

technical platform for uploading and sharing videos, the site is explicit in stating that the up-

loader retains all ownership rights to their material. This comes with a caveat. Specifically, 

when uploading visual data to the site the uploader grants a worldwide, non-exclusive, roy-

alty-free, transferable, sublicensable to YouTube (and others) to use that content (including to 

reproduce, distribute, modify and display it) (YouTube, 2022). This sublicense is valid until 

the content is removed. For the psychologist interested in this data, this highlights several 

known facts. First, by uploading the video to YouTube, the uploaders themselves accept the 

video is now (unless applying private restrictions) available in the public domain and may be 

viewed by others, including researchers and research participants. Second, while the uploader 

retains ownership of the video data, they are aware that, until this content is removed, the con-

tent may be reproduced, modified and further distributed across the YouTube platform.  

This latter point, however, does not specify explicitly that the video may also be har-

vested and modified by psychologists for research. Typically, to download video content from 

YouTube without written permission violates YouTube’s terms of condition. The platform 

does, however, also apply a ‘Fair Use’ policy, which provides exemptions for taking single 

copies under conditions of non-commercial education or research (Google, 2022). This cre-

ates an ethical conundrum for researchers. Namely, that YouTube allows the downloading of 

content for research (under the above conditions), yet YouTube does not actually retain own-

ership rights to the content, which remain with the uploader. This being the case, researchers 

have an ethical responsibility to take reasonable steps to engage with the uploader of the 

content and to inform them of their intention to use their content for a study, providing 
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where possible the option to opt out. An example of how this might work in the case of 

YouTube content is outlined below in the ‘Ethical Challenges for Data Storage’ section.  

It is not only the consent of uploaders and the platform that are important to con-

sider, but also the consent of all those individuals whose image is available in the photo 

or the video clip. When it comes to the use of still images scraped from social media sites, 

there is recent evidence of the importance of seeking and ensuring consent from any individ-

ual to use an image of their face. For example, Clearview AI, the facial recognition company, 

scraped websites such as Facebook, Instagram and Twitter to build their facial recognition 

tool, gleaning over 20 billion photos (Knight, 2021). In May 2022, the UK’s Information 

Commissioner’s Office (ICO) fined Clearview AI £7.5 million for breaching data protection 

laws. The judgement argued that Clearview had: failed to use the information of people in the 

UK in a fair and transparent way, given that individuals were not made aware or would not 

reasonably expect their personal data to be used in this way; failed to have a lawful reason for 

collecting people’s information; failed to have a process in place to stop the data being re-

tained indefinitely; and failed to meet the higher data protection standards required for bio-

metric data (classed as ‘special category data’ under the GDPR and UK GDPR). Clearview 

AI, based in the US – where there is little by way of data protection legislation – claimed they 

were not subject to EU law (McCallum, 2022). Yet because their web scraping practices re-

sulted in collecting data from EU countries and because their facial recognition product was 

sold to EU organizations, they were deemed to be liable to the GDPR. As such, researchers 

(even if outside the EU) need to be mindful of when EU legislation applies. Taken together, 

the Clearview AI case shows that consent remains an important criterion for determining ethi-

cal use of images. Where consent cannot be secured directly (or where no effort has been 

made to seek consent), then a powerful argument for beneficence has to be made before 

it could be considered ethically (or legally) appropriate to use such material. 
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When it comes to the question of the use of video images, consent remains an important 

consideration. For example, it is highly unlikely that all the individuals captured in social me-

dia videos will have given their explicit permissions and consent for the video to be uploaded, 

or for the footage to be used in research. However, failure to secure individual consent 

doesn’t automatically mean that it would be unethical to use such material. A key dis-

tinction is often whether the videos are recorded in public or private spaces. Data protec-

tion legislation recognizes that public spaces are settings in which individuals may expect to 

be observed (e.g., by other individuals or public CCTV cameras). This complies with the Eth-

ics Code of the American Psychological Association (2002, Section 8.03), which states that 

researchers may dispense from obtaining informed consent in so far that “the research con-

sists solely of naturalistic observations in public places, and it is not anticipated that the re-

cording will be used in a manner that could cause personal identification or harm” (Philpot et 

al., 2019, p. 62). These are the same terms on which ethnographic research is conducted, 

where researchers frequently observe behavior in open public spaces, such as highstreets or 

arenas, where it is impossible to attain all persons’ consent (Legewie & Nassauer, 2018). In 

fact, YouTube (and other platforms) do provide individuals captured on video the option to 

request the removal of a video if they do not want that video publicly available (Legewie & 

Nassauer, 2018). However, in practice, the qualifying conditions are steep—the individual 

must be uniquely identifiable, e.g., though the combination of image, voice, full name, con-

tact information (e.g., address, phone number) or other uniquely identifiable information. 

4. Ethical Challenges for Data Analysis 

1. Bias and discrimination in automated processing 

The Belmont Report’s principle of justice promotes fair treatment for all, which in-

cludes a fair distribution of the risks and benefits of the research. Against this backdrop, it is 

vital to recognize the potential for bias and discrimination to shape the way automated 

visual data is collected and analyzed. It is now widely recognized that bias and 
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discrimination can be introduced in algorithmic research during collection, modelling, train-

ing, and use (Ferrer et al., 2021). Algorithms tend to reflect the biases of those who created 

them, and the data used to train them; biased data often produce biased outcomes (O’Neil, 

2016). One of the most prominent controversies concerning digital visual data is the use of 

face datasets heavily skewed towards white men for training facial recognition software (Ste-

vens & Keyes, 2021). As highlighted by the National Institute of Standards and Technology 

Face Recognition Vendor Test such imbalances in demographic representation in the data led 

to differences in algorithmic accuracy (Grother et al., 2019). Given the rapid rise in use of fa-

cial recognition systems in society, these findings raise ethical and moral questions about the 

application of software trained on biased data – not least because there have already been nu-

merous failings of these systems overwhelmingly for people of color (e.g., General & Sarlin, 

2021). 

This raises the related question of what researchers should do when the bias in data is a 

true representation of discrimination that exists in society? In line with the Belmont princi-

ple of justice, it is important to consider fairness and ensure that people are treated 

equally; as opposed to allowing an algorithm to learn current inequality and then fur-

ther reinforce discrimination. Fairness, though, is not easily achieved, not least because 

there is no single universally agreed upon definition that is acceptable to everyone and across 

every situation (Mehrabi et al., 2021). Researchers can contribute to the pursuit of fairness by 

interrogating algorithms which although reflective of society, are discriminatory and thus eth-

ically questionable in their decision making (see, for example, Mittelstadt et al., 2016; Tsama-

dos et al., 2021). They can ensure that their own algorithm development is carefully designed, 

implemented, and interpreted in order to avoid producing such biased algorithms in the first 

place. To do so, they can include in the development team researchers from underrepresented 

(non-WEIRD) groups (Alfano et al., 2022), assess and report how much diversity is embodied 
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in their research (Mitchel et al., 2019), and acknowledge asymmetric power relations (Berg, 

2016). 

At the same time, (and related to the problem of bias) the availability of digital visual 

data and developments in machine learning has led to a revival in practices which seem close 

to modern day phrenology (Birhane, 2020; Stark, & Hutson, 2021). This physiognomy (Jen-

kinson, 1997) inspired work seeks possible links between facial features and character. Such 

research has examined the possibility of developing algorithms to predict, for example, crimi-

nal propensity, sexual orientation, and political affiliation (Kosinski, 2021; Wang & Kosinski, 

2018). This work raises a number of important questions about beneficence and justice – 

which are central to the Belmont guidelines. More specifically, to be able to justify such an 

approach, researchers would need to demonstrate that this kind of research delivers maximal 

possible benefits and minimizes possible harms which result as a consequence of the research. 

Such cost-benefit considerations include reviewing the rigor of the scientific underpinning of 

research and the rigor of the experimental design. There is very little robust scientific work 

which supports the idea that it is possible to infer unobservable theoretical constructs from 

other observable properties, such as facial features (Jacobs & Wallach, 2021). This kind of 

conceptual weakness undermines any claim to beneficence from the outset. Thus, a key ethi-

cal question to be answered is why is the research necessary in the first place – i.e., how 

could it benefit people and society? 

 Furthermore, in the case of research on determining sexual orientation from faces, 

Wang and Kosinski (2018) place disproportionate risk on the gay men and women who par-

ticipated (without their knowledge) in the study. This unequitable division of risk-to-benefit 

across those within and those outside the LGBTQ+ community breaches justice principles, 

specifically fairness and equality. It is those within the community who run the risk of experi-

encing social, economic or physical harm from being identified against their will, and there is 

no discernible benefit to the wider gay community from the research having been conducted. 
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To avoid such pitfalls, researchers need to think carefully about the data they have col-

lected and whether it is appropriate for the task at hand. For example, if a dataset was col-

lected for a specific task, it cannot necessarily be forced into a different research problem 

(Shimron et al., 2022). Researchers should always consider whether black box AI ap-

proaches are the most appropriate for the current research, although an exciting and in-

novative approach it might not be better than a more traditional psychological method – 

especially if the researchers are not sufficiently experienced or trained to use machine 

learning techniques. At present, automated processing does not seem to be more accurate 

than video processing by human observers (Ryus et al., 2014). When using digital visual data, 

for example, researchers have shown that small perturbations to an image can result in an al-

gorithm to misclassify – changing just one pixel in almost three-quarters of test images lead to 

misclassification when using state-of-the-art image recognition systems, including near 

misses (a cat for a dog) and far misses (a stealth bomber mistaken as a dog) (Su et al., 2019). 

At the same time, as we have seen, automated processing may also be sensitive to biases. 

However, manual processing requires a lot of time, effort, and very likely many observers 

will need to be included in data processing (Philpot et al., 2019). To resolve this, researchers 

tend to combine automated processing with a smaller number of human observers. This raises 

a number of ethical questions in respect of human coders which we consider below. 

4.2 Dangers to human analysts  

One of the ethical dangers less often considered in respect of digital data, is the poten-

tial danger to the researcher. Particularly, when dealing with contributory social media mate-

rial or with material related to crime or terrorism, there is the danger that researchers will be 

exposed to distressing images of things like child and animal abuse, graphic sexual content, 

war zone footage and terrorist attacks. In her pioneering book on commercial content modera-

tion, Roberts (2014) shows the psychological costs to the people who are asked to ensure that 

this kind of material does not find its way into the public sphere. There is also increasing 
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recognition of the potential impact of this kind of exposure for researchers who work in the 

field of terrorism studies (Conway 2021) and combatting child sexual abuse (Tapson et al., 

2021). People who are exposed to such images can experience panic attacks, anxiety, depres-

sion, other symptoms associated with PTSD, and begin to experience destructive habits and 

changes to their world view. With that in mind, the 2020 iteration of the Association of Inter-

net Researchers’ (AoIR) ethics guidelines emphasizes “the growing need for protecting the 

researchers, as well as our subjects and informants” (Franzke et al., 2020, p. 11). 

Automated content moderation is often touted as the solution to this, but its increasingly 

clear AI is not a panacea and may in fact not be what we should be attempting to do anyway 

(Gillespie, 2020). As such, protecting the well-being of the research team should be priori-

tized (Paluck, 2009). To mitigate these risks, researchers need to build emotion management 

provisions into the ethical guidelines of their projects and build a support network where con-

cerns can be raised, and practices can be informed and challenged. While security research is 

governed by specific legal regulations and protection acts, this does not provide a set of spe-

cific guidelines for academic research. Along with legal compliance, psychologists need to 

seek guidance from colleagues doing research in the same area. Colleagues can provide guid-

ance for developing techniques that increases researchers’ ability to separate themselves from 

the subject of the study and protect their safety. Moreover, protecting the safety of the re-

search team involves handling researchers’ digital traces. Advice and guidance for this has 

been recently offered by the Centre for the Protection of National Infrastructure (CPNI). Ad-

ditional guidance is also available when collecting and processing data from conflict zones 

and from specific populations (see Baele et al., 2018; Ellsberg & Potts, 2018 for a detailed 

discussion and recommendations from researchers working with data about other sensitive is-

sues). The bottom line is that research teams have an ethical responsibility to consider the 

potential dangers to anybody who might be exposed to such images as part of their work 

– and consider ways to mitigate the potential effects if viewing such images is unavoidable. 



VISUAL DATA, ETHICAL CHALLENGES & PSYCHOLOGY 

 
17 

5. Ethical Challenges for Data Storage 

5.1 Storage and processing security 

It is the researcher’s ethical (and legal) obligation to protect the data they collect and use. 

In the case of digital visual data where it is often the case that the data allows identification of 

an individual, for example facial images, there must be a plan for responsible and safe storage 

of such personally identifying data. Generally, the more information stored about an individual 

or the larger number of individuals included in the dataset the higher the risk of causing harm 

if information is unintentionally released, or maliciously hacked. If visual data is stored locally 

on a computer, then that must have a password and firewall system and access to the files stor-

ing the data should also be restricted through encryption. There are different forms of encryp-

tion, at varying levels of protections; that the researcher should choose a level of encryption 

that is proportionate to the sensitivity of the data being protected. Although mainstream access 

to quantum computing is still at least a few years away, researchers should bear in mind that 

the advent of quantum will affect encryption requirements. Even if a 128-bit encryption is the 

most suitable for data protection in the present day but it is likely to need revision in the future.  

The option of additional protection provided through integrated use of multiple security 

protocols, such as hashing, anonymization, and encryption, is likely to become more commonly 

required in the future. As a note of caution, however, research has shown that deidentified and 

even anonymized data can be reverse engineered allowing the reidentification of individuals 

(Narayanan & Shmatikov, 2008). If researchers have collected a range of information about 

each individual, it is good practice to separate details across a number of files to minimize harm 

should one file become compromised or leaked. Cloud-based storage options are convenient, 

however not always permanent or secure. Researchers should be mindful that the cloud-based 

storage data centers could be overseas and under the jurisdiction of a different legal system. 

Cloud data storage should be avoided for extremely highly sensitive data. Day-to-day handling 
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of sensitive visual data should be carried out in a secure location. Access to images and other 

data which may de-anonymize individuals should be restricted to those with clearance. 

5.2 Function creep: the importance of data deletion 

The Data Protection Act (2018) and GDPR state that personal data must be obtained 

and processed for a specified purpose and not kept longer than necessary. The need to be clear 

and transparent about the reason for using personal data is to ensure that the research purposes 

are reasonably in line with the expectation of individuals involved. Yet ethical review boards 

in educational institutions (e.g., IRB) do not sufficiently deal with the issue of function creep 

(Whitman, 2021). When designing a study, researchers should clearly outline the purpose for 

collecting and processing the digital visual data and this purpose must be documented and re-

viewed throughout the study process. The purpose of research can often change over time, 

and it can be acceptable to develop a new purpose, as long as: 1) the new purpose is con-

sistent with the original purpose; 2) participants give consent for their personal data to 

be used for the new purpose; or 3) a legal requirement exists to indicate that the new 

purpose involves processing that is in the public interest (ICO, Principle b). To give an ex-

ample where repurposing data is not be legal or ethical, regulators in France recently fined 

Ikea €1m after they repurposed their CCTV systems installed for security to monitor staff 

(BBC, 2021). Although there are potential benefits to reusing datasets, it is the researcher’s 

responsibility to ensure that the data is appropriate for the research purpose. Raw data should 

only be kept for as long as is necessary to achieve its primary purpose. After this purpose is 

served, or once data sharing agreements expire (whichever is sooner), all data must be se-

curely returned to the owner or erased through government level drive erasure procedures. 

5.3  The right to withdraw from research data bases 

In line with the APA ethical guidelines and GDPR, individuals, regardless of whether 

they provided consent or not, have the right to withdraw and to be forgotten (APA, 2017). 

Yet, with digital visual data this is not necessarily an easy principle to observe. Once given, 
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data can be very hard to take back. In the case of creating a dataset by having partici-

pants provide informed consent prior to taking part, researchers can consider the possi-

bility of participant withdrawal in advance and can clearly set out the procedure and 

limitations for withdrawal in the information sheet, consent form, and debrief. When us-

ing data gathered without consent, for example publicly available data from social media 

sites, the ability to withdraw an individual’s data is complex. Returning to the earlier example 

of Clearview AI (Knight, 2021), the company was ordered to delete data belonging to UK res-

idents from their database. Although it remains unclear how the company will manage to ad-

here to the order in full, one strategy being used is through the addition of privacy request 

forms on their website which individuals can complete to opt out from the database. That 

said, completing the form involves giving Clearview AI even more personal data and alt-

hough the company promise this information will be deleted, it is reasonable to assume that 

people will be reluctant to hand over more of their data based on the companies track record.  

The lesson for researchers collecting digital visual data through large-scale web scrap-

ing is that allowing participants to withdraw can be extremely difficult. However, it is im-

portant to consider when designing a research project how such requests will be managed and 

dealt with ethically. Although a more time-consuming process, one approach is to make use 

of existing image databases that have been created for research with participants’ informed 

consent. Nightingale et al. (2021) used this approach in their face morphing research and note 

that it is more ethical yet not necessarily a perfect solution. While it is easier for participants 

to withdraw their data, other limitations arise. There are more constraints on how researchers 

can use and subsequently share databases given licensing agreements, and the available facial 

image datasets tend to have limited diversity. 

The right to withdraw is also important when considering the use of social media 

sourced video data. For example, it can be very difficult for a video uploader (i.e., content 

owner) or those captured in social media footage, to contact a researcher and ask to opt out of 
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the study. In the example of YouTube, it is unlikely that individual would even be aware that 

their video has been harvested for research. It is therefore the responsibility of the researcher 

to make efforts to contact the uploader directly and to make explicit their intention to use this 

visual data for research. However, this can be easier said than done. For example, there is no 

messaging functionality on YouTube that allows contacting uploaders directly. One way to 

try and meet this ethical challenge can be seen in Philpot and colleague’s (2021) study using 

YouTube videos as experimental stimuli to explore citizen perceptions of police power and 

legitimacy. When sourcing the videos, researchers posted messages in the video’s comment 

section which outlined a description of the intended research, information around ethics board 

approval and the contact details of the research team in case the uploader or any aware cap-

tured individual required further information or wished to opt out. Further, the researchers 

regularly monitored each video’s link, to ensure that the content was still open access and 

within the public domain. If the video was removed from the platform or the viewing re-

strictions changed to private, the associated data was also removed from the research study. 

Outside of social media sourced video data, there are cases in which it might be consid-

ered that a fair use policy applies which allows use of material without need to acquire con-

sent from the copyright holder (e.g., Intellectual Property Office, 2014). To apply the fair use 

policy, a few criteria apply such as the purpose and extent of the use. There should, for exam-

ple, be substantial advancement of knowledge with public benefit. One such example might 

be using videos clips of politicians from news channels to develop computational techniques 

to identify deep fakes (e.g., Agarwal et al., 2019). If mechanisms have been put in place to 

protect the privacy of data that make it very difficult to trace and remove an individual’s data, 

psychologists must refrain from collecting new data from the individual (Kaye, 2012) and 

from using their data for future processing (Politou et al., 2018). 

6. Ethical Challenges of Doing Open Science with Visual Data 
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With the movement toward open science and research replicability, there is an increased 

expectation among scientific publishers, funding bodies and colleagues for data sharing be-

tween researchers. Sharing digital visual data is not entirely straightforward and the op-

tion to share depends on the method of collection, there are at least four scenarios to 

consider. One, if the researcher has collected the data and has participants’ informed consent 

to share that data openly, the researcher can do so. That said, the researcher still has ethical 

responsibly to ensure that the participants’ safety and integrity are upheld. For example, re-

searchers should share the minimum personal information required and details of informed 

consent must be given to ensure that other researchers do not engage in function creep. Fur-

thermore, the participants must be made aware of the consequences that this data sharing has 

on their right to withdraw/be forgotten: the researcher will only be able to control their own 

copy of the dataset. Two, if the researcher has collected the data but does not have participant 

consent to share openly, the data could still be shared privately with other researchers if par-

ticipants gave consent for their data to be used by others under the conditions that they origi-

nally agreed to. In this case, the researcher would need to develop a license agreement with 

the other party and essentially sublet the data to them. The party subletting the data must 

agree to use the data in line with the terms of the license agreement which should include de-

tails relating to function creep, data storage, sharing, and deletion. Three, if the researcher has 

sublet the data from another source, for example from government, then they are not the data 

controller and must adhere to the license agreement they have entered which very likely 

means they cannot reshare the data. Instead, the researcher can refer interested parties to the 

source and allow them to enter into their own agreement directly with the controller. Four, if 

the researcher collects data that is publicly available, it does not necessarily mean that it is 

ethically appropriate to share the data. In doing so, the researcher removes an individual’s 

ability to censor their personal information – even if they later opt to remove a photo of them-

selves from social media, the researcher’s collection and resharing of this data means that this 
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information is still publicly available against an individual’s wishes. Removing an individ-

ual’s control over the data in this way is unethical as it undermines their right to privacy. 

6.1.What about reproducibility of analysis using digital visual data? 

The scientific community now must deal with two contending revolutions: the rep-

lication crisis which spurred the practice of open science and the availability of masses 

of digital visual data that, if shared openly, could violate ethical and legal constraints 

(Dennis et al., 2019). To observe the ethical and legal principles and preserve individual right 

to privacy, one approach researchers have taken is to not release the visual dataset, source 

code, and learned data structures publicly. The concern here, however, particularly in the case 

of using AI where there are heightened concerns about issues of interpretability (black box) 

and bias, not releasing the code and data undermines the open science framework and scien-

tific reproducibility (King et al., 2019). A recent review of 49 papers using machine learning 

approaches to create prediction classifiers, found that 22 of these papers contained demonstra-

ble errors (Shepperd et al., 2019). Such errors are not unique to AI-techniques either, many 

psychological papers using more traditional analytic techniques have been shown to have er-

rors with basic statistics (Nuijten et al., 2016). It is, therefore, feasible that the use of digital 

visual data which cannot necessarily be made accessible in line with open science principles 

will add to the problem of reporting inconsistencies. 

That said, there are ways to share study materials, anonymized/sanitized data, or the 

most minimally processed versions (for example, x-y coordinates of joints derived from pose 

estimation programs (Hansen et al., 2019) or anonymized sketches (Philpot et al., 2022)) as 

long as appropriate caution is taken given that deidentified and even anonymized data can be 

reverse engineered allowing the reidentification of individuals (de Montjoye et al., 2015; El 

Emam et al., 2011). Another avenue for data sharing, though again with careful consideration, 

would be restricted-use repositories, like that managed by the Inter-university Consortium for 

Political and Social Research. Finally, when visual data cannot be shared, to help to mitigate 
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the risk of misinterpretation of results, it might be useful to an interdisciplinary research team 

with an expert who is sufficiently trained to apply (AI) techniques to classify large visual da-

tasets (Ostermann et al., 2021). 

7. A Structured Approach to Digital Visual Ethics for Psychologists 

Having outlined the key challenges facing psychologists who want to think ethically 

about digital visual data in their research practice, we now take a more practical and prag-

matic turn. Many of the ethical dilemmas we have outlined have no single definitive point of 

resolution, and it’s often the case that legal frameworks and ethical guidelines play a role in 

shaping decision making. However, in questions of technology and visual data, the law often 

lags behind (Bruschwig 2021) meaning that some practices may be legally permissible but 

ethically dubious. At the same time (as we have seen in the Clearview AI case - Knight, 2021) 

digital visual data can transcend national boundaries, meaning that researchers may be trav-

ersing different legal jurisdictions.  

With that in mind, we take inspiration from one of the more developed regulatory 

frameworks in respect of digital privacy and security – namely the General Data Protection 

Regulation (GDPR) framework developed by the European Union. The GDPR developed out 

of the European Convention on Human Rights (1950) which enshrined the right to privacy as 

a basic human right. As new digital technologies were developed, the EU first created a Euro-

pean Data Protection Directive (in 1995), and then passed the GDPR in 2016, requiring all in-

stitutions to be compliant by March 25, 2018. We draw on elements of the GDPR framework, 

not as the definitive word on how to resolve ethical decision making, but rather as structure 

for prompting appropriate and comprehensive ethical deliberations when it comes to the use 

of digital visual data in research.  

We recognize that, since 95% of research is still predominantly White and North Amer-

ican (Thalmayer et al 2021), GDPR regulations may not directly govern most psychological 

research practice. However, the GDPR framework provides two important tools that can 
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be adapted for psychological research. These are referred to as ‘impact assessment’ 

frameworks and concern the right to privacy (Privacy Impact Assessment: PIA) and 

ethical digital data use (Data Protection Impact Assessment: DPIA). A Privacy Impact 

Assessment (PIA) is designed to allow organizations (or research teams) to analyze how they 

collect, use and share information that is personally identifiable. PIAs are anticipatory in na-

ture, being carried out before the research starts. PIAs are concerned with privacy in the 

round, including privacy of the person, privacy of a person’s behavior, and privacy of per-

sonal communication – as well as privacy of personal data. The privacy of personal data is 

more specifically the focus of the Data Protection Impact Assessment (DPIA). The DPIA is 

designed to assess the level of risk in any project or processing activity that might involve 

personal information. DPIAs are undertaken before any data collection or processing occurs 

and encourage best practice by ensuring data protection by default and by design. They are 

designed to identify risk, explore how that risk may be mitigated, and justify any risks that re-

main after the assessment has been done.  

We set out all the key ethical considerations that flow from both the PIA and the DPIA 

– and show how consideration of each of these dimensions can lead to more ethically in-

formed research decision making. Moreover, we go beyond the current concerns of the DPIA 

to include other important ethical concerns identified in the current paper – including ethical 

dangers for analysts themselves and the ethics of engaging with Open Science practices. We 

draw all these concerns together in a single Privacy and Data Protection Impact Assess-

ment (PDPIA) tool which we make available for psychologists, via the Open Science 

Framework, to use as part of the ethical research design of studies using digital visual 

data – osf.io/5pex7. Here we include a PDPIA template – which forms the basis for how re-

searchers can record their own PDPIA process and outcome – and a set of steps and instruc-

tions for completing the PDPIA template. 

7.  Conclusion 
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In common with other kinds of data in this era of ‘big or naturally occurring data sets’ 

(BONDS: Paxton & Griffiths 2017), digital visual data affords psychologists with many excit-

ing research possibilities. It becomes possible to see real-life interactions in real time, and to 

be able to analyze this behavior in a fine grained and systematic manner. However, the fact 

that faces (and other personally identifying physical characteristics) are captured as part of 

these data sets, means that this kind of data is at the highest level of sensitivity by default. 

There have already been examples of ethically suspect practice by governmental, commercial 

and academic research teams using this kind of data. If psychologists are to comply with the 

Belmont principles in the age of big data (see Paxton 2020), then this requires updated guide-

lines to help shape research practice. 

In this paper we explored the ethical challenges that face psychologists wishing to lev-

erage digital visual data. We considered the challenges in respect of data acquisition, data 

analysis, data storage, and the place of digital visual data in the new open science movement. 

Using examples of how these ethical challenges have already begun to play out in a range of 

research domains, we mapped the terrain that psychologists need to consider. We then used 

this mapping exercise to offer a practical and solution focused approach to how the discipline 

might move forward when it comes to using digital visual data in ethically informed ways. 

Our approach was shaped by engagement with one of the more developed attempts to 

enshrine privacy and digital rights in law (the European Union General Data Protection Regu-

lation (GDPR) framework). While recognizing that most psychological research is conducted 

in the United States, and is thus outside the (direct) reach of the GDPR framework, we sug-

gest that the ‘impact assessments’ elements of GDPR are a useful point of reference. By com-

bining prompts from both the Privacy Impact Assessment (PIA), and the Data Protection Im-

pact assessment (DPIA), we offer a Privacy and Data Protection Impact Assessment (PDPIA) 

framework for psychologists who want to work with digital visual data. Our PDPIA 
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framework encapsulates all the dimensions covered in this paper, and is made available to re-

searchers through the Open Science Framework – osf.io/5pex7. 

The PDPIA is designed to be used at the outset of any proposed research project intend-

ing to use digital visual data, and thus to attempt to shape ethical decision making by design. 

It asks researchers to reflect on a systematic set of ethical questions that pertain to all aspects 

of the research process – including consultation, necessity and proportionality, data acquisi-

tion, processing and storage, and the identification of risk and risk mitigation. The PDPIA is 

designed to be a document that can be used as part of an ethics application to an Institutional 

Review Board (IRB) or to be shared with research partners to reassure that the proposed work 

is ethically sound. We conceive of the PDPIA as a living document – to be updated as tech-

nologies and circumstances change – rather than a fixed and proscriptive set of rules for re-

search (which is why we have made it both open source and free for others to use and adapt as 

they see fit). One of the characteristics of the digital age is the speed with which new technol-

ogies or analytic capabilities become available. For example, in the field of digital visual data, 

the use of drone technology is in its infancy. There is very little psychological research which 

has used drone technology. However, research using drones became a feature of the response 

to the Covid-19 pandemic and is increasingly being used in research in humanitarian crises. It 

is conceivable that drones will become a much more common psychological research tool go-

ing forward and that new technologies (as yet unimagined) will come on stream. Given the 

rapid change in what might be possible in both technology and visual data analysis, we will 

need to be flexible enough to adapt to new ethical questions as they arise. 
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