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ABSTRACT
Cyber-physical systems underpin many of our society’s critical
infrastructures. Ensuring their cyber security is important and
complex. A major activity in this regard is cyber security incident
response, whose primary goal is to detect andmitigate cyber-attacks
in order to ensure the continuity and resilience of services. For
cyber-physical systems this is particularly challenging because
it requires insights both from the cyber and physical (process)
domains and the engagement of stakeholders that are not strictly
concerned with cyber security. A technology that is receiving a lot
of attention are digital twins – virtual representations of real-world
(cyber-physical) systems. They can be used to support tasks such
as estimating the state of a system and exploring the consequences
of interventional activities (e.g., upgrades).

In this paper, we examine the use of digital twins to support
cyber security. Specifically, our novel contribution is to provide
a comprehensive analysis of the types of activities and how dif-
ferent modalities of digital twin use can be applied to the phases
of cyber security incident response. Building on this analysis, we
propose a structured approach to enhancing cyber security play-
books for cyber-physical systems incident response with digital
twins. Playbooks are an essential component of incident response,
ensuring that multi-disciplinary teams are effective in responding
to cyber security incidents; therefore, improvements in their execu-
tion can result in increased resilience. To illustrate our approach,
we present its use for a playbook that is concerned with mitigating
a cyber-attack to critical industrial equipment.

CCS CONCEPTS
• Computer systems organization → Embedded and cyber-
physical systems; Heterogeneous (hybrid) systems; • Com-
puting methodologies→ Simulation tools.
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1 INTRODUCTION
Industrial Control Systems (ICS) are becoming increasingly digi-
tised due to the adoption of Industry 4.0 concepts and the shift
towards so-called “smart manufacturing”. This has led to the in-
creased prevalence of Cyber-Physical Systems (CPS) – potentially
large, heterogeneous systems consisting of physical machinery, In-
formation Technology (IT) and Operational Technology (OT). The
importance of securing CPS must not be understated as they are a
core element in many critical infrastructures. The Stuxnet attack,
Trisis/Triconex malware, and the 2015 attack on Ukraine’s energy
grid are just some of the incidents that have demonstrated not only
the vulnerability of CPSs to cyber-attack, but the incredibly seri-
ous and potentially life-threatening consequence of attacks against
them [21, 23, 28].

Incident Response (IR) in CPSs is a particularly challenging as-
pect of ensuring safe and secure operation. As a result of digitisa-
tion, parsing, organising, and prioritising security events – many
of which can be false positives – becomes increasingly difficult
due to the increase in attack surface area. The adoption of cloud
computing results in data being transported and stored off-site,
often via third-party vendors, while embedded technologies and
new industrial automation protocols often increase the number
of potentially exploitable services running on plant equipment.
Moreover, securing a CPS is also an extensive undertaking, as they
consist of many different forms of physical machinery, processes,
and networked computer systems. Stringent availability require-
ments for CPSs means that downtime is kept to a minimum due
to safety concerns, as well as financial or reputational loss. This
reduces the amount of time available for in-depth Digital Forensics
and Incident Response (DFIR) activities. This challenge is further
complicated by the varying levels of security maturity of IT and OT
systems, resulting in a wide range of expertise needed to operate,
monitor, and secure a CPS.

These challenges make it difficult to understand the state of
the CPS – particularly its digital components. An under-utilised
technology spawned from Industry 4.0 concepts that can aid practi-
tioners throughout the IR life cycle is the Digital Twin (DT). The DT
concept – modelling or representing real-world entities in virtual
space – has been thoroughly explored for predictive maintenance,
efficiency analysis, and product design, by applying several dif-
ferent models or modelling techniques, and using real-time and
historical data from real systems. DTs also have the benefit of being
able to explore a range of realistic system states and scenarios that
may not be possible to explore in the real-world system due to
financial and temporal costs, or environmental risk. One area of
DT application that is still being explored is the use of DTs for
cyber security applications. A key gap in this area of research is
the integration of DTs in the IR life cycle, including existing SOC
workflows.
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In this paper, we propose the use of DTs for cyber security activi-
ties throughout the stages of the IR Life Cycle [22]. This proposal is
presented in Section 4. Previous research is categorised according
to the IR phase and mode of operation (i.e. type) of the presented
DT. In Section 5, we present a novel approach for integrating DTs
into IR playbooks by examining existing procedures to identify
common workflow steps, such as scope adjustment and contain-
ment. These workflow steps can be supported with a DT using a
set of well-defined query types – aligned with Pearl’s hierarchy of
causal inference [25] – that correspond to identified DT modes of
operation. The goal is to produce an enhanced IR playbook that
incorporates DTs in order to make their execution more effective
and less error prone, for example. We illustrate this approach in
Section 6 with an example playbook for a cyber-attack against a
Programmable Logic Controller (PLC). In what follows, we present
important related work and essential preliminaries regarding the
modes of DT operation for cyber security and incident response.

2 RELATEDWORK
Eckhart and Ekelhart define a DT in the context of CPS security
[14] as being a “virtual replica of a system that accompanies its
physical counterpart during phases of its life cycle, that consumes
real-time and historical data if required, and has sufficient fidelity
to allow the implementation of the desired security measure". With
this definition in mind, we present a review of relevant literature
in this area.

Vielberth et al. propose the use of DTs as an input to the creation
of a cyber range for training Security Operations Center (SOC)
staff [27]. The authors describe the work of Bécue et al. [4] as
using a DT as a cyber range, in contrast to Vielberth et al. who
propose the use of a DT as a valuable input in the creation of a
cyber range, and not as a cyber range itself. The authors examine
the three modes of operation of a digital twin — data analysis and
optimisation, simulation, and replication [9] — but through the
lens of how beneficial it is to the creation of a cyber range for
training SOC staff. As a result, the authors place less value on data
driven approaches as they cannot produce the level of immersion
required for training. Vielberth again, alongside Dietz and Pernul
(see [9, 10]), published preceding work that sought to demonstrate
how simulation of security events in a DT can provide a SOC with
helpful insights and “support the enhancement of SIEM systems"
[11]. They exhibit a framework using Business Process Model and
Notation (BPMN) which focuses on the DT, SOC, and the SIEM tool
of an organisation, and primarily focus on simulating cyber-attacks.
In contrast, our proposal uses existing incident response practices
and workflows to demonstrate how a wide range of DTs can aid
incident response for a range of stakeholders.

Further integration of DTs into IR strategies is explored in [16]
with DTs being proposed as part of Security Orchestration, Automa-
tion, and Response (SOAR) tool to update device firmware or re-
move devices from a network automatically based on a pre-planned
playbook response. The authors implement a digital twin using the
Eclipse Ditto IoT DT framework that provides a cloud-based view
of real-world system data. Their approach focuses solely on the
eradication and recovery IR phases as it aims to address automation
and response (i.e. SOAR).

Dietz et al. propose a replication-based DT for digital forensics
[8]. Data is taken from real-world system and fed to a DT. System
states are replicated at every step to ensure that the virtual system
mirrors the real-world system. The virtual system can be used for
digital forensics before the real-world forensics takes place, saving
time (and money) during the forensics process.

Allison et al. propose the use of DTs in a methodology that ad-
dresses the problem of data scarcity for cyber security machine
learning models in CPSs [1]. The methodology also covers the com-
missioning of machine learning models — trained on DT-generated
data — on edge-based devices. A DT of a NPP is used to generate
a range of allowable and abnormal operating conditions that are
used to train and test an anomaly detection model, respectively.

Eckhart et al. exhibit a framework based on DTs that aims to
improve “cyber defence capabilities" of CPS operators [15]. The
framework provides visualisations and replays recorded system
states for the operators to better understand the “cyber situation”.
The authors also emphasise the important role that visualisations
play in providing useful security-related information. The authors
extend Eckhart and Ekelhart’s CPS Twinning framework for pro-
viding an environment for a DT based on the CPS’s specification
[12].

The reviewed works have mostly focused on single a use case or
phase within the IR life cycle. While there has been work on specific
IR activities, the full life cycle has not yet been fully considered.
Furthermore, the reviewed research does not adequately integrate
into existing cyber security practices. Our paper addresses this gap
by examining the use of the DT throughout the full IR life cycle,
analysing existing IR processes, and demonstrating a method for
integrating DTs into IR playbooks.

3 PRELIMINARIES
In this section, we summarize key concepts that form the basis of
our contribution – they relate to cyber security incident response
for CPSs and the different modes of operation of DTs.

3.1 Digital Twin Modes of Operation
Dietz and Pernul identify three modes of operation (MO) of a
security-focused digital twin – data analysis and optimisation, sim-
ulation, and replication [9]. This is a well-cited organisation of
DTs for cyber security that we have adopted for our work. A brief
summary of each MO is provided.

Data Analysis and Optimisation. DTs operating for data analysis
and optimisation (or simply “Data Analysis”) make use of technolo-
gies and techniques including machine learning, statistical analysis,
time series analysis, regression, forecasting techniques, etc. His-
torical data can be used to baseline or train models to understand
normal behaviour (or, in cases where labelled data is available, also
abnormal behaviour). These analysis methods are used to detect
abnormal scenarios as well as extrapolate trends and predict certain
events in the future.

Simulation. Simulation-based DTs are based on models derived
from specifications and measurements from real-world objects and
systems. They are initiated with data from the real-world system,
as well as user-specified parameters. They are executed to observe
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Table 1: Literature referenced in Section 2 presenting DTs relating to cyber security; organised by mode of operation (MO) and
the most significant contributions pertaining to each stage of the SANS Incident Response Life Cycle.

Preparation Identification Containment Eradication Recovery Lessons Learned
Data Analysis. [1] [1] [16] [16] [16] [1]
Simulation [1, 9, 11, 27] [1] [2, 4, 11] [2, 4] [2, 4, 11] [2, 9, 11, 27]
Replication [13, 15] [8, 15] [8] [8] [8] [15]

how systems and their environment interact with one another,
enabling users to observe phenomena such as cascading effects of
faults and cyber-attacks, or conditions that are unable to be tested
in the real-world due to the risk of equipment failure or human
safety concerns.

Replication. Replication-based DTs are also designed based on spec-
ification data; however, their goal is to mimic the real-world system
as closely as possible in order to provide a digital copy for the user
to explore. They take input from the real-world system and attempt
to reproduce real-world conditions, relying more on their design
and specification than historical data. Deviation from the specifi-
cation is easily highlighted with replication-based digital twins. In
[9], an example of the advantage of this form of DT is given in the
context of the Stuxnet attack [28].

3.2 Incident Response
IR is approached by way of analysing and collating evidence from
potentially affected systems. Based on this evidence, actions are
taken to limit the number of affected hosts or systems, and address
the root cause of a problem. IR is divided into cyclical phases. These
phases are described in the the SANS Incident Response Cycle [22],
which consists of six phases; expanding upon the four phases of
the NIST Incident Response Life Cycle [5]. We have chosen to align
this paper with the SANS approach, as Containment, Eradication,
and Recovery, are sufficiently different in their aims and approach
to warrant their own individual phases.

Table 1 shows how the literature referenced in Section 2 aligns
with the SANS Incident Response Cycle. The six phases of this
cycle include: preparation, identification, containment, eradication,
recovery and lessons learned, and can be summarized, as follows:

Preparation includes activities that improve the speed or time-
liness of identification of threats and intrusions and increase
the ability to handle threats at any moment.

Identification includes identifying (and confirming) intru-
sions and other security events. This stage will involve the
collection of evidence from different sources such as host
logs, firewalls, intrusion detection/prevention systems (IDS/IPS),
etc.

Containment addresses the source of the intrusion to ensure
it does not worsen or spread, and includes short-term con-
tainment, forensic imaging, system backup, and long-term
containment.

Eradication includes removing the different traces of intru-
sion, including malicious files or devices, and restoring the
system to an uncompromised state. It also addresses the
source of the problem, whether a compromised user account,

attacker back door,or needing to rebuild a new system to
avoid the consequences of the incident in the future.

Recovery includes replacing or restoring the components that
are required to return the system back to a trusted or clean
state, returning as close to a pre-intrusion state as possible
so that the system can operate as intended. Restored systems
should be monitored to ensure the effects of the intrusion
have been remedied and that the system has in fact been
cleaned and patched to prevent the intrusion occurring again.

Lessons Learned includes documenting and analysing the in-
cident to gain insights on the incident response process to
refine or redesign processes, edit documentation, and adjust
methods of identification when necessary.

Many phases of IR are executed by following playbooks of known
or common scenarios in order to increase the efficiency of inci-
dent handling, thus limiting potential damage (reputational, finan-
cial, physical) [7]. Playbooks contain workflows in the form of
flowcharts or step-by-step instructions that provide technical details
on how to remedy a situation. Workflows aim to reduce the amount
of subjective human reasoning (e.g., gut feeling responses, curiosi-
ties, etc.) and limit the human user to answer a series of almost
purely objective “yes/no" questions, thereby reducing human error
in high-pressure situations, such as responding to cyber-attacks
against critical business functions.

CPSs form the basis of critical infrastructure, therefore there are
many stakeholders invested in their safe and secure operation. This
list includes operations personnel, SOC personnel, maintenance
staff (often in the form of third-party contractors), Original Equip-
ment Manufacturers (OEMs), the National Computer Emergency
Response Team (CERT) (or equivalent), and national authorities
(police, national security services, etc.). These stakeholders may be
engaged at different points of a playbook’s execution, and their in-
volvement can be critical in determining the root cause and remedy
of an incident.

4 DIGITAL TWIN APPLICATIONS FOR
INCIDENT RESPONSE

In order to understand how DTs can be integrated into IR work-
flows, we need to understand what phases can benefit from the
different digital twin MOs (recall Section 3.1). After analysing cur-
rent uses of DTs for cyber security in both literature (see Table 1)
and industry, we produced a non-exhaustive list of DT applications
that can be offered throughout the IR life cycle by DTs for each MO
– data analysis and optimisation, simulation, and replication. This
is shown in Table 2.

Throughout the preparation and identification IR phases, data-
driven DTs can be used to analyse system interdependencies or
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Table 2: Phases of Incident Response (IR) and some examples of applications (use cases) that can be offered by Digital Twins
(DTs) of different Modes of Operation (MO).

IR Phase Data Analysis
& Optimisation Simulation Replication

Preparation

- Training data driven models
on historical system data or
DT data.
- Analysing system interdep-
endencies from DT data and
prioritising systems for
protection in the event of
fault or cyber-attack.

- Practicing IR in DT.
- Prioritising systems and services
for protection based on outcome of
cyber-attack simulation.
- Prioritising systems for safe
system shutdown based on
simulated faults.
- Validating hazard analysis via
simulation.
- Training system operators during
fault/cyber-attack scenarios.

- Using replicated digital systems
to identify areas where evidence
can be found for digital forensics.
- System snapshots can be used for
training users of real-world system.

Identification
- Real-time, data-driven
analytics and anomaly
detection.

- Deviations from simulated
behaviour can indicate signs of
cyber-attack/anomaly.
- Root cause analysis.

- DT derived from specification
can be used to highlight
compromise/anomaly.

Containment

- Automated shutdown of
infected device.
- Automated updating/editing
of firewall rules to prevent
connection to/from a
compromised machine.
- Automated switching to
redundant, isolated controller.

- Shutting down vulnerable/exploited
service on a server can be tested
in a DT.
- Testing containment related firewall
rules.
- Testing updated SIEM-ingested
IOCs, Yara rules, etc.
- Testing safe system shutdown or
system isolation in DT.

- Forensic imaging of replicated
system before performing DFIR
activities on the real system.

Eradication
- Automatic triggering of anti-
malware software scans on
suspected compromised systems.

- Updating and patching vulnerable
systems.
- Restoring OS from an original disk
image from the vendor.

- Scanning replicated systems
with anti-malware programs.

Recovery - Data-driven monitoring of
systems that have been restored.

- Testing patches for vulnerable
systems and services in DT before
patching real systems.
- Integration testing restored systems
in a DT before restoring real system.
- Monitoring restored systems via
simulation.

- Monitoring replication-based
DTs of restored systems.

Lessons
Learned

- Auto-documenting incidents
using data from data-driven DT.

- Simulation results can be used in
post-incident documentation for
justification of decisions made by
SOC analyst or operations personnel.

- Snapshots of digital systems
can be used for post-incident
analysis.

provide real-time anomaly detection or causal analysis. However,
it is less clear how these types of DTs can be applied during the
containment, eradication, and recovery phases, as these are more
practical, hands-on phases that focus on interfering with the opera-
tion of the system. Simulation provides many IR phases with either
a tool for side-by-side comparison with the real-world system or a
tool for projecting its future states. It can also provide a test bed
for any activity that involves intervening with the system, such
as containment, eradication, and recovery. Meanwhile, replicated
systems provide a baseline against which the real-world system can

be compared. Furthermore, replicated systems – similar to simula-
tions – allow the user to test interventions in a safe environment,
including digital forensics. Replication-based twins that follow the
real-world system strictly in real time and at the lowest levels can
provide another monitoring point for the system.Moreover, the abil-
ity to snapshot the system can be useful for post-incident analysis
(lessons learned) and training personnel (preparation).
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5 DIGITAL TWIN ENHANCED PLAYBOOKS
Building on our analysis of the use of DTs for IR, in this section,
we focus on how they can be applied to enhance the execution
of IR playbooks. Initially, an analysis of emergency procedures is
discussed. Based on this, we propose a categorization of playbook
activities and then describe a process that can be used to determine
how DTs can be integrated into playbooks.

5.1 Emergency Procedures Analysis
To integrate DTs into playbooks for IR, we are required to know
what form the playbooks take and how the playbooks function in
reality. A pre-cursor to modern SOC IR Playbooks include Abnor-
mal/Emergency Operating Procedures (AOPs/EOPs), used to han-
dle physical operations in critical infrastructure, including Nuclear
Power Plants (NPPs). We analysed AOP/EOP design documents and
examples from the International Atomic Energy Agency to better
understand how the operators of critical infrastructure approach
incident handling [18, 19].

To gain the SOC’s perspective, we analysed example IR play-
books from Microsoft [24] and the United States Cybersecurity and
Infrastructure Security Agency (CISA) [7], and playbook design
specifications [6, 17]. These documents revealed common features
that are used for IR in both the cyber and physical operations do-
mains.

All playbooks contain an initiating condition, which is the reason
for the playbook being executed, such as a SIEM alert or abnormal
operating conditions. Detailed, step-by-step workflows within the
playbook usually contains a series of common steps, including:

(1) Obtaining information from diverse, redundant sources, to
assess the state of the system.

(2) An evaluation of system state via a series of yes/no questions.
(3) An adjustment of scope based on the evidence gathered.
(4) A pivotal decision point when an incident is confirmed or

dismissed.
(5) A short-term containment strategy in the event of a con-

firmed incident.
(6) An assessment (or reassessment) of the severity of the inci-

dent.
(7) An in-depth analysis of affected systems.
(8) The eradication or removal of the root cause of the incident.
(9) Exit conditions or methods of incident escalation that con-

clude the workflow.
Throughout IR workflows cyber security, many stages have ded-

icated documentation steps for the analyst to pause and update
SIEM/SOAR tools or ticketing systems with the new information
or a new assessment of the incident. Secondary paths are offered
for when access to primary tools or instrumentation is obstructed
due to analyst permissions, system ownership, or system function.
For example, a junior SOC analyst will not have access to a PLC
controlling a subsystem in the primary loop of an NPP, due to the
critical function of the PLC and the risk of creating a safety-related
incident. Furthermore, permissions to make changes to devices may
be limited to operations personnel or a third-party vendor.

Playbooks may contain extra information, such as references to
relevant legal and regulatory requirements, along with descriptions
of the mechanisms for involving appropriate stakeholders, such

as contact information for the relevant personnel within national
authorities.

This form of organised, proceduralised incident management
enables clearer post-incident analysis, as the responses are pre-
defined [17]; however, as Savioja et al. note, procedures intended
to be objectively followed can be interpreted differently depending
on the person or team implementing the procedure [26].

5.2 Playbook Activity Categorization
Derived from the analysis of IR playbooks and the activities in Table
2, we have identified six main areas of support provided by a DT
during IR. These six areas of support – shown in Table 3 – fall into
two main assistance categories: Management and Oversight and
Digital Forensics and Incident Response (DFIR) Assistance. Within
Management and Oversight there are two areas of support, namely
Communication and Documentation. Within DFIR Assistance there
are four areas of support, namely Status Query, Associative Query,
Interventional Query, and Counterfactual Query. The associative,
interventional, and counterfactual concepts are based on Pearl’s
three-level hierarchy of causal inference [25]. This section explains
these concepts in the context of a DT.

5.2.1 Management and Oversight. Documentation refers to the use
of the DT platform for updating the playbook, online documents, in-
cident reports, etc., with data and information automatically gained
from the DT. For example, a replication-based DT built from a
detailed system specification can automatically update incident
reports by populating them with information on infected hosts.
Not only does this provide information in easily digestible formats,
supporting situational awareness, but documentation and report
automation gives the human user more time for investigating the
source of an anomaly. This feature of a DT could also integrate
into – or exists as an extension of – already existing reporting
mechanisms, such as case reporting in SIEM solutions.

Communication refers to the sending of messages, system data,
system snapshots, simulation results, etc., between CPS stakehold-
ers during an incident. This can be an automated or manual process.
For example, operations personnel may initiate a series of faster-
than-real-time simulations to forecast future system states during
an incident. Reports generated by the DT can then be shared with
other stakeholders, such as regulatory authorities or law enforce-
ment.

5.2.2 DFIR Assistance. A Status Query involves using a DT model
to investigate the system state. This could include the use of replication-
based DTs to investigate the system’s intended design against the
current system state. Anomalies could be found in the differences
between the DT and the real-world system.

An Associative Query utilises data to provide statistical relation-
ships. Such associations can be inferred by standard conditional
probabilities and conditional expectation. Current machine learn-
ing methods are used for answering these questions. For example, if
we observe a water leak in one subprocess, then a drop in pressure
elsewhere is more likely or expected. This is Judea Pearl’s first level
in the hierarchy of causal inference.

An Interventional Query includes “what-if" questions and ranks
higher in the hierarchy as it involves not just observed data, but
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Table 3: The main areas of support provided by a DT in the execution of a playbook.

Assistance
Category Management & Oversight DFIR Assistance

Area of
Support Documentation Communication Status Query Associative Query Interventional Query Counterfactual Query

Purpose
Supporting stakeholder engagement
and streamlining IR reporting
processes.

Reasoning about or investigating
the current system state.

Forecasting system states and understanding
effects of potential interventions.

also changing parameters. For example, what if we opened the
valves more to compensate for the water leak? Would we maintain
pressure or run out of water? This form of query can make use of
cyber ranges, replication-based DTs, high-fidelity simulations, etc.
to model the system with new parameters.

A Counterfactual Query includes retrospective reasoning. If we
have a model that can answer counterfactual queries, we can also
answer questions about interventions and observations; therefore,
it is at the top of the hierarchy. This form of query features more
during post-incident analysis (Lessons Learned phase), but can also
form part of operator training (Preparation phase).

5.3 Digital Twin Incident Response Playbook
Integration

How DTs can be integrated into IR playbooks and workflows de-
pends on the existing IR processes. If playbooks are yet to be de-
signed or implemented in the organisation, there is an opportunity
to consider the use of DTs during the design process and parallelise
activities and order activities based on the availability of DT results
and forecasts. Conversely – and the focus of this section – if there
are mature, proven playbooks already in use within an organisation,
DTs may be integrated to provide analysts with new perspectives
on the incident. This process is shown in Figure 1.

The first step towards integrating the use of DTs is to examine
the activities that are performed at each stage in the playbook. By
examining the activities and the types of questions that are asked
of the real-world system, it is then possible to identify the most-
relevant form of DT assistance. Each activity should be classed
according to the areas of support outlined in Table 3. The aim is to
determine whether or not the main purpose of the activity is:

(1) to document or communicate to another stakeholder;
(2) to assess the current state of the system; or
(3) to intervene in (or modify) the operation of the system.
If the main objective is to document or communicate to another

stakeholder, then there is opportunity for an auto-documentation
or communications feature to be implemented to aid the human
investigator in documentation of the investigation and communica-
tions with other stakeholders, such as plant operators, who manage
the physical process.

If the main objective is to assess the current state of the sys-
tem, then there is opportunity to explore the use of replicated sys-
tems, high-fidelity physics-based simulations, andmachine learning
methods, such as recurrent neural networks, to try and view how
the system should behave, and use these models to understand the
current state of the system.

Figure 1: The process for creating DT-enhanced incident re-
sponse workflows.

If the main objective is to intervene or interfere in the opera-
tion of the system, then there is opportunity to explore the use of
high-fidelity simulations, for example, to model potential effects of
making changes to the system configurations (intervening) before
they are implemented in the real-world system.

6 USE CASE: A COMPROMISED PLC
PLAYBOOK

This section presents a series of technical vignettes from a playbook
investigating a potential Programmable Logic Controller (PLC)
reprogramming attack in a critical infrastructure1 and demonstrates
how our approach can be applied to enhance its execution with
DTs. An assumption made for this use case is that the attacker a)
1The full workflow will be made available upon publication.
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has access to the network [23], and b) is able to capture and replay
modified packets to the PLC [3]. These vignettes are adapted from a
playbook workflow that we designed after performing the analysis
detailed in Section 5.1. The assistance offered by DTs at each stage
is then described.

The initiating condition for the workflow is a SIEM alert that
detects an unauthorised connection to a PLC. For the sake of brevity,
processes that share common goals or concepts have been grouped
together. Furthermore, the initiating condition has been omitted
from the vignettes, but it should be noted that (as documented in
Table 1) DTs can be used for identification of anomalous conditions
that trigger IR playbooks. The following subsection are organized
based on the analysis that is described in Section 5.1.

6.1 Information Gathering, Scope Adjustment
At the beginning of the workflow, information is gathered from
different sources and analysed to understand the scope of the attack
and subsequently reveal an initial level of severity of the incident
(although this does have a dedicated process in the workflow – see
Section 6.3). In this context, consider the following step-by-step
workflow instructions:

(1) Gather network data (.pcaps, firewall logs, PLC logs)
(2) Determine what subsystem is affected
(3) Enumerate affected systems
The information gathering stage of the workflow is considered

a Status Query. Data-driven analysis, simulations, or replicated
systems can be used to perform status queries.

SIEM solutions combine the evidence in (1) but the selection or
filtering of related data remains a largely manual task. While SOAR
aims to automate this task (based on existing SIEM alert informa-
tion, for example), a DT containing a virtual copy of an organisa-
tion’s infrastructure can automatically supply the host information.
Cyber-attacks can be executed in the DT to find the difference be-
tween an uncompromised configuration of the infrastructure and
one which has been attacked. The documented difference can be
used to confirm indicators of compromise in the real-world system.

6.2 Evaluating System State
Throughout the workflow, there are activities that require the inves-
tigator to consider the evidence and judge the perceived anomaly as
malicious or benign. When investigating a potential unauthorised
PLC reprogramming attack, passive approaches may not provide
enough information to make this judgement. Therefore, it is neces-
sary to directly connect to the PLC and analyse the configuration.
In this context, consider the following step-by-step workflow in-
structions:

(1) Log into a machine with access to PLC (e.g. Engineering
Workstation)

(2) Load known uncompromised PLC configuration
(3) “Go online” (connect to) to PLC
(4) Compare configurations and determine if PLC has been al-

tered
This stage of the workflow is considered a Status Query as it aims

to obtain the status of the system. As a result, all MOs can be applied
here. Passive approaches used to determine the PLC’s state, such as

analysing network data, could be considered an Associative Query,
as the goal is to establish an association between network data and
PLC state. For example, finding evidence that the PLC responded
positively to an unauthorised connection would lead an investigator
to believe that the PLC has a higher chance of being compromised.
Data-driven analysis methods can provide benefit here, with the
arguable advantage of requiring less effort to implement due to
advancements in machine learning, for example.

If the reconfiguration of the PLC affects its behaviour (i.e. con-
trol), then data-driven DTs that are built to model the uncompro-
mised PLC can be used as a benchmark for determining if the PLC
has been altered. This form of DT can run alongside the PLC and
provide this service before the step-by-step instructions need to be
executed in the workflow.

In (2), replication- and simulation-based DTs can provide two
different views on the PLC state. Firstly, a replication- or simulation-
based DT of the PLC can be built from system specification, includ-
ing PLC configuration (control logic, hardware configuration, etc.)
to closely mimic or emulate the intended PLC behaviour and state.

A second replication-based DT of the PLC can be implemented
to mirror the PLC’s inputs, outputs, configurations (including ma-
licious alterations) and therefore exist as a copy of the real PLC’s
system state.

These two approaches to PLC twinning (1-to-1mirroring/copying,
and set-and-forget simulation/replication) can provide two ready-
to-view sources of information on the state of the PLC for the SOC
operator. Furthermore, with a pre-approved implementation of
these PLC twins, it may remove the need for requesting permission
from operations staff.

6.3 Incident Severity Assessment
Incident severity is perhaps more important in CPSs than in IT en-
vironments, due to the potential impact of a successful cyber-attack.
Due to this increased risk, at times it is necessary to escalate issues
to operations personnel that monitor the physical process. This
escalation is taken immediately if there is risk of a safety-related
event (physical damage to equipment, release of radioactive/toxic
material into the environment, etc.). DTs have the potential to auto-
matically evaluate the incident severity and even begin forecasting
future events. In this context, consider the following step-by-step
workflow instructions:

(1) Do affected systems have potential to compromise safety?
– YES: Escalate to operations personnel immediately.
– NO: GO TO (2).

(2) Can SOC access and eradicate threat without accessing con-
trol network(s)?
– YES: GO TO (3).
– NO: Contact operations personnel to arrange access.

(3) No safety concerns, no access to control networks required:
Continue playbook as normal.

The establishment of associations between what has been seen
and what could occur as a result is an Associative Query. Again,
DTs in the data analysis mode of operation may provide the most
efficient results. However, incident severity assessment may also
entail Interventional queries to understand the best or worst possible
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Table 4: The main forms of query required, and the dominant mode of operation (MO) at each stage of the incident response
playbook explored in the use case. D = Data Analysis and Optimisation, S = Simulation, and R = Replication.

Info. Gathering,
Scope Adjust.

Evaluating
System State

Incident Severity
Assessment Containment Threat

Eradication
System
Recovery

Status ✓ ✓ x x x ✓
Associative x ✓ ✓ x x x
Interventional x x ✓ ✓ ✓ x
Counterfactual x x x x x x
MO D, S, R D, S, R D, S S, R R, S D, S

outcomes, as well as the limits of the operator’s ability to control
the situation. Simulations yield the best results in this case.

Incident severity assessment can take many forms. The potential
impact of a cyber-attack to a given system is based on the type
and scope of attack, and should be already defined as part of an IR
plan (see Preparation in [22]). Incident severity guidelines may be
offered by national authorities or regulators [20].

DTs can automatically gather information about the scope of
the attack and perform an explainable assessment of the incident
severity level. For example, SOC operators investigating security
events at the process control level can use a dedicated DT interface
to select the affected hosts and type of attack under investigation.

As the investigation continues and investigators adjust the per-
ceived scope of the attack, the DT can apply severity assessment
guidelines to the information provided. Furthermore, DT simula-
tions of worst-case scenario events can be used to provide more
concrete evidence of cascading effects, for example.

6.4 Containment
Some short-term containment strategies can be taken swiftly to
effectively contain a cyber-attack to a single host or network. Some
containment strategies, such as blocking IP addresses or disconnect-
ing or shutting down hosts, directly affect the availability of the
now-isolated host or service. OT environments, which have strict
availability requirements for the continued operation of heteroge-
neous systems including diverse, interdependent, interconnected
services and data flows, require more assessment of the potential
consequences of these system interventions. In this context, con-
sider the following step-by-step workflow instructions:

(1) Does the malicious traffic originate from a documented ma-
chine or known host?
– YES: GO TO (2).
– NO: GO TO (3).

(2) Does the malicious traffic originate from a machine that
performs a critical function?
– YES: Escalate to operations personnel for containment and
remediation assistance.

– NO: GO TO (3).
(3) Block IP address. Document changes on security tooling.

At its core, containment is intervention to prevent an issue from
spreading. Interventional reasoning, e.g. what if we turn off this
system, is the main area of support offered by DTs at this stage in
the workflow. Simulations and replicated systems can be used to

determine the best strategies for approaching the containment of
the problem.

Questions (1) and (2) can be answered by virtue of a DT platform
being built upon specification, documentation, and expert knowl-
edge of the system. The DT platform will contain information on
known hosts and their system criticality. Answers to (1) and (2) can
therefore not only be automated or suggested to the end user but
also explained by producing the relevant host information.

Action taken in (3) may result in unknown adverse affects, there-
fore edits to firewall rules, IDS/IPS configurations, etc. may be
executed in a DT before being implemented on the real-world sys-
tem.

6.5 Threat Eradication
Once the source host of the attack has been found and contained,
the eradication of the root cause requires further analysis, and
ultimately a direct system intervention to terminate the malicious
processes or software. In this context, consider the following step-
by-step workflow instructions:

(1) Examine processes and applications on affected host
(2) Compare to baseline services in a machine’s documentation
(3) Terminate extra or unknown processes
(4) Investigate suspicious processes that are part of system base-

line

Similar to the containment phase, Interventional reasoning is the
main area of support offered by DTs. As a result, simulation and –
in this example – replication-based DTs offer the best assistance.

Examining and terminating processes on a host in an IT environ-
ment is a common occurrence in most industries; however, hosts
in OT environments that interact with other OT components can
perform critical functions that require high system availability. A
passive approach to IR is therefore favoured; i.e. to investigate a
cyber-attack with as little interaction with the real-components as
possible.

With eradication, however, it is inevitably required to address
the source of the malicious activity, which in this vignette means
examining a host in anOT environment. DTs can serve a baseline for
(1) and (2) to determine how the host system should look and behave.
Investigations on hosts can be aided by virtualisation technologies,
allowing part of the investigation to take place virtually, reducing
the time spent on a possibly fragile host or OT network.
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6.6 System Recovery
Once a threat has been eradicated and stakeholders are confident
that the compromised host can be brought back online and intro-
duced back into the system, e.g. unblocking IP, physically connect-
ing the host again, etc., there is a period of time dedicated to closely
monitoring the previously compromised systems. Data-driven DTs
that implement machine learning methods can be used to mimic the
physical process and run in parallel with the real-world system to
determine if the system is behaving as it should. Simulation-based
DTs can execute similarly with the added benefit of being able to
change parameters to answer “what-if” questions.

6.7 Discussion
This section has illustrated how our approach to identifying po-
tential applications and modes of operation of DTs to enhance IR
playbooks can be used. The example playbook workflow has char-
acteristics that are typical of those described in Section 5.1. Table 4
summarizes the different types of queries that are pertinent during
playbook execution and the proposed DT modes of operation to
support those queries. It can be seen that counterfactual queries
are not used during the execution of the workflow steps that we
have described – these are used during the Preparation and Lessons
Learned phases. Counterfactual queries can be best supported by
simulations-based DTs and replication-based DTs. During post-
incident analysis, these DTs enable organisations to analyse how
the incident could have played out. This can also be used to train
staff to prepare for similar scenarios in the future.

This example can be used to illustrate a practical application
of our approach. It may be that via security assurance activities,
such as a cyber security exercise, it has been identified there are
bottlenecks or issues with the execution of parts of a playbook
– areas where there is room for improvement. Our approach can
be used to identify where DTs of which specific systems could be
used to make improvements and the pertinent modes of operation
that are needed for specific types of assistance. For example, it
may be that it has been determined that concerns surrounding the
potential adverse effects (risks) of containment of a PLC resulted in
unacceptable service restoration times. Using our approach, it can
be determined that a playbook could be enhanced with a DT of the
target system that is capable of either simulating or replicating its
behaviour in order to perform interventional queries that relate to
containment activities, e.g., what happens to a controlled process if I
block the IP address of a compromised PLC? The intention is that the
DT can assist in determining the answers to these kinds of queries
in order for stakeholders (security analysists, operators, etc.) to
make more rapid and correct decisions.

7 CONCLUSION
Our paper illustrates howDTs can assist IR playbook execution, pro-
vide stakeholder unique, more-complete views on system state, and
ultimately help users make better informed decisions. To achieve
this, we propose an approach for analysing existing IR workflows
and applying the most appropriate form of DT. Our analysis reveals
that data-driven DTs have the potential to assist in the identification
of anomalies and system state monitoring, while activities with

system intervention, such as containment and eradication, are best
assisted with simulations and replicated systems.

From our analysis of existing incident response procedures, we
find that IT-focused IR playbooks rarely ask interventional (“what-
if”) questions, due to the focus on confidentiality and integrity
during IR. In contrast, the physicals operations domain concerns
itself with availability, due to the critical nature of the systems. As
a result, the development of abnormal and emergency operating
procedures (AOPs, EOPs) includes the evaluation of the “what-if”
scenarios in advance, resulting in conservative (i.e. safety-first),
inflexible procedures.

IR in OT environments needs to provide a balance between timely
remediation and appropriate levels of system interference. There-
fore, there must be interventional reasoning when evaluating IR
activities. Unlike the IT domain, it is not possible to simply unplug
machines, and it might not be possible to get (immediate) access
to systems or data to perform an investigation. Our paper demon-
strates how DTs can provide the tools to support the evaluation of
these interventional queries, and how they can be integrated into
existing playbooks.

For future work, we will explore automated DT response strate-
gies, and how they can influence playbooks at the design stage
through parallel execution and information prioritisation.
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