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Abstract 

Virtual reality (VR) is an innovative technology that has regained popularity in 

recent years. In the field of education, VR has been introduced as a tool to enhance 

learning experiences. This thesis presents an exploration of how VR is used from 

the context of educators and learners. The research employed a mixed-methods 

approach, including surveying and interviewing educators, and conducting 

empirical studies to examine engagement, usability, and user behaviour within 

VR. 

The results revealed educators are interested in using VR for a wide range of 

scenarios, including thought exercises, virtual field trips, and simulations. 

However, they face several barriers to incorporating VR into their practice, such 

as cost, lack of training, and technical challenges. 

A subsequent study found that virtual reality can no longer be assumed to be 

more engaging than desktop equivalents. This empirical study showed that 

engagement levels were similar in both VR and non-VR environments, suggesting 

that the novelty effect of VR may be less pronounced than previously assumed. 

A study against a VR mind mapping artifact, VERITAS, demonstrated that 

complex interactions are possible on low-cost VR devices, making VR accessible 

to educators and students. The analysis of user behaviour within this VR artifact 

showed that quantifiable strategies emerge, contributing to the understanding of 

how to design for collaborative VR experiences. 

This thesis provides insights into how the end-users in the education space 

perceive and use VR. The findings suggest that while educators are interested in 

using VR, they face barriers to adoption. The research highlights the need to 

design VR experiences, with understanding of existing pedagogy, that are 

engaging with careful thought applied to complex interactions, particularly for 

collaborative experiences. This research contributes to the understanding of the 

potential of VR in education and provides recommendations for educators and 

designers to enhance learning experiences using VR. 
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Chapter 1  
 
Introduction 

1.1 Problem Statement 

It has long been recognised that VR (Virtual Reality) has the potential to 

significantly impact education and specifically student’s engagement in the 

learning process [177, 185, 203]; however, barriers in the form of complex setups 

requiring connection to a powerful PC and the overall cost of the equipment have 

prevented widespread adoption of the technology, which has also resulted in a 

lack of educational applications being produced for VR devices. Recent advances 

in VR technology have made low-cost untethered VR headsets accessible to the 

public. Devices such as the Oculus Go and Meta Quest are untethered and 

consequently more manageable in a traditional classroom environment. These 

devices open up the intriguing possibility of being included by educational 

institutions in their flipped learning strategy [154]. 

Beyond the novelty factor of VR headsets, for education it is essential to 

understand the exact use cases that benefit the learning process. Historically and 

commercially, these devices are geared toward content consumption rather than 

content creation. Educational institutions commonly use them as exploration 

devices, such as viewing 360-degree videos of interesting places on earth, 

visualising chemical structures, or viewing parts of the galaxy. These activities 

are typically passive in nature, with limited interactivity and as such address only 

the lower cognitive processes, such as those illustrated in Blooms Taxonomy [24], 
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of remembering and understanding. Within education, and computing specifically, 

there is an opportunity to develop and leverage VR to improve student 

engagement in computational thinking, logic and programming tasks. Attempts 

are already well underway to move programming to a more visual based medium 

and are ripe for transition to VR environments. Scratch, developed by the 

Massachusetts Institute of Technology (MIT) [152], is a software program 

designed to introduce and expose primary level students to computational 

concepts, such as events, variables and operators. Microsoft’s Visual Programming 

Language (VPL) extends this early exposure into a fully-fledged programming 

environment. Its concept was to assist programming novices in creating programs 

but has since evolved as a rapid prototyping toolset used by experienced 

programmers. Both of these programs and their design philosophies seem ideal 

candidates for translating to VR.  

A barrier to VR adoption in education, or indeed any interactive tool, is the 

challenges presented in creating content for such devices. Platforms such as 

Moodle and Canvas have gone some way to mitigate these issues by providing 

effective tools and frameworks to store, organise, manage, and distribute course 

content to students. There is opportunity to explore similar or new concepts to 

make VR applications more manageable content wise for both teachers and 

students. 

The importance of this topic is illustrated by its relevance to students and 

recommendations of government agencies in respect of technology. With students 

growing up with technology they are comfortable with they expect the use of 

technology to support their learning. The next logical step in this incorporation 

of technology within education is VR, especially considering the recommendations 

of the 2015 FELTAG (Further Education and Learning Technology Action 

Group) report [61] to incorporate technology to improve the learner’s experience. 

1.2 Research Questions 

The main aim of this thesis is to identify appropriate use case for VR in education 

beyond the classic topic specific uses (i.e., medical procedures, learning an 

engineering process etc). To achieve this, educators’ attitudes towards VR was 

first explored, both from a use case basis and from a usability perspective of the 
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educator and use the results of this initial exploration to narrow the research area 

and inform subsequent studies.  In this context, there was a need to consider the 

development and improvement of Virtual Reality (VR) as a transformative 

medium in computing education, including bolstering computational thinking. 

VR's immersive nature offers a novel approach to engage students more deeply 

with the subject matter. By transcending the conventional classroom boundaries, 

VR facilitates an interactive and experiential learning environment. This 

environment is particularly conducive to grasping intricate computer science 

concepts, allowing students to visualise and manipulate abstract computational 

structures in a more tangible way. The aim is to leverage VR to make education, 

including in computing, not only more accessible but also more effective, aligning 

with the contemporary needs of the educational sector. 

Therefore, the purpose of this thesis is to explore the potential of VR in redefining 

the pedagogical strategies employed in education. The focus is on how VR can be 

harnessed to provide a more hands-on, engaging, and comprehensive learning 

experience including computational thinking and topic agnostic learning. By 

integrating VR into education, this thesis seeks to address the gaps in traditional 

teaching methods from an educators’ perspective. This aligns with the broader 

goal of preparing students for the increasing demands of the technology-driven 

future, ensuring they are not only well-versed in theoretical concepts but also 

proficient in practical problem-solving skills. The main challenge faced in this 

research is the balance between issues relevant to the field of HCI and those in 

education. VR may be effective on an application level, but its use within 

education has to show ‘learning taking place’. While the research sits firmly in 

the HCI and computing domain, due regard must be given to existing and 

upcoming pedagogy on how technology might be used to improve learning. 

Ultimately, this thesis proposes two specific questions with respect to VR being 

used within an educational and computing environment. The two research 

questions proposed are: 

RQ1: Can low-cost VR devices support engaging activities that target higher order 

cognitive processes within a multi-user, collaborative educational setting?  

The context for this question is that VR offers tangible benefits over existing 

learning activities within the Technology Enhanced Learning space. Domain 
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specific learning activities in VR such as medical procedures [73, 95] offers 

replicable and safe learning. Learning in VR has been shown to increase attention 

[177] and motivation [86]. While there are plenty of domain specific examples, 

there remains a gap in the literature that focuses on learning activities within VR 

that are domain agnostic. Similarly, low-cost devices are not represented well. this 

thesis addresses these particular issues by investigating the following sub-research 

questions: - 

• RQ1.1 What specific and existing interaction paradigms and methods can 

be utilised to create engaging and interactive educational VR experiences?  

There is a plethora of research on VR interaction methods. The challenge 

is to identify the ones best suited to a specific scenario. This thesis 

especially looks at this through an educational and low-cost device lens. 

 

• RQ1.2 Can VR be used for domain agnostic learning.?  

Domain agnosticism in educational VR is useful for broadening the scope 

of learning beyond topic-specific applications, which currently dominate 

the field. By focusing on domain-agnostic VR activities, this thesis can 

address the gap in understanding and application of VR in a more versatile 

manner. This approach is not just about diversifying content, but also 

about delving into the pedagogy behind various types of learning and 

integrating these insights into domain-agnostic VR experiences. Such a 

strategy enhances VR's applicability across different subject areas, 

fostering universally valuable skills such as critical thinking and creativity. 

It also allows for foundational research in pedagogy, isolating VR's 

educational impact from specific subject matter and developing adaptable 

teaching strategies. Furthermore, domain-agnostic VR is inclusive, 

engaging a diverse range of learners, and scalable, making it a cost-effective 

option for educational institutions. By shifting focus from subject-specific 

to domain-agnostic VR applications, this thesis can uncover new ways to 

leverage VR as a transformative educational tool, breaking traditional 

subject boundaries and enhancing learning experiences across various 

disciplines. 
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The educational VR field is well represented by topic specific activities and 

applications; however, domain agnostic activities and applications are less 

well understood. We look to address this by first looking at the pedagogy 

behind certain types of learning and how this can be incorporated into 

domain agnostic learning experiences. 

 

• RQ1.3 How do users' cognitive behaviours manifest when building mind 

maps within a VR mind mapping application?  

This question is structured to investigate individual cognitive processes 

within the context of a VR mind mapping environment. It opens up 

avenues for exploring how VR technology impacts and possibly enhances 

the mind mapping process, looking into aspects such as user engagement, 

interaction patterns, and the effectiveness of VR in facilitating mind 

mapping activities compared to traditional methods. 

RQ2: What are the key factors in creating, organising, and delivering VR content 

in education? 

Considerable research has been conducted to determine the benefits to students 

for VR based learning, however an educator’s perspective, especially around 

barriers presented, is often overlooked. This thesis breaks down RQ2 into three 

sub-questions as follows:  

• RQ2.1 What do educators want to use VR for in their pedagogy?  

This is key in determining where to target development effort, especially 

around domain agnostic learning.  

 

• RQ2.2 What barriers exist to educators wanting to implement VR within 

their learning environments?  

This thesis investigates several factors that might present as barriers to 

using VR for education, such as time, platforms, institution derived 

barriers and understanding of VR itself by educators. 

 

• RQ2.3 What tools or processes need to exist to enable effective use of VR 

by educators?  
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This thesis explores whether existing tools and processes are suitable to 

create and curate educational VR content or if new ones might be required. 

1.3 Research Methodology 

1.4 Contributions 

This thesis advances the understanding of VR use within education in the context 

of domain agnostic learning activities and how educators can be included in the 

application of these. In particular, the main contributions are as follows: - 

• The validation of useful and implementable interaction methods for 

reflective learning activities on low-cost VR devices (RQ1.1). This thesis 

purposefully restricts the initial artifact, VERITAS, to operating on the 

Oculus Go VR device, the lowest cost mainstream VR device available at 

the start of this thesis/study period. A series of established and well 

documented interaction methods is utilised, and a user study is conducted 

to assess the effectiveness of these methods within a mind mapping 

activity. The conclusion of this study defines a base line level of 

interactions that can be easily ported to more complete 6DoF devices that 

have since become available and supplanted the 3DoF devices. 

 

• Demonstration that VR no longer guarantees higher engagement compared 

to tradition Technology Enhanced Learning activities (RQ1.2). Through 

the LogiBot study, it is identified that familiarity with VR among learners 

has negated the assumed improved engagement commonly ascribed to 

learning activities within VR. This reiterates the need to think carefully 

and pedagogically about the types of learning activities that can take place 

within VR. This led us, in tandem with educators’ ideas about how to use 

VR, to explore inquiry-based learning and topic agnostic learning activities 

for implementation within VR. 

 

• The identification of two quantifiable and distinct user behaviours 

exhibited when undertaking a mind mapping exercise in VR (RQ1.3). In 

the first VERITAS study, two distinct strategies are observed in how users 

constructed a mind map – sequential and grouping. This has implications 
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when considering how to design and implement fully featured, enjoyable 

and useful mind-mapping applications in VR.  

• Understanding how educators perceive and want to use VR within their 

pedagogy (RQ2). A user perception study explores what educators want 

to use VR for (RQ2.1) and what the current barriers, both practically and 

technologically, that they are concerned about or prevents them 

implementing VR learning activities (RQ2.2). As a result of this 

investigation, recommendations are provided to account for their 

preferences and to address these barriers (RQ2.3). 

1.5 Thesis Structure 

The thesis structure is as follows: 

Chapter 2 presents a literature review, focusing on the intersection of VR and 

education. It aims to explore the evolving role of VR in educational settings, 

delineating its potential to transform learning experiences. The review extends 

into identifying and analysing the barriers that currently impede the integration 

of VR in educational contexts. Furthermore, it delves into the concept of topic 

agnostic learning within VR environments, examining how VR can support 

diverse learning subjects beyond specific disciplinary confines. This analysis not 

only highlights the current state of VR in education but also sheds light on future 

pathways and potential developments in this growing field. 

Chapter 3 explores the existing literature and begins by discussing how 

Technology Enhanced Learning (TEL) contributes to promoting engagement and 

interactivity from learning with educational activities. The chapter describes the 

educational landscape with respect to technology and introduce relevant 

pedagogical concepts. The chapter explores how reflective tasks and inquiry-based 

learning exist within this domain and how specific activities such as mind mapping 

can utilise and foster these approaches. An overview of current virtual reality use 

within education is given with reference to strength, weaknesses and barriers to 

adoption highlight. Finally, the chapter looks existing virtual reality paradigms 

and examine good practice within the field.  
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Chapter 4 details a study investigating educators’ perception of VR use, 

anticipated and preferred use cases and barriers to adoption. The study aims to 

fill a research gap concerning the creation, re-use and modification of educational 

resources for VR. This study surveyed 61 educators across the full spectrum of 

education and additionally included five in depth semi-structured interviews to 

elicit further detailed responses in addition to the survey. As an exploratory study 

into a new area, this research is intended to provide a baseline understanding of 

the issues facing educators for these specific factors, thus informing future research 

and design of VR educational applications and platforms. 

Chapter 5 introduces LogiBot, an artifact aiming to teach programming concepts 

and logical thinking trough an interactive VR application. It leverages the concept 

of pseudo physical interactions with tangible objects within VR as a way of 

promoting engagement. The study compares LogiBot against an existing, similar 

desktop PC based application, LightBot. The study attempts to determine if there 

is any measurable or perceived benefit in terms of engagement within VR as 

opposed to existing or traditional platforms. 

Chapter 6 and Chapter 7 detail a two-part study. Chapter 5 looks at whether 

low-cost VR devices can support complex interactions required for activities such 

as mind mapping. A survey of applicable interaction paradigms and methods is 

conducted then suitable methods are applied within a new artifact, Veritas, a 

mind mapping application operating on the Oculus Go VR device. This first phase 

consists of a user experience study with quantitative and qualitative metrics 

analysed. The second part (Chapter 6) consists of a user behaviour study 

conducted against the same artifact. This study looks to see if distinct behaviours 

emerge during the mind mapping activity. This is done through the lens of trying 

to understand how users behave in such an activity so that design 

recommendations can be made with a view to creating a collaborative version of 

the artifact. 

Chapter 8 discusses how the studies within the thesis answer the research 

questions. It identifies a set of guidelines and recommendations for the continued 

development of interactive, VR based reflective activities such as mind mapping 

especially with a view to leveraging collaboration and paragogy. It identifies 

methods and techniques to promote collaboration and effective communication 
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within VR. This section also summarises educators’ perspective on VR and its 

educational use with application areas defined and use case scenarios detailed. 

Finally, it identifies limitations and areas for future work. 

 

Chapter 9 concludes the thesis. 
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Chapter 2  
 
Methodology 

2.1 Overview 

As the existing literature has revealed a lack of comprehensive understanding of 

using VR within education, particularly in relation to the challenges that 

educators face, exploratory research approach is utilised to learn more about the 

subject, explore ideas, and identify potential areas for future research. Data 

collection techniques used in exploratory research frequently include interviews, 

observations, focus groups, case studies, and surveys. Qualitative, quantitative, 

or a combination of both types of data may be gathered during exploratory 

research. In order to form an overall picture, a mixed-method research design was 

chosen that combined quantitative and qualitative research techniques for each 

of the distinct studies in this thesis. By using quantitative and qualitative data, 

these empirical studies complemented the overall exploratory nature of the 

research was used to address the research questions. Together, exploratory 

research and empirical studies provided a comprehensive understanding of the 

research problem. This exploratory research was also used to clarify and modify 

the research questions throughout the course of this thesis.  In combining these 

approaches, a more complete understanding of the topic was gained, and the 

combination of quantitative and qualitative data provided complementary 

insights into the research problem, thereby increasing the validity and reliability 

of the findings. 

The initial research investigated educators’ perceptions of VR, their anticipated 

use case and any potential barriers for the adoption of VR by those educators 

within their practice. The purpose of this initial research was to examine the 

barriers to and facilitators of VR adoption in the classroom, with a focus on the 

provision of relevant educational resources. The benefits to pupils have been 

thoroughly explored by earlier studies, therefore the thesis instead concentrates 
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on how educators view the practicality of VR. The focus was on developing, 

repurposing, and adapting instructional materials for VR experiences because this 

is an area where the existing literature is lacking. Educators were surveyed and 

interviewed  to learn their thoughts on these issues and find out what kinds of 

things they plan to do with VR. This study aimed to lay the groundwork for 

future study and creation of VR educational applications and platforms by 

providing a basic understanding of the challenges faced by educators in regard to 

these specific elements. 

The output of the above informed the next two pieces of research. The first open 

question was around the validity of assuming that VR is more engaging than 

desktop educational applications. Another question was looking at how VR could 

be used to develop computational thinking in students. The  similarities and 

differences were evaluated between two block-based programming learning games, 

LightBot and the designed and built similar VR application - LogiBot. LightBot's 

gamification method used a condensed form of the visual block-based interaction 

style used by tools like Scratch to teach programming fundamentals. The 

justification for this stems from the idea of computational thinking, which 

advocates for the isolation of syntax from logic. This chapter postulated that VR 

would be more engaging than traditional desktop education software. It was 

considered that anticipated increased engagement can be linked to the rich 

opportunities for interaction with pseudo physical props and environments present 

in VR games. 

The third piece of research looked at one of the elements output in the educators 

perception study – that educators would like to use VR for thought exercises. For 

this, a user experience study was run against a developed application that sought 

to identify relevant interaction techniques that can support reflective tasks with 

VR, specifically mind mapping, on low-cost VR devices and their limited input 

methods. It is common in HCI to attempt to solve challenges presented in 

interaction to invent or create custom hardware to solve those challenges. This 

research deliberately restricts itself to existing hardware in order to explore what 

is possible without resorting to additional hardware, which would add a 

burdensome level of complexity to any implementation and would thus make it 

unattractive to educational institutions. 
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Finally, the output of the above research informed the final piece of research. 

Behaviours of users within the VERITS artifact was subsequently explored to see 

if conducting mind mapping in 3D space offers any advantages over a traditional 

2D implementation. The purpose of this piece of research was to analyse the 

resulting patterns of student behaviour and approach to learning in a VR mind 

mapping environment. This final chapter sought to know how users interact with 

the task of mind mapping, and specifically any behaviours, in order to create 

design guidelines for a collaborative version of the application. 

All research used a mixed method approach adopting both qualitative and 

quantitative data to answer the research questions. A mixed method approach is 

common in the HCI fields and allows for the seeking of user feedback which can 

be triangulated with quantitative data to find meaning in quantitative data. 

2.2 Combined Methodology Summary 

All four chapters share a commitment to mixed-methods research, which 

incorporates both quantitative and qualitative forms of data to offer a 

comprehensive perspective on the issues under study. This methodological 

framework allows for the nuanced exploration of various aspects of virtual reality 

(VR) in educational settings. 

2.2.1 Data Collection and Variables 

Chapter 4 relies heavily on interviews and Qualtrics surveys to gather data. The 

focus is primarily on the perceptions and experiences of educators in the context 

of educational technology. The variables examined include attitudes, level of use, 

and perceived benefits or drawbacks of educational technology. 

Chapter 5 builds on this foundation by introducing gameplay elements. 

Specifically, participants are asked to solve tasks in LogiBot and LightBot, two 

VR educational games. The study hypothesises about the increased levels of 

engagement and interactivity offered by VR. Variables of interest include task 

completion time, level of engagement, and accuracy of solutions. 
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Chapter 6 maintains the focus on VR but transitions to a specific tool named 

VERITAS designed for mind mapping. While it retains the mixed-methods 

approach, it dives deeper into the realm of usability and learnability. Variables 

here expand to include ease of use and user satisfaction, adding an additional 

layer of complexity to the research. 

Chapter 7 focuses on user behaviour within the VERITAS tool, recording 

interactions and applying thematic analysis to observed behaviours. Quantitative 

variables like task completion time and precision are juxtaposed with qualitative 

variables such as observed and nonverbal behaviour. 

2.2.2 Contributions to Subsequent Research 

Chapter 4 ‘Opportunities and Challenges for VR within Education', embarks on 

a detailed exploration the conceptualisation of VR resources and world building, 

educational benefits, engagement, educators’ perception, and multi-modal 

learning in VR. The primary aim of this chapter is to serve as a foundational 

layer, exploring the wider theme of technology in education. This sets the stage 

for a more focused inquiry into VR, which is undertaken in chapter 5, employing 

questionnaires and interviews of current educators. The findings and insights 

gleaned here are pivotal, as they lay the groundwork for the subsequent 

investigations in Chapter 5. 

Building on this foundation, Chapter 5 ‘LOGIBOT: Engagement Through Virtual 

Reality’, details an artifact designed to teach programming concepts and logical 

thinking through an interactive VR application. This chapter explores the use of 

pseudo-physical interactions with tangible objects in VR to promote engagement 

and compares LogiBot with a similar desktop PC-based application, LightBot, to 

determine any measurable or perceived benefits in terms of engagement within 

VR compared to traditional platforms. This chapter is designed to extend and 

elaborate on the findings of Chapter 4, with an objective to evaluate the 

effectiveness of the LogiBot VR application in promoting engagement and 

developing computational thinking skills, using a mixed-methods approach that 

includes both quantitative and qualitative measures for data collection and 

analysis. The methodology adopted in Chapter is intricately linked to and 
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informed by the outcomes of Chapter 4, ensuring a cohesive and comprehensive 

narrative. While Chapter 4 focuses on leveraging VR to teach programming 

concepts and logical thinking through an interactive and compare its effectiveness 

against traditional platforms, Chapter 5 extends this exploration by examining 

whether low-cost VR devices can support complex interactions for activities like 

mind mapping, which involves surveying interaction paradigms and methods 

applicable to VR. Both chapters collectively contribute to understanding the 

effectiveness and applicability of VR in educational contexts, particularly in terms 

of engagement and the capability of VR technology to facilitate complex 

educational interactions. 

Chapter 6 builds upon the previous papers by providing depth in the form of a 

specific application—VERITAS. It also broadens the inquiry by introducing the 

concept of paragogy or peer-based learning. By focusing on usability, it serves as 

a natural segue into Chapter 7. 

Chapter 7 complements and completes the research arc by taking the usability 

and learnability questions of chapter 6 and further dissecting them through a 

thematic analysis of user behaviour. It offers a granular understanding of how 

users interact with educational VR tools, bringing the research full circle. 

In summary, each paper successively builds upon the work of the previous papers, 

starting from a broad inquiry into technology in education and funnelling down 

to a detailed exploration of specific aspects of VR for educational purposes. This 

forms a cohesive research narrative that is both broad in scope and deep in focus. 

2.2.3 Methodology Comparison by Chapter 

Table 1 Methodology Comparison 

Criteria Chapter 4 Chapter 5 Chapter 6 Chapter 7 

Data Collection Semi structured 

interviews and 

researcher created 

survey (Qualtrics) 

Quantitatitve analysis 

of gameplay in 

LightBot and LogiBot 

and Qualitative 

(thoughts and 

experiences) through 

Quantitative data on 

task completion 

times, error rates and 

accuracy.  Qualitive 

surveys for simulator 

sickness and usability 

Observations of user 

behaviour within 

VERITAS resulting in 

quantitative and 

qualitative data.  Re-

analysis of data 
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Criteria Chapter 4 Chapter 5 Chapter 6 Chapter 7 

a survey (user 

engagement survey) 

and semi structured 

interviews. 

survey (User 

Experience 

questionnaire) 

collected in chapter 6 

through a different 

lens. 

Participant 

Selection 

Educators using 

technology.  

Participant 

recruitment though 

researchers existing 

professional network 

and Discord 

channels. 

Participants over 18 

years of age were 

recruited from current 

students and alumni 

of Lancaster 

University through 

email invitation. 

Participants over 18 

years of age were 

selected from 

Lancaster University 

and Blackpool and 

the Fylde College by 

way of an open email 

invitation. Participants 

did not require prior 

experience of virtual 

reality and there were 

no stipulated 

exclusions criteria 

that would prevent 

potential participants 

taking part in the 

study. 

As per chapter 6. 

Sample Size 61 survey 

respondents, 5 

interviewees 

10 participants 24 participants 24 participants 

Study type Mixed methods  Mixed methods Mixed methods Mixed methods 

Analysis Tools Qualtrics, Excel, IBM 

SPSS 26 

Excel and IBM SPSS 

26 

Excel, inbuilt Excel 

file provided with the 

User Experience 

Questionnaire and 

IBM SPSS 26 

Interview 

transcription through 

Otter.ai, thematic 

Analysis through 

Atlas.ti, Excel, inbuilt 

Excel file provided 

with the User 

Experience 

Questionnaire and 

IBM SPSS 26 
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Criteria Chapter 4 Chapter 5 Chapter 6 Chapter 7 

Variables Measured Demographics, 

teaching experience, 

subjects, teaching 

level, attitudes to 

resources creation, 

opinions on the use 

of VR in education.  

For and exhaustive 

list of questions 

asked please see 

appendix B.1 

Questionnaire (user 

engagement survey – 

see appendix B2), 

user behaviour and 

free form interview 

responses (attitudes 

towards the 

application) via semi-

structured interviews. 

Controller 

interactions, tile 

metrics (movement, 

rotation, size), task 

completion times, 

questionnaires 

(simulator sickness 

questionnaire and 

user experience 

questionnaire – see 

appendix B3 and B4),  

As per chapter 6 plus 

observed behaviour 

(first link / group 

creation times) within 

the application. 

Pilot Study To ensure the 

relevance and 

appropriateness of 

the interview 

questions, a pilot 

study was conducted. 

This helped in 

refining the questions 

and making them 

more suitable for the 

research objectives. 

Yes – ensured the 

core functionality 

existed for a usable 

application. 

Yes – ensured the 

core functionality 

existed for a usable 

application. 

As per chapter 6 

Triangulation To validate and 

enhance the 

trustworthiness of the 

results, the data 

obtained from semi-

structured interviews 

were triangulated with 

data collected from 

other methods, such 

as surveys and 

document analysis.  

Limited triangulation, 

main through 

associating and 

interpreting the User 

Engagement Surveys 

against interview 

response and 

researcher 

observations. 

To validate and 

ensure the 

trustworthiness of the 

results, the data 

acquired through 

semi-structured 

interviews was 

triangulated with data 

collected via other 

approaches, such as 

surveys and 

document analysis. 

This cross-checking 

of data from different 

sources helps to 

confirm findings and 

reduce the impact of 

any single source's 

biases. 

Triangulation formed 

the essence of this 

study through 

observation and 

thematic analysis of 

user behaviours 

resulting in the 

identification distinct 

strategies in building 

mind maps. 
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Criteria Chapter 4 Chapter 5 Chapter 6 Chapter 7 

Bias Mitigation Acknowledgment of 

the possibility of 

biases like 

researcher's own 

bias, which may 

influence the direction 

of the discussion, and 

social desirability 

bias, where 

participants might 

provide answers they 

think are expected 

rather than genuine 

ones.  

The interviewers 

underwent 

appropriate training 

and practiced 

exercises to develop 

their expertise in 

qualitative research 

methodologies. This 

training included 

developing the ability 

to build rapport with 

participants, which is 

crucial for obtaining 

genuine and 

unbiased responses. 

Triangulation helps in 

cross-verifying the 

data and reducing the 

impact of any single 

source of bias. 

Bias was mitigated 

through a mixed-

methods approach, 

integrating both 

quantitative (task 

completion time and 

accuracy) and 

qualitative 

(questionnaires and 

interviews) data. This 

strategy provided an 

understanding of 

LOGIBOT's 

effectiveness in VR 

education by 

balancing objective 

metrics with 

subjective user 

experiences. 

The main primary 

data collection 

method, the User 

Experience 

Questionnaire, 

includes several bias 

mitigation strategies . 

This includes using 

neutral wording to 

avoid leading 

responses, providing 

diverse response 

options like Likert 

scales for nuanced 

feedback, and 

ensuring anonymity 

and confidentiality to 

encourage honesty. 

Additionally, clear 

and concise 

questions grouped by 

topics prevents 

confusion and mixed 

responses, thus 

gathering more 

accurate and 

unbiased data. 

As per chapter 6 plus 

utilising more than 

one coder to analyse 

the videos. This 

helped mitigate 

individual biases. 

A detailed and 

standardised coding 

scheme with well-

defined categories 

reduced ambiguity 

and subjective 

interpretation. 

Regular meetings 

between coders 

discussed and 

aligned their coding 

decisions which 

helped maintain 

consistency and 

address any 

emerging biases. 

 
 

Reliability Measures Inter-coder reliability 

was used to identify 

the level of 

agreement between 

different coders>  

This was used to 

identify and correct 

inconsistencies. 

The primary data 

collection method in 

the study, the User 

Engagement Survey, 

used reliability 

measures like 

interitem correlations 

and Cronbach's 

The reliability of the 

User Experience 

Questionnaire is 

mainly assessed 

using Cronbach’s 

Alpha. Significant 

correlations between 

UEQ scales like 

Inter-coder reliability 

was used to identify 

the level of 

agreement between 

different coders>  

This was used to 

identify and correct 

inconsistencies. 
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Criteria Chapter 4 Chapter 5 Chapter 6 Chapter 7 

Alpha to ensure 

subscale reliability 

and consistency. 

Exploratory Factor 

Analysis (EFA) 

further refined the 

survey, identifying 

key factors like 

Focused Attention 

and Perceived 

Usability. This 

process, which 

included eliminating 

redundant items, 

resulted in a valid and 

reliable tool for 

assessing user 

engagement in online 

shopping. 

Perspicuity, 

Efficiency, and 

Dependability with 

task completion 

times, suggesting 

their effectiveness in 

measuring user 

experience. 

Additionally, 

comparisons with the 

AttrakDiff2 

questionnaire validate 

the reliability of UEQ 

scales. Most 

subscales exceed the 

0.7 threshold for 

Cronbach's Alpha, 

indicating a high level 

of reliability for the 

English version of the 

questionnaire.  

Language Conducted in English Conducted in English Conducted in English Conducted in English 

2.2.4 Ethics 

The ethical approach for the studies in the thesis were aligned with the guidelines 

set by the FST Research Ethics Committee (FSTREC) at Lancaster University 

[200]. The process involved submitting an ethics application to FSTREC, 

particularly when the research included human participants, involved potential 

ethical risk factors, and was not reviewed externally. The application needed to 

be in accordance with the university's guidance, considering ethical considerations 

during the pandemic. 

The purpose of obtaining ethics approval was to ensure participant, researcher, 

and public safety and wellbeing, maintaining Lancaster University's reputation 

for impactful and ethical research. The process involved submitting applications 

through the Research Ethics Application Management System (REAMS), 

undergoing a review process that could include amendments and re-reviews until 

final approval was granted. 
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The ethical review aimed not only at methodological assessment but also at 

ensuring ethical integrity in research design, data storage, and participant 

interaction. The emphasis was on safeguarding participants' safety and wellbeing, 

considering the impact of participation, and maintaining transparency and 

accountability in the research process. 

This statement confirms that all studies within this thesis obtained ethical 

approval, ensuring an approach that was comprehensive, adhering to institutional 

guidelines, and focused on ensuring the integrity and ethical soundness of the 

research conducted.  The approvals were made under submissions FST18098 and 

FST19169 for Chapter 4 and Chapters 6 and 7 respectively and the Master 

Coursework for Chapter 5 (this study was in concert with Lancaster University 

Computer Science Master students) for which the ethics approval form was 

submitted to Moodle as part of the coursework submission with Dr. Abhijit 

Karnik and Dr. Stephen Houben.  An example participant information sheet is 

provided in appendix D.1.2 

  

 
2 2 Chapter 5 was conducted in concert with SCC.402 Masters Students at Lnacaster University 

as part of their coursework.  The author of this thesis major contributions were study design, 

literature review and results analysis.  The author also wrote the study up for publication [235].  

Appropriate attributions for this published paper have been made. 
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Chapter 3  
 
Related Work 

3.1 Education 

To address the research questions, the application domain of education and the 

research in the field of VR requires investigating. By examining the existing 

literature on education, the pedagogical approaches can be identified, including 

learning theories and instructional strategies that have proven effective in various 

educational contexts. This information helps us understand how these elements 

can be adapted or integrated with VR technology to enhance teaching and 

learning experiences. Furthermore, reviewing the literature on education allows 

us to identify any gaps or shortcomings in the current understanding of 

educational practices. This knowledge can inform the development of VR solutions 

that address these issues, thereby contributing to improved educational outcomes. 

Additionally, examining the research on VR in education provides insights into 

the challenges faced by educators and institutions in adopting this technology. 

3.1.1 Technology Enhanced Learning 

Three terms are used interchangeably throughout the literature to describe the 

process of using technology within education - eLearning, blended learning and 

TEL. eLearning generally refers to the platform, typically customised institution-

based platforms such as Moodle or Massive Open Online Courses (MOOCs). 

Blended learning is the pedagogy – i.e., how the module or course is built 

(including flipped learning). TEL appears to be the prevalent term in referring to 

the whole overarching concept [93, 124] of using technology within teaching. 

Technology enhanced learning (TEL) refers to the assistance and improvement of 

the learning process via the use of technology. This may comprise a variety of 

tools and resources, such as online learning platforms, educational software, 

virtual and augmented reality, and mobile learning applications. TEL can assist 
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make learning more interactive, engaging, and accessible for students, as well as 

support the work of educators and trainers by offering new ways to distribute 

content and evaluate learning results. 

TEL has been transformative in the education sector. A meta-analysis [157] of 

over one thousand studies found that students performed better in conditions that 

were a blend of face-to-face learning and online learning versus students that 

experienced face to face teaching only. TEL has the capacity to improve the 

student experience and promote collaborative behaviours [45, 62]. It has been 

praised for enhancing the teaching of traditional subjects and in exposing and 

preparing students for the modern technology centred workplace [74]. However, 

there are still significant barriers to its adoption and effective use by educators. 

Identifying the barriers educators face in deploying and using these TEL platforms 

is critical to widening their use. 

Technology-enhanced learning mediated through apps and games can support 

scaffolding strategies [151]. Sotiriou and Bogner [242] identified that technology 

like AR can elevate students’ interest and motivation, leading to them developing 

enhanced investigation skills while gaining topic knowledge. It can thus be inferred 

that the advantage of using technology-mediation for reflective tasks such as 

categorising, organising, differentiation and interpretation. This includes examples 

of reflective activities currently used within education like white-boarding and 

mind maps [2, 192, 271] which are also used outside classrooms in other creative 

activities. Online learning platforms such as Coursera, edX, and Khan Academy 

have enabled millions of people throughout the globe to have free access to high-

quality educational content. Studies indicate that the learning outcomes of 

students participating in MOOCs are equivalent to those of those enrolled in 

traditional in-person courses [111]. 

Emerging areas of TEL include adaptive learning systems [183] that utilise data 

and analytics to personalise students' educational experiences. By analysing 

student interactions with the system, the system can modify the teaching content 

and pace to meet the unique requirements of each student. In addition, adaptive 

learning systems often incorporate intelligent tutoring systems that employ 

artificial intelligence to provide students with individualised education and 

feedback. Another emerging area is game-based learning methods where improved 
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student engagement and motivation are also being investigated [40, 96, 187]. 

These studies establish that these systems enhance student learning outcomes, 

notably in mathematics and science. Game based learning can be utilised in 

several fields, including as coding, engineering, and reading.  

3.1.2 Computing Education 

Education in computer science has become increasingly significant in today's 

society due to the increasing impact that technology has on our lives. As a 

consequence, there is growing interest in the research of computer education, with 

the primary goals being the improvement of pedagogy, the development of 

curriculum, and the construction of effective teaching approaches. 

The creation of successful curricula and teaching materials has been a major focus 

of research in computing education [67, 227]. Developing effective curriculum 

necessitates an in-depth knowledge of both the subject content and the demands 

of the pupils. Moreover, successful teaching materials must be entertaining, 

pertinent, and correctly layered to facilitate student learning. Computing 

education research has mostly focused on techniques to enhance both the learning 

and comprehension of fundamental concepts in computer science [191]. Research 

suggests that traditional teaching methods, such as lectures, do not promote 

student learning or comprehension of concepts in computer science and are 

therefore ineffective. It has been found that active learning practises, such as 

learning through projects, learning from peers [236], and learning through 

collaboration [114], are more effective at fostering student learning and 

engagement. 

There has also been an effort towards placing a greater focus on the cultivation 

of abilities related to computational thinking [275]. The examination of data and 

the resolution of problems are both included in the computational thinking 

problem-solving strategy, which makes use of many computational tools and 

techniques. The development of computational thinking abilities helps students 

in the development of critical thinking skills and prepares them for the demands 

of a rapidly expanding technology environment. Research in this area [267] 

indicates computational thinking being tightly aligned the problem-based 

instruction from a pedagogical perspective and game design and robotics from a 
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domain perspective.  Higashi et al. [276] combine VR and robotics with 

computational thinking with results suggesting that students made further 

progress through the curriculum versus traditional approaches. 

In computing education research, the development of efficient methodologies for 

assessing students learning in computer science has also been a focus. Standard 

assessment methods, such as multiple-choice tests, are ineffective for measuring 

student learning and understanding of computer science concepts [8]. 

Performance-based assessments however, completed as coding projects, are more 

effective for evaluating students' computer science learning and comprehension 

[153]. 

As a key component of the National Curriculum in the United Kingdom, 

programming forms one of the key aims, with the ability to apply and understand 

fundamental concepts and principles including logic, algorithms and data 

representation detailed as critical components [174]. Teaching programming is a 

challenging task with syntax often being an early barrier to overcome. Teaching 

methods used to introduce programming often try to separate the syntax or 

language specific functions from more general logical reasoning. One approach to 

teaching programming to novices, particularly children, is visual, block-based 

programming languages such as Scratch [201]. Visual programming environments 

and games such as Scratch and LightBot are already well established as effective 

in teaching fundamental programming concepts [270]. Kalelioğlu and Gülbahar 

[118] identified that such tools are particularly effective in developing students’ 

confidence in problem solving tasks. In a study of robot programming techniques, 

Weintrop, Afzal and Francis et al. [270] establish that block-based programming 

enables programming novices to quickly build complex programs with no loss of 

accuracy versus traditional text-based programming. Programming environments 

leveraging a block-based model support scientific enquiry, such as three-

dimensional simulations programmed in AgentCubes [109]. This adoption of 

block-based programming is supported by the proliferation of learning spaces that 

attempt to teach programming via a block-based approach [17, 52, 143] which 

attempt to make programming accessible to a wider audience.  A specific example 

of a block based programming approach is Kodu Game Lab [246], consciously 
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designed to simplify the learning process and foster creativity and problem-solving 

skills in a fun, engaging virtual environment. 

Overall, computing education research has made substantial contributions to the 

development of effective pedagogy, curriculum design, and computer science 

education assessment. Since technology continues to play an ever-increasing role 

in our everyday lives, there is an increasing demand for high-quality computer 

education that prepares students for future industry demands. The primary 

objectives within this domain are to refine pedagogical methods, curate effective 

curricula, and construct robust teaching approaches that resonate with the 

evolving educational landscape. Particular focus is directed to enhancing the 

learning and comprehension of fundamental concepts in computer science, a 

discipline pivotal in today's tech-centric world. Traditional teaching methods, 

predominantly lecture-based, have shown limitations in fostering deep 

understanding and engagement, particularly in complex areas such as 

computational thinking. This situation underscores the necessity for innovative, 

interactive educational tools and methodologies. 

3.2 Related Pedagogy 

According to Shulman [232], pedagogy broadly refers to “the types of teaching 

that organise the fundamental ways in which future practitioners are educated for 

their new professions.” As such, pedagogy is concerned with the actual mechanics 

of teaching, including the best methods for doing so and defining best practise, 

such as values, attitudes, and beliefs. 

It is initially beneficial to recognise historical and contemporary learning theories 

and their related methodologies in order to identify factors that influence learning 

and their effect on the achievement of learners. Petty [193] describes a variety of 

learning theories that can be categorised into four fundamental paradigms: social, 

constructivist/cognitivist, behaviourist, and humanistic. According to Petty, 

there are numerous similarities between the ideas, but they also take completely 

diverse approaches. Depending on the circumstances, one theory may be more 

applicable than another, or a combination of ideas may be effective. It is useful 

to examine each theory in further depth to identify its optimal application. 
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3.2.1 Cognitive Development 

Piaget (cited in Morra et al. [168]) considered that cognitive growth occurs in a 

sequence of stages connected by competence, giving rise to the idea of cognitive 

development. Experience gives learners their first understanding, and new 

experiences and analysing the differences between the old and the new experiences 

help them gain greater understanding. Morra et al. continue by stating that Piaget 

himself was aware of the limits of his theories, including the fact that they were 

based on his own three children and other subjects with similar educational 

backgrounds. According to Santrock [218], Piaget also had a propensity to 

underestimate children's capacities when, in fact, current theory says they are 

much more capable. For instance, they have the capacity to adopt another 

person's perspective which went unconsidered by Piaget. The process of storing 

information in memory and retrieving it as needed is comparable to an HCI 

(Human Computer Interaction) theory called Nielsen's 10 Heuristics of Interface 

Design. One of these heuristics, according to Nielsen, is recognition rather than 

recall, which means that by making options or actions accessible and reducing the 

user's memory load, the user need not explicitly remember what they need to 

perform. Thus, the action they adopt is logical. Piaget's schemas can be used to 

impact teaching in the same way that this heuristic can be used to enhance the 

design of applications. For instance, establishing a profile from a learner's former 

academic journey enables the teacher to preserve a learner's cognitive process. In 

professional practice, educators strive to tie classes to learners' talents and 

interests so that their experiences are expanded upon and their behaviour, such 

as in programming, becomes intuitive. Petty [193] states that a crucial component 

of the cognitive approach, building on these prior experiences, also enhances 

student engagement. The fact that Piaget's theories are primarily focused on 

children's learning and that they predate the idea of paragogy is one of their key 

disadvantages. Therefore, the term ‘neo-Piagetian’ was coined to describe a branch 

of research that drew on Piaget's work and specifically examined adult learning 

and how Piaget's theory of cognitive development may be applied to it. 

When considering the incorporation of VR with education, the theoretical 

frameworks employed are typically based on Piaget's understanding of the 
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development of learning and instruction [63]. For illustration, instruction uses VR 

as a form of technology, and students are responsible for their own use of the 

technology within the context of an environment in which they struggle with 

concepts independently and do so within a constructivist framework. According 

to Piaget's theories [194, 195] children need to interact with physical 

characteristics in a self-directed setting that allows them to feel the struggle of 

sorting and storing difficult information at their own pace. This is necessary for 

students to be able to go through the learning process. Students are given the 

opportunity to establish their own methods for comprehending the new 

information using this framework. Because it gives students some measure of 

control over their own education, this method of instruction is extremely effective. 

Using a sandbox structure is by far the most prevalent way to combine Piagetian 

theories with VR [199]. As an illustration, students first receive a traditional 

lecture on the physics principles in a setting that does not employ VR technology. 

After students have completed the lecture, they are given the opportunity to 

interact with a VR sandbox that has been preconfigured to represent the topics. 

This educational technique is an example of a Piagetian theory because students 

are permitted to independently explore physics principles in a VR environment 

without the requirement for mathematical computations. This is because students 

are given the opportunity to work independently through the curriculum, allowing 

them to develop their own understanding. 

3.2.2 Blooms Taxonomy and Learning Styles 

Bloom's Taxonomy is a framework that was created to categorise educational 

objectives in terms of explicit and implicit cognitive skills and abilities. The 

framework consists of six categories, each of which is harder to achieve than the 

last and builds on the prior in a cumulative structure. Since the framework was 

first created in 1956, there have been several developments in linked educational 

and psychological sectors. Bloom's Taxonomy was amended in 2001 by Anderson 

and Kratwohl [10]. Since most contemporary research refers to the new version of 

Bloom's Taxonomy rather than the original, this revised form will be further 

examined in this section. The biggest benefit of using the new version, according 

to Forehand [81], is the seemingly insignificant but yet significant change of 
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category names from nouns to verbs. The terminology modification reinforces the 

focus on presenting Bloom's Taxonomy for usage by a much wider audience than 

that which was originally intended in the first version. The six modified categories, 

according to Anderson and Kratwhol, are remembering, understanding, applying, 

analysing, evaluating, and creating. They correspondingly replace the categories 

of knowledge, comprehension, application, analysis, synthesis and evaluation (see 

figure 3.1). 

Forehand [81] and Anderson and Kratwohl [10] identify remembering as the 

process of retrieval, recognition, and recall of pertinent knowledge from long term 

memory when describing these categories. Understanding, according to Forehand, 

is the process of creating meaning from a variety of sources, including oral, 

written, and graphical material, by using techniques including summarising, 

interpreting, inferring, and classifying. Applying is the act of carrying out a 

technique, while analysing is the process of breaking down information into its 

component pieces and figuring out how those parts relate to one another and to 

a larger structure or story. Finally, Forehand defines the final category of creating 

as synthesising a thought or coherent argument based on previously identified co-

joined elements or producing something new by restructuring elements via 

generation, preparation, and production. Evaluating is the method of making 

judgments using a set of standards and criteria combined with validation and 

critical thinking. 

Every one of us learns through a wide variety of distinct processes, and the 

particular strategies that are the most successful for us are very variable from 

person to person. In their classification scheme for interactive computer-aided 

software, Montgomery and Fogler [167] noted that in addition to using Bloom's 
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Taxonomy to identify skills to be practised, it is vital to determine the most 

effective ways to instruct the pupils, taking into account the students' unique 

learning styles. Numerous researchers [76, 130, 244, 260] have investigated these 

various learning styles and established classification systems for the purpose of 

determining the preferred learning and teaching methods of individual students 

as well as educators. These classification schemes can be found in a variety of 

academic journals. For example, Felder and Silverman [77] devised a classification 

scheme that measures the preferred learning styles of students along five different 

scales or dimensions. They also came to the conclusion that the preferred teaching 

method of the majority of engineering faculty in general does not align with the 

optimal learning method of the majority of engineering students. This is because 

in general engineering students learn most effectively via processes that are 

sensory, visual, inductive, and active, whereas the majority of lectures tend to be 

intuitive, verbal, deductive, and passive in nature. A more in-depth discussion of 

how Felder and Silverman's learning styles and Bloom's Taxonomy can be utilised 

 

Figure 3.1 Blooms revised taxonomy. 



 
 
Related Work  3.2. Related Pedagogy 

Rob Sims - January 2024   37 

in conjunction with one another to influence the development of instructional 

software in Montgomery and Fogler's article.   

Outside the research community, educators often subscribe to the myth that a 

learner has an immotile preferred learning style and only teaching by accounting 

for that style will achieve good outcomes.  This myth has long since been 

debunked across various literature [33, 83, 84, 172], with the common consensus 

now being that learners respond better to different styles at different stages in 

their learning journey, often in the same session.  This newer understanding 

promotes the concept of multi-modal delivery that accounts for multiple learning 

styles.  VR is ideally placed to not only leverage multi-modal teaching that builds 

upon our understanding of Bloom’s Taxonomy and learning styles but to also 

push our understating further and question and refine our current approaches. 

3.2.3 Scaffolding 

The term scaffolding refers to a process that, according to Wood et al. [277], 

allows an inexperienced student to solve a problem or complete an activity that 

is beyond their present ability level. Shepard [228] defines scaffolding as the 

support provided by educators’ during problem-solving in the form of reminders, 

tips, and encouragement to ensure that a activity is completed successfully. 

Scaffolding can be used to ensure that a task is successfully completed. The gap 

between a student's present talents and his or her potential growth that could 

occur with scaffolding is explained by the term ‘zone of proximal development’ 
[265]. The zone proximal development (ZPD) is defined by Roth and Jornet [207] 

as the difference between what a student can achieve on their own without aid 

and what they can achieve with guidance, either from a teacher or through peer 

cooperation. Vygotsky [265], a psychologist, proposed the idea, and he usually 

agreed that it was advantageous to offer tasks that fall within a learner's ZPD 

that would promote their particular learning. This is in line with the flipped 

classroom principle, where a teacher can focus on providing resources to the 

students who need more individualised attention and make use of the collaborative 

work time that has been freed up during class. 

Therefore, scaffolding refers to the assistance and direction provided by teachers 

or other educators to help pupils acquire new skills or concepts. The objective of 
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scaffolding is to offer students with the necessary support to develop their 

comprehension and independence, while progressively reducing the amount of 

support as they become proficient. 

The literature shows that scaffolding can take numerous shapes, including: 

• Modelling: A teacher shows a topic or concept to students by breaking it 

down into manageable steps. 

• Guided Practice: Students are given the opportunity to apply new skills or 

concepts independently, with the teacher offering support and direction as 

necessary. 

• Feedback: The teacher provides students with thorough and precise 

comments on their work, enabling them to discover areas for development 

and establish learning objectives for the future. 

• Collaborative Learning: Students collaborate in small groups to complete 

assignments or solve problems, with the teacher offering help and direction 

as necessary. 

Scaffolding is thus a crucial component of the teaching and learning process 

because it ensures that students may build on their existing knowledge and 

abilities to attain their maximum potential. It is also crucial to highlight that 

scaffolding may be utilised to support students of varying ages and ability levels 

in any learning situation, not just the classroom. 

It is possible to have static or dynamic scaffolding [230, 278]. Static scaffolding is 

scaffolding that does not change while education is taking place, whereas dynamic 

scaffolding is scaffolding that changes via the use of personalisation techniques in 

order to be matched to the capabilities or requirements of the pupils. Research 

has demonstrated that adaptive scaffolding shows a beneficial impact on the 

learning outcomes of students when it is implemented in games [212], intelligent 

tutoring systems [247], and other e-learning applications [278]. Chen et al. [43] 

designed a portable bird-watching apparatus that features a mechanism that 

resembles scaffolding. The mechanism of the scaffolding can be altered to provide 

varying degrees of support for each individual learner. An outdoor activity for 
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bird viewing served as the testing ground for the programme, and the researchers 

concluded that using the application assisted students in improving their learning 

outcomes over using a guidebook. Conversely, other research has shown  static 

scaffolding is successful in improving the learning outcomes of students by 

utilising it in concert with procedural scaffolding [106] or learning second language 

vocabulary [141]. 

In respect of VR, scaffolding mechanisms have been shown to have a positive and 

significant effect on the learning outcomes of students by a large body of research, 

and more recent studies have shown that computer-mediated scaffolding is more 

successful than lecturer-based scaffolding [65] to a greater degree.  

3.2.4 Reflective Tasks and Inquiry-based Learning 

Inquiry-based learning, a form of active learning [190], is a pedagogical approach 

that can be applied across domains and topics. Inquiry-based learning aims to 

trigger the advanced cognitive processes of application and analysis. Inquiry-based 

learning is key to stimulating students’ desire to learn [125] through interest [266] 

or active engagement in a cognitive activity [221], such as mind mapping, due to 

situational interest [145]. Scaffolding is one of the key strategies for effective 

inquiry based learning [50, 214]. Inquiry-based learning relies on interest [145] or 

active engagement in a cognitive exercise. Situational interest arises from the 

appeal of the actual activity to the learner rather than their predisposition 

towards the topic [145, 221]. Interest plays a core part in regulating our emotional 

engagement in undertaking a task [220], what we choose to learn [266], and the 

efficacy of learning that information [22]. Situational interest arises from the 

appeal of the actual activity to the learner rather than their predisposition 

towards the topic [145, 221]. When designing educational tools, situational interest 

is a core consideration as it also develops personal interest for learners and is 

beneficial to positively enhancing learning [101]. Designers of educational tools 

can exploit situational interest to develop personal interest for learners and 

enhance learning. The challenge is how to exploit situational interest in 

technology-based applications while simultaneously providing a scaffolding tool 

that assists the inquiry process for students and the overall learning experience. 

Scaffolded inquiry-based learning allows learners to discover information semi-

independently of the teacher and/or classroom. The learners present the 
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discovered information, by way of modelling outcomes and through think-aloud 

activities. Finally, they reflect on the pieces of new information or what they have 

learnt.  

Inquiry based learning forms one of many innovative modern approaches to 

learning. Kirschner et al. [125] state that inquiry based learning is stimulates a 

students’ desire to learn more, discover information semi-independently of the 

teacher and/or classroom, develop the ability to construct ways of presenting 

discovered information and finally a way to reflect on the effectiveness of 

discovering and presenting new information. To make this minimally guided 

learning strategy effective, sound scaffolding strategies need to be implemented 

[50, 90, 112, 215, 257]. Scaffolding allows learners to engage in tasks that otherwise 

might be too complex for them to manage given their current abilities. Examples 

of scaffolding include undertaking reflective tasks, such as mind mapping, 

diagramming or diary keeping and using technology-based solutions, such as 

applications and constructing websites to display information. 

VR as a relatively new technology can leverage inquiry-based learning to improve 

educational outcomes beyond the usual scope of topic specific simulations, i.e., it 

is well placed to exploit topic agnostic approaches.  In the context of education, 

‘topic agnosticism' refers to an approach where the teaching methodology or 

learning platform is designed to be independent of any specific subject or topic. 

This means that the approach or platform can be applied across various disciplines 

and content areas without needing significant modifications. Topic agnosticism is 

advantageous because it permits the creation of flexible, adaptive, and reusable 

teaching and learning materials. Instructors may use the same techniques or 

resources to teach a variety of disciplines, hence enhancing the efficiency and cost-

effectiveness of the educational process. 

In Kolb's [130] model of experiential learning, VR may serve as a suitable stand-

in for the actual experiences that are traditionally required [42, 132, 213]. In 

addition, a number of studies have led academics to the conclusion that it is 

important to incorporate technology within inquiry-based learning, and they 

advise using technology-supported educational experiences for inquiry-based 

teaching [16, 69, 122, 123] 
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3.2.5 Collaborative Learning and Paragogy 

Research has shown that student learning can be improved by the usage of 

collaborative activities [149, 150]. Thus, researchers recognise that the social 

context in which the processes of knowledge building takes place has an effect on 

the outcomes of educational activities. Students get the opportunity to 

communicate their own ideas and understanding when they participate in 

collaborative learning tasks, which is one of the reasons why collaboration has 

positive impacts.  

Students given the opportunity to articulate and investigate their own theories 

and ideas through the use of inquiry-based learning activities in a collaborative 

setting demonstrate improved agency [248] . Students are required to make a 

number of decisions throughout the course of inquiry-based learning, such as 

which propositions to test and which variables to alter. Within the context of 

collaborative inquiry-based learning, students are encouraged to discuss their 

plans and ideas with the person with whom they are paired. This implies that 

when students work together on a project, they need to ‘externalise’ their ideas. 

This means that they need to offer their partner justifications and explanations 

so that their collaborator can comprehend and evaluate their plans and ideas 

[254]. It is believed that encouraging students to externalise their thoughts and 

ideas will improve their perception of errors and contradictions in their own 

theories or analysis, as well as inspire them to revisit their original ideas. Okada 

[180] conducted research in which they compared the inquiry-learning behaviours 

of individual students to those of dyads of students within the context of a 

molecular biology classroom. They concluded that dyads explored more potential 

alternate hypotheses and carried out more insightful trials compared to 

individuals. The learning partner's inquiry or remark would frequently serve as 

the impetus for the development of an alternative hypothesis. Students need to 

be able to identify information that is inconsistent in order to reap the benefits of 

teamwork, and they must have access to the information, knowledge, and skills 

necessary to resolve the inconsistency [88, 263]. 

Paragogy describes peer-to-peer learning where students provide a supportive 

structure for each other to learn and grow [53]. It is a heutagogical method of 

learning that builds on the idea that the learner is the initiator and main agent 
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of acquiring knowledge [97]. This places paragogy in an ideal position when 

considering remote and independent learning activities. It is a branch of 

collaborative learning in which students work together to accomplish a common 

objective or learning outcome. It characterises the collaborative creation of 

information, skills, and understanding by peers. The following are characteristics 

of paragogy: 

• Collaborative: Paragogy is a collaborative method of learning in which 

students work together to accomplish a common objective or learning 

outcome. 

• Self-directed: In paragogy, pupils choose and pursue their own learning 

objectives. 

• Social: Paragogy is a social learning method in which students learn via 

connection and participation with others. 

• Peer-to-peer: Paragogy is a peer-to-peer method of education in which 

students learn with and from their peers. 

Paragogy is applicable in a range of contexts, including schools, online 

communities, and workplaces. It may be used to enhance learning across a wide 

range of topic areas and ability levels, and it can be an effective means of 

promoting student-centred and self-directed learning. 

Researchers have explored paragogy through tutor-led activities, Learning 

Management Systems (LMS) [268] and mediated through VR [1]. In such systems, 

the tutor establishes the thematic organisation of the learning content and 

identifies the activities which require students to engage in paragogy. 

Collaboration has been studied extensively for its benefits of improving cognitive 

abilities, skill attainment and the transfer of knowledge to peers in education 

[274]. Plass et al. [197] demonstrated that collaborative learning games promote 

situational interest and a desire to repeat learning exercises. Collaboration in peer 

learning enables peer feedback in absence of teacher participation [72] and 

enhances students’ exposure to unexplored strategies, solutions and points of view 

[158]. There is evidence to suggest that technology which mediates connections 

between peers [99], through collaborative virtual learning environments, allows 
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students to connect and share information in ways that are not possible in real 

life [135].  

Experience with LMSs suggests that the structuring of learning content and 

activities is driven by the tutor or institution, with student-focused elements such 

as interaction and discussion being under utilised [239]. Unlike students, educators 

are well equipped to create scaffolding based on pedagogical principles. However, 

paragogy can manifest beyond peers simply contributing to an overall product 

(e.g., a presentation or other educational artifact). Paragogical activities, which 

occur outside of the planned learning, can also occur during periods of self-study. 

While some learners may be highly motivated, they often lack the tools and 

understanding to suitably scaffold their own learning activity within a self-study 

(or group-based study) session. The positioning of a study investigating mind-

palace techniques and paragogy through an artifact called CleVR [236] is within 

this gap where paragogy occurs outside of activities planned by the educator, and 

instead is a student-initiated activity which builds towards another activity (e.g., 

study preparations for exams). Such a tool can scaffold the learning activity 

through well-understood pedagogical approaches leaving the learner 

unencumbered to focus on the actual learning. 

3.3 Virtual Reality 

A technology that is growing in the education sector is VR. VR can be defined as 

“a medium composed of interactive computer simulations that sense the 

participant’s position and actions and replace or augment the feedback to one or 

more senses, giving the feeling of being mentally immersed or present in the 

simulation (a virtual world)” [229]. 

The pace at which technological advancements in the realm of VR are taking 

place is unprecedented. New research, presentations and conference 

demonstrations of the various systems and applications used within VR appear 

multiple times each week.  Nevertheless, it is worth exploring the origins of VR 

in order that its future direction may be anticipated. 
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3.3.1 Origins 

Sutherland [249] presented his vision of a display mimicking the real world in all 

its senses fifty years ago. The concept of Virtual Reality was created by Lanier in 

1987 [137] by combining the concepts of many technologies supporting sensory 

stimulation. Sutherland's vision was realised not only because technology and 

algorithms were developed but also because a hype was created. Initial commercial 

systems based around gaming applications attempted to capitalise on this nascent 

market opportunity. Two notable examples were the Virtuality system based on 

Amiga hardware and Sega VR on the Mega Drive hardware, two of the most 

powerful systems available at the time. Researchers saw the potential despite the 

initial euphoria and continued to pursue it despite its collapse after a few years 

due to hardware failing to match or keep up with user expectations. ACM VRST 

and IEEE VR conferences and journals such as Presence have regularly published 

accomplishments and new insights in this space.  

Almost twenty-five years after the initial wave of VR, a Kickstarter campaign 

launched in 2012 by the name of Oculus Rift [179].  This was the primary catalyst 

that led to the so-called second wave of VR, which is the development effort that 

is occurring currently. However, this time around, developmental HMDs aimed at 

researchers are significantly more affordable, and the results of research conducted 

over the course of the previous twenty-five years are being re-analysed in light of 

this new technology to see if the assumptions and conclusions previously made 

are still valid and correct. Many of these new products entering the market and 

are close to Sutherland’s vision of the Ultimate Display. 

3.3.2 Virtual Reality and Interaction Design 

VR is capable of providing experiences and producing results that cannot be 

obtained in any other way. However, creating immersive applications is not always 

straightforward, and simply providing the user with an interface to achieve their 

goals is not sufficient. It is also about users interacting in a straightforward, 

pleasurable, and frustration-free manner. Despite the fact that VR systems and 

applications are highly complicated, it is the role of designers to guarantee that 

the VR application naturally explains to users how the virtual environment and 

its tools function, allowing users to accomplish their goals in a way that combines 
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to provide a graceful and pleasant experience [41]. The burgeoning area of VR 

interaction design strives to create and build effective ways for people to interact 

with virtual worlds. Some significant outcomes have been established through 

considerable study that can enhance the overall VR user experience. 

Studies have highlighted the significance of immersion in VR interface design [30, 

107]. Immersion refers to the extent to which a user feels physically present in a 

virtual world, and it is essential to a good design. The employment of techniques 

such as realistic images, intuitive user interfaces, and authentic soundscapes has 

been found to promote immersion. Bowman and McMahan [30] investigate the 

idea of immersion in VR and its influence on user experience and interaction 

design. They suggest that the level of immersion in a VR system is a significant 

aspect in determining the system's overall usefulness and success. Many factors of 

immersion, such as visual, auditory, and haptic components, as well as the sense 

of presence, which is the subjective feeling of being inside a virtual environment, 

influence the level of immersion apparent in a system. There is a connection 

between immersion and a variety of elements, including user duties, system 

capabilities, and user preferences. Bowman and McMahan argue that there is no 

universally applicable solution to the question of how much immersion is 

sufficient. Instead, they believe that the appropriate level of immersion for a VR 

application relies on its environment and objectives. For determining the proper 

level of immersion, they propose that designers carefully assess the needs of the 

targeted user population and the intended tasks. 

User-centred design has been acknowledged as a significant driver of effective VR 

interface design [281]. This methodology places the user's requirements and 

preferences at the centre of the design process. It is vital to involve users in the 

design process and perform user testing and assessments in order to create 

successful VR interaction designs that meet their demands. Moreover, user-

centred design affords application builders the opportunity to account for 

accessibility and inclusiveness to guarantee that VR experiences are useable by 

all users. 

VR interaction design research has also focused on designing for several 

interaction types, including object handling, movement, and social engagement 

[14, 32, 171]. To assist these interactions, researchers have investigated several 
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strategies, including hand tracking, haptic feedback, and avatar embodiment.  

However, there is still much progress to be made before a standardised set of 

interaction methods can be determined for VR with some deficiencies still evident. 

For example, natural hand gestures have been demonstrated within VR.  They 

have not however found to be more effective than conventional input devices such 

as a keyboard and mouse for manipulating objects, although they may be more 

intuitive [142].   

Early research [103] identified that users have difficulty understanding three-

dimensional space. Interaction recommendations from these early studies included 

using ray casting for target acquisition coupled with a ‘silk cursor’ to provide 

feedback and context to the user [286]. Further research [261] identified design 

strategies to allow users to estimate size and distance within virtual worlds by 

way of providing landmarks and reference objects that act as visual clues. With 

the recent advances in virtual reality hardware in terms of both headsets and 

controllers, recent research has centred on implementing real word interactions 

within the virtual world [134, 155, 171]. However, there’s an inherent risk that 

the designed interaction can end up being worse than low fidelity interactions 

[156]. The balance between implementing natural, low fidelity and metaphorical 

interactions is an important factor in the user experience associated with VR 

application design.  

A peculiar interaction challenge for VR interaction is the issue that it is often 

difficult to perceive depth within without visual clues, despite the stereoscopic 

nature of VR.  There is also the question of accessibility for those that suffer from 

lazy eye (amblyopia) which negatively impacts depth perception.  Some research 

has been done to address this issue. Teather and Stuerzlinger [255] compared the 

performance of one-eyed and stereo cursors when pointing at 3D target projection. 

They found that in terms of accuracy, stereo cursors performed much better than 

one-eyed cursors for target selection, yet there was no significant difference in 

response time. This confirms that stereo cursors provide greater depth 

information, enabling more precise aiming. Another interesting finding in this 

study was that participants were also able to point with more precision when the 

cursor was situated at the fingertip as opposed to the base. 
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Related to depth perception is designing interactions that allow for the selection 

of occluded objects with 3D environments. A study by Yu et al. [284] looked at 

the development and evaluation of a new technique called Depth Ray for selecting 

fully-occluded targets in VR. The Depth Ray method combines ray casting with 

depth adjustment, which enables users to reach and select occluded targets 

without moving around the virtual environment. This is especially useful for 

situations where the user's physical movement is limited, such as in restricted 

classroom settings that dictate the need for seated experiences or students with 

limited mobility. 

Feedback is another important consideration within interaction design for virtual 

environments. Haptic feedback for hand motions [14, 22] can assist in immersion 

but requires special hardware. Immersion can be also enhanced by audio cues in 

digital experiences [71]. Sound plays a critical role in providing essential feedback 

to the user, such as providing warnings, indicating errors or confirmation of user 

actions [116, 117, 184] and sound quality has greater effect than image quality on 

presence [56]. Low-cost commercial VR headsets generally lack high-fidelity haptic 

feedback controllers but support higher quality sound. With VERTIAS, a decision 

was made to exploit audio feedback to augment visual feedback for specific 

notifications during interaction. 

Researchers have noted the necessity of addressing possible negative consequences 

of VR interaction design, including cybersickness, discomfort, sensory overload 

and even how users exit the VR experience [127]. These impacts can be mitigated 

by minimising latency, maximising frame rates, and building comfortable and 

adaptable headgear. The most common physiological issue with VR is simulator 

sickness resulting from visually induced motion. Hettinger et al. [100] identified 

that vection and motion sickness occur at the same time and further studies have 

shown strong links between both [47, 134, 245]. Vection is even more pronounced 

in VR systems that only employ 3DoF (Degrees of Freedom) versus a 6DoF 

through their hardware. 

To conclude, the primary research outputs for VR interaction design stress 

immersion, user-centred design, planning for multiple types of interactions, and 

addressing any negative consequences as key considerations. As VR technology 
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continues to grow, further research is required to enhance the user experience and 

develop designs that meet the demands of users. 

3.3.3 VR Within Education 

VR adoption has been explored in various fields, including applications in the 

tourism [26, 68, 258], gaming [110], firefighting [272], the legal profession [283] 

and construction management [4]. Over the last 20 years, VR has seen a rapid 

advancement in both technology and application development. The 

miniaturisation of components has also seen the need for headsets being tethered 

to a PC being eliminated, further enhancing the accessibility of the technology to 

educational institutions.  

VR is well-established as an educational tool throughout a broad range of fields. 

These tools operate as a custom environment and require interactions to simulate 

real-world tasks. For example, VR educational tools in the medical field allow 

clinical protocols to be simulated, practiced [95] and assessed [73] risk-free, thus 

enhancing student learning. Similar results are observed in engineering by 

Kaufmann et al. [121], where students found the Construct3D tool easy and quick 

to learn and appreciated the tool’s ability to let them experiment with their ideas. 

There are demonstrable advantages of supporting reflection to explore a 

specialised topic but limited to an environment similar to where the knowledge 

would be applied. 

Technology-enhanced education focuses on scaffolding student’s engagement in 

the subject through attention and immersion [170, 226]. VR enhances attention 

[177], increases motivation [86] and inspires self-directed discovery [105] through 

different interactive applications like virtual proxies of learning locations [203] and 

learning tools [28]. For a practical approach to pedagogy in VR, media and 

resources play an important part in the learning process of the users. 

Considerations need to be made when designing interactive elements catered for 

the practice of teaching. This includes deploying reusable elements in teaching 

and passing on material for other didactic purposes [219]. 

A key strength of VR assisted learning experiences is the detailed visualisation of 

objects [240, 280]. Visualisation creates variety of stimulation which in turn 

increases memorability of experiences [173]. Systems like iScape [27] visualise the 
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semantic relationship within learning content. In VR, text can be replaced or 

augmented by videos or 3D objects that learners can watch, hear and interact 

with. Visualisation, audio and interactivity lends itself well to the different 

learning styles described within the VARK learning styles model [80]. Suitable 

design ensures learners have a multi-modal approach to learning styles. Kolb [129] 

classifies learning styles within a two-dimensional learning space, delineated by 

‘Abstract Conceptualization - Concrete Experience’ and ‘Active Experimentation 

- Reflective Observation’.  Even outdated research [42] that considers learning 

styles in the traditional sense highlight that VR is beneficial across all the 

previously conceived learning styles, inadvertently strengthening the argument for 

VR as a true multi-modal delivery method. 

Students engagement in the learning process has the potential to be significantly 

enhanced by VR [177, 185]. By allowing users to interact with objects within a 

3D space, VR offers pseudo-physical interactions [165] that contributes to a sense 

of presence in the virtual world, increasing engagement. With past low-cost 

devices such as the Oculus Go, haptic feedback and true six degrees of freedom 

movement were not possible. However, with the advent of the Meta Quest 2, this 

is now available at an entry level price point. These entry level devices extend the 

use case scenario of VR in education, with the potential for VR being included in 

an institutions flipped learning strategy [1], allowing students to learn key 

concepts away from the classroom. In applying cognitive development to a flipped 

classroom context, according to McLaughlin et al. [154], because the flipped 

classroom is student-centred, each student is expected to arrive at class with a 

foundational understanding of the ideas and material that will be covered. The 

order in which the materials are presented creates a setting where the student can 

work at their own pace and under their own direction, two traits that are common 

in adult learners [51], and frequently encourages peer-based learning (paragogy). 

Teachers then add counsel and direction to this, inspiring the students to think 

imaginatively and develop their own ideas. According to McLaughlin, this 

unfettered process of learning fosters important cognitive growth. 

A direct and well understood benefit of VR in education is the capacity for it to 

motivate learning within students. Although initially considered to be a novelty 

effect, studies [178] have demonstrated this not to be the case. Bogicevic et al. 
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[26] concluded that VR “induces higher elaboration of mental imagery about the 

experience and a stronger sense of presence”. Medical procedures, including 

intubation, laparoscopy, and eye surgery are fields where VR being used in 

training [209, 241] is strong. A study by Alhalabi et al. [7] investigated the impact 

of VR on students’ performance within an engineering discipline compared to 

traditional teaching methods. The results revealed a significant improvement in 

students' achievement and understanding of complex engineering concepts when 

VR systems were incorporated into their learning process. The researchers 

attributed this to the immersive and interactive nature of VR. This allowed 

students to visualise and manipulate 3D models, enhancing their spatial abilities 

and problem-solving skills. The study also found that students in the VR group 

were more engaged and motivated, resulting in higher retention and 

comprehension of the topic and the material therein.   In a business class, VR was 

tested as a content delivery platform, with positive results including students 

reporting greater enjoyment and interest in the learning activities [140]. 

Community learning via VR is also an active field of research. In Wako, Japan, 

citizens utilised VR to experience an immersive model of a supernova [108].   This 

study found that well-produced and engaging 3D videos in VR had a positive 

impact on both learning outcomes and interest in astronomy. The use of 

visualisations, animations, and real-world examples assisted in making abstract 

concepts accessible and relatable. The authors also identified the importance of 

using storytelling and narrative techniques to capture the viewers' attention and 

enhance their understanding of the subject matter. 

Interactive and tangible objects within VR have been shown to promote 

engagement and when coupled with existing game-based learning activities 

provide an environment where effective learning can take place [152]. While not 

a VR application, this idea was explored by Melcer and Isbister [159], finding that 

tangibles had a positive impact on interest and enjoyment of programming. Bell 

et al [20] provides a comprehensive evaluation of VR as an educational tool. They 

point out how VR also provides the opportunity to improve teaching methods 

where ’traditional’ methods may not be as effective. Based on Felder and 

Silverman’s [76] learning styles for example, they show how VR can help sensory 

learners by presenting “tangible representation of abstract concepts". 

Concurrently, falling costs of VR devices has lowered the entry barrier for the 
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adoption of these devices into classrooms and as devices in the home. Recent 

studies [52] have explored the potential and effectiveness of leveraging VR-based 

teaching, with games being more effective than simulations and virtual worlds in 

improving learning outcomes.   

Systems that use VR for programming education have been researched but are 

rare. Chandramouli et al. [39] detail teaching programming concepts to 

engineering students via a VR system. This system uses the archaic VRML97 

specification to provide limited interaction and graphics quality and targets young 

adults. A virtual 3D programming language for novice users is described by Ortega 

et al. [182]. As a practical 3D extension of Scratch, it uses a 3D-VPL environment 

to allow for creating relationships between boxes. Teaching of ordering algorithms 

is tackled by Grivokostopolou [92], however it makes assumptions that learners 

understand the concepts of sequence, iteration and bifurcation thus is not targeted 

at novices. Computational thinking is commonly encountered in robotics, which 

Witherspoon et al. [276] explore by developing a series of problems to be solved 

via a 3D virtual environment game based on previous work by Carnegie Mellon 

University and the Robomatter programming curriculum [205]. However, in 

comparison to existing desktop applications, there is a gap in understanding how 

the use of VR block-based programming games can help with understanding the 

foundational concepts of programming.  

While VR is increasingly prevalent in education, it is subject to age restrictions 

that could impact its integration into educational settings. Typically, 

manufacturers recommend that VR headsets are not used by children under the 

age of 12 or 13 (dependent on region). This recommendation is primarily due to 

concerns about the potential impact on visual development and the neurological 

effects in younger children, whose brains and visual systems are still developing. 

Additionally, there are concerns about the physical fit of VR headsets on smaller 

heads and the potential for content to be unsuitable or overwhelming for younger 

users. 

In an educational context, these age restrictions present a significant limitation, 

particularly for primary and early secondary education. Institutions catering to 

younger students may find it challenging to integrate VR into their curriculum, 

missing out on the immersive and interactive experiences that VR can offer. For 
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higher education institutions, where students are typically older than the 

recommended age limit, VR presents fewer challenges and can be a valuable tool. 

However, the disparity in access to VR technology across different educational 

levels could lead to unequal exposure to this technology, potentially affecting 

students' familiarity and comfort with VR as they progress in their education. 

3.3.4 Barriers to Adoption 

The slow adoption of VR technologies within education appears to have little to 

do with its effectiveness from a student perspective [160]. Many of the barriers 

VR faces in its adoption within education is shared by all new technology, so it 

is useful to initially review the wider literature surrounding technology adoption.  

While most research for using technology in education centres on students 

attitudes [38, 147, 273], including Human-Computer Interaction (HCI) focused 

research [5, 36, 55], there is some previous research that looks at the factors and 

issues [18, 54, 169, 225, 285] from an educators perspective. In a wide ranging 

review of these factors within an higher education setting, Senik and Broad [225] 

identify several key factors that provide barriers to technology adoption. These 

are primarily lack of interest; resistance to innovation; demands on faculty time; 

unacceptable learning methods to students; limited knowledge of technology; 

preference for traditional teaching methods; reluctance to change teaching 

approach; problems with technology itself; lack of resources; lack of intuitional 

support; lack of technical support [6, 85]; and, a culture of change resistance. 

Sangster [216] also identifies the unwillingness of some educators to experiment 

as a barrier which thus affects their desire to use technology in their practice. 

Roberts et al. [204] categorises these barriers into three distinct areas. The first is 

social, i.e., professional network, peers' conformity, and attitudes. The second is 

organisational, i.e., institutional support and infrastructure, training, and funding. 

The last is individual, i.e., willingness to change, learning new skills, and ability 

to operate out of their comfort zone. Gregory and Lodge [91] also highlight 

academic workload as a barrier.  

While the above barriers are well described in the literature, there is a distinct 

lack of consideration on how educators populate new technology with educational 

resources. There is an assumption that educators will simply transfer over and 
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adapt or modify existing resources. This is further compounded by the 

development of technologies such as VR and AR which present unique difficulties 

around the skill set required of educators to use them effectively. Typically, a VR 

world is produced using a 3D modelling application in conjunction with a software 

development environment such as Unity or Unreal. The necessary skills and 

expertise are ordinarily beyond the capabilities of the majority of educators. Not 

only is it vital to comprehend how educators build virtual worlds and generate 

and use resources, but it must also predict how they may want to use these 

environments and materials for these new technologies. This is the research void 

this thesis aims to address. 

3.4 Mind mapping and Virtual Reality 

3.4.1 Mind mapping Pedagogy 

Mind maps as an educational tool allows learners to offset difficulties commonly 

ascribed to natural limitations with working memory and its capacity. Recalling 

and managing disparate elements of information are recognised as learning tasks 

with a high cognitive load [256]. Mind maps can alleviate this cognitive load by 

allowing the learner to interact with a graphical representation of ideas and their 

relationships [58]. The learners can engage in reflective tasks that otherwise might 

be too complex for them to manage given their current abilities. Specifically, 

learners can offset difficulties commonly ascribed to natural limitations of working 

memory and its capacity [70, 282]. It also develops students intrinsic motivation 

by enabling them to understand complex topics and relationships, improving their 

sense of competency [161]. Mind mapping is well established as an effective 

pedagogical tool [282]. Mind maps are implemented as an abstraction of the 

knowledge from the environment where it is applied. Cognitively, mind maps are 

closer to how the human mind organises the information than how the information 

is applied.  

Mind maps are versatile in adapting to the available medium. The low-fidelity 

version can be a pen and paper activity, easily extended to a white-board and 

sticky notes. The information is organised in a 2D planar space with 

interconnecting links formed between related keywords. The digital form of this 

activity has been explored in the context of information organisation [19], 
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collaborative thinking [75, 144] and as a research tool to understand collaboration 

between young learners [114]. Zipp et al. [289] highlight the use of mind maps as 

opportunities for the educator to direct and shape the conversation in a classroom 

around a pre-determined set of keywords. The resulting diagrams resembling 

spider-webs are referred to as spider-diagrams. A study by Abi-El-Mona and Adb-

El-Khalick [2] found significantly higher conceptual understanding in students 

who utilised mind maps to explore scientific topics. In addition, research has 

shown that students engaged in mind mapping tasks are active participants with 

the teachers being facilitators [37], which aligns well with the aforementioned 

inquiry-based learning paradigm [15].   

For students to become knowledgeable in a field they not only need to be able to 

recall individual knowledge, but they also need to be able to gain comprehension 

of how various ideas are related and in the field as a whole. Zimmarro and Cawley 

[288] suggest that when students are asked to create a graphical representation of 

their field of study, it encourages them to apply the concepts and ideas that they 

have previously gained, either through tutor led sessions or via their own inquiry. 

Students are required to re-evaluate their prior knowledge and ideas, choose 

information that they want to communicate, and consider links between various 

components that make up their representation before they can develop such a 

representation. According to Fischer et al. [78], activities involving mind mapping 

help students become aware of gaps in their knowledge of explanations and 

connections. Students are given the opportunity to study these missing links by 

participating in inquiry-based learning settings that are based on simulation. 

Zhang and Linn [287] stated additionally that the process of constructing a 

representation could encourage students to review the foundational information 

again. The findings of their research indicated that development of a common 

representation provided students with an opportunity for reflection on the 

uniqueness of their own concepts, leading to increased levels of knowledge 

integration. Students may be encouraged to integrate the conceptual information 

that they have obtained in an inquiry-learning environment if they are given the 

opportunity to develop one's own interpretation of a domain. This may have a 

positive impact on the collaborative learning process in addition to the inquiry-

learning process [31]. 
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When combined with inquiry-based learning activities, the production of a shared 

representation, such as a mind map, may yield highly significant results. When it 

comes to the process of collaboration, representations that were created through 

joint effort can assist students in achieving and sustaining a shared focus as 

reported by Suthers [250]. In that study, usage of a novel graph model, evidence 

graphs, were investigated in a peer learning environment. During the process of 

collaborative learning, the researchers discovered that a shared depiction may 

function as a form of group memory by reflecting previously discovered 

information or concepts upon which students could draw inspiration and expand. 

Students were invited to work together to create a concept map by Roth and 

Roychoudhury [208], who reported similar results to Suthers. The protocols that 

Roth and Roychoudhury detailed serve as an illustration of how mind mapping 

might improve the process of meaning negotiation. Students frequently engaged 

in conversation regarding the nature of the connection between two ideas as they 

worked on the construction of a concept map. These observations have also been 

reported by Jamil et al. [113] within an investigation of collaborative work around  

digital table tops, in addition to specific physical behaviours emerging within that 

study. 

Students' ability to acquire conceptual knowledge can be positively impacted by 

engaging in collaborative conversation about concepts. Kwon and Cifuentes [133] 

revealed that an individual concept-mapping activity and a collaborative concept-

mapping activity displayed comparable effects on a traditional test of knowledge. 

This was discovered by comparing the learning effects of the two different types 

of concept-mapping activities. However, the quality of the mind maps produced 

by students who developed the maps in a group setting was noticeably higher. 

Kwon and Cifuentes suggested that the sharing of knowledge and ideas among 

students and the verbalisation of those ideas helped students better understand 

the interrelationships between different concepts. 

To effectively complete an inquiry-based collaborative learning work, students 

must reach a broad agreement on the learning assignment [269]. Because students 

need to reach a consensus on the ideas and concepts that they desired to include 

in their maps, the production of a shared representation of the domain generates 

the requirement for consensus-building activities [211]. According to Damsa et al. 



 
 
Related Work  3.4. Mind mapping and Virtual Reality 

Rob Sims - January 2024   56 

[57], making students feel as though they have a shared responsibility for a 

representation might encourage them to investigate one another's points of view 

and ideas, and in certain cases interrogate and critique them. 

3.4.2 VR-mediated Mind mapping 

VR-based educational applications are not new. They are commonly used to 

simulate real-world tasks, like clinical protocols [73, 209], using specialised 

environments. In engineering, research has demonstrated how Building 

Information Modelling and evacuation planning can be facilitated by VR [102] 

and VR applications like Construct3D [121] allow students to experiment with 

their own ideas. These domain-specific applications have their benefits, but they 

are not generalisable to other subject areas without significant modifications. A 

subject-agnostic VR application which scaffolds reflective exploration of any topic 

can support pan-disciplinary learning activities.  

VR presents a unique opportunity for mind mapping exercises as it can inherently 

support spatial organisation of information in 3D. VR can also support interesting 

interactions and collaboration, acting as a ‘one-world multiple-perspectives’ 
environment for exploration of concepts. As a learning tool in the classroom, it 

provides unique opportunities for the educator to direct and shape the 

conversation around a pre-determined set of keywords while allowing unique 

behaviours and interaction strategies to emerge among the learners. 

Mind mapping is an excellent candidate as it is domain agnostic. It also adapts 

easily to the VR-medium as it is an information organisation activity and VR 

provides an interactive 3D environment for spatial organisation of virtual content. 

The use of virtual 3D collaboration spaces is known to help with spatial 

organisation of information [25]. Other reasearch [12] has shown that virtual 

environments can assist students in visualising abstract concepts and complex 

visual relationships mediated through other related immersive technologies such 

as Augmented Reality (AR). Mind mapping in AR has been shown to improve 

cognitive functions [89] and enhance classroom interactivity, students’ divergent 

thinking and stimulate students’ learning interest [279]. However, VR-based mind 

mapping is less understood as an activity itself since very few commercial 

examples [48, 262] are available. Studies have looked at the interaction schemes 
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required for usable mind mapping in VR [164, 238] but there is a gap in the 

literature when considering behaviours and strategies. There is a need to explore 

if VR as a meditating technology reveals cognitive affordances of mind mapping 

which are suppressed, unsupported or unreported in other mediums. With this 

study, this gap in understanding is addressed by investigating if VR is 

transformative enough to support unique behaviours and allow new strategies for 

reflection to emerge.  

Digital implementations of mind mapping are criticised for being slower than 

traditional pen and paper mind mapping, often turning into an exercise in tool 

management, rather than spending time on the actual core mind mapping activity 

itself [44]. The challenge for VR is to identify efficient and intuitive ways of using 

VR concepts to create mind maps. VR based mind mapping is less understood 

and very few examples [48] are available. The open question is how to converge 

the existing concepts of VR-based interaction into a fluid interaction experience 

such that the focus of the user is on the reflection and abstract thinking arising 

from mind mapping rather than wielding of the tools to operate within the VR 

environment. 

3.5 Conclusion 

When addressing the application of virtual reality technology, the term immersion 

can have multiple unique connotations. This chapter uncovered several examples 

of incompatible usage of this phrase, which was widely utilised in respect of non-

immersive technology, when conducting a literature review. Non-immersive 

technologies like 360-degree videos, CAVE and non-headset based VR (desktop 

VR or browser-based) were discarded in favour of immersive technologies like 

Oculus GO, Samsung Gear, HTC Vive, Samsung Odyssey, and Google Cardboard. 

Unhappily, the public's comprehension of the many immersive technologies is still 

marred by confusion and inconsistency used throughout the industry. 

In the body of VR research that included learning theories, several distinct types 

of research were found. Firstly, some articles detailing VR applications in an 

educational context failed to include definitive pedagogy as the basis for their 

theoretical framework. While most of these articles provided a comprehensive 

description of the development of VR applications, they concentrated primarily 
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on the applications' usefulness. Because of this, the works that were presented 

had an experimental quality and could only be replicated to a limited extent; they 

could not be considered generalisable. Secondly, there was frequently a gap 

between the information presented in the articles that detailed the evolution of 

VR and those that referenced various learning theories. For instance, the authors 

did not examine the learning results of the application; rather, they simply 

evaluated its features and its usability. Thirdly, there were several papers that 

focused on the fundamental educational design theories for VR but lacked 

discussion on the technological advancements. As a consequence of this, it was 

frequently challenging to separate various aspects of design from these articles. 

This availability of prior research indicates an increasing interest in the 

application of VR technology across a range of professions including computer 

science and engineering. However, this perception must be tempered, as it was 

difficult to find research that discussed topic agnostic experiences or lessons 

learned from the deployment of VR in actual college or university courses. The 

vast majority of the research either reported on the design process or investigated 

possible topic specific applications of VR-based education. 

It appears that VR has reached a level of maturity where it could be utilised 

effectively to instruct declarative, practical, and procedural information. Some 

examples are the prevention of fires, surgical procedures, astronomy, and nursing. 

In these instances, professional VR applications were utilised, and it was 

demonstrated that these applications are suitable for education. In spite of this, 

a number of articles suggest that VR for educational purposes is still in the testing 

and prototyping stage, however some conclusions on the desired application for 

VR in educations can be made.   The ability to deliver an immersive learning 

environment is one of the primary advantages of VR. From the literature, it 

appears that VR enables students to explore and interact with virtual 

environments in a manner not possible with conventional teaching methods. 

Participating actively in the learning process, as opposed to passively receiving 

knowledge, can make the learning experience more engaging and memorable. The 

capacity to build accurate simulations of real-world settings is another advantage 

of VR. This allows students to practise and apply their new skills and knowledge 

in a safe and supervised setting. This is especially valuable for fields such as 
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medicine, engineering, and architecture where hands-on teaching can be difficult 

or even dangerous.  The one design component that is consistent across all VR 

educational research is the presence of fundamental interactions. Authors draw 

attention to two distinct degrees of engagement with the user, namely interactions 

that take place within a VR environment, and interactions with the hardware 

itself, i.e., the usage of haptic and sensor technology in the headset and/or 

controllers that exist to connect users the VR environment. 

As a more engaging and immersive learning medium, VR may help boost student 

engagement and motivation. This might be advantageous for students who have 

trouble concentrating or remembering material in a regular classroom setting.  

This also feeds into VR being an accessible technology, providing students who 

have specific learning needs with additional means of accessing and interacting 

with material. It may also be utilised to give remote learning experiences, which 

can be especially valuable during times of social distance or when students cannot 

attend a real classroom. VR may also be utilised to improve students' creativity 

and problem-solving abilities, since it enables students to construct engaging and 

innovative learning experiences. Moreover, as the price of VR gear decreases, it 

becomes more affordable and accessible, allowing it to be utilised to create 

learning experiences for a broader spectrum of students, including those who may 

not be able to attend certain forms of physical training. 

Only a small number of articles investigated the learning outcomes that were 

achieved by deploying VR in a particular field, and the majority of the evaluations 

that were conducted focused on the usability of the system. This is also another 

measure that suggests the maturity of VR within education still has room for 

improvement in terms of integration, accessibility, and effectiveness in educational 

settings. 
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Chapter 4  
 
Opportunities and 
Challenges for VR within 
Education 

Over the past two decades, the education sector has seen significant change with 

respect to technology. Change has centred around the use of the Internet and 

devices and application in the classroom, including smart phones, tablets and 

modern computers. As these technologies continue to evolve, they become more 

pervasive and influential in our lives, bridging the gap between workplaces, 

education, and the home. The Internet of Things (IoT), Robotics, Artificial 

Intelligence (AI), Virtual Reality (VR) and Augmented Reality (AR) constitute 

the bulk of the latest advances. As more educational institutions seek to adapt to 

these developing technologies, many have struggled to acquire the skills and 

knowledge to enable them to update their existing educational practices. This 

difficulty can be split into two main factors. The first issue is structural and is 

attributed to the failure of institutions to fund the investment necessary to acquire 

digital resources, including software and hardware technologies. Institutions are 

also resistant to retire existing hardware and software, which they may consider 

perfectly serviceable, to make way for new technology. The second issue considers 

educators’ inability to conceptualise how new technology might be used in their 

practice and how to modify existing resources and apply the new technology in 

meeting the ever-changing requirements of students. 

Resource creation is a time-consuming task, and it is not always immediately 

obvious how to populate these platforms with the high-quality resources that both 

institutions and students have come to expect. Many platforms require specific 

training, and this has become even more apparent with the advent of immersive 

technologies such as VR and AR. The key to using these technologies effectively 

is high quality educational content that leverages all the benefits that these 
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technologies offer, for which there is a need to identify the tools required by 

educators to do this. 

This chapter, through surveys and interviews with practicing educators, aims to 

understand the challenges of educational resource creation and its relation to the 

wider adoption of VR technologies within education. As the first study 

investigating this combination of resource creation and VR, it is positioned as 

exploratory in nature, with the results determining the potential scope for further 

investigations. 

4.1 Motivation 

The aim of this study was to explore the factors which affect VR adoption by 

educators, particularly those factors relating to resource creation.  

We focus predominantly on educators’ perception of VR utility, rather than 

benefits to students since this is well covered in previous research. Due to 

identifying a gap in the literature, the primary concern is the creation, re-use, and 

modification of educational resources for VR activities. By way of a survey and 

semi-structured interviews, we sought opinions and attitudes towards these 

factors while also collecting information on what kind of activities educators would 

use VR for. As an exploratory study into a new area, this research is intended to 

provide a baseline understanding of the issues facing educators for these specific 

factors, thus informing future research and design of VR educational applications 

and platforms. 

4.2 Methodology 

4.2.1 Participants 

Interview volunteers were pre-screened so that only those educators who actively 

use technology in their teaching were selected as participants. Pre-screening 

interview volunteers to include only educators who actively use technology in their 

teaching ensured focus on garnering relevant and expert insights. Such educators 

are likely to provide detailed and nuanced information about the practical use, 

challenges, and benefits of technology in education, aligning closely with the 
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research objectives that aim to understand technology's application and impact. 

Their experiences offer valuable data for benchmarking best practices and 

understanding barriers to technology adoption. This approach ensures that the 

research is informed by practical, firsthand experiences, leading to richer, more 

meaningful findings and contributing to the development of effective guidelines 

for technology integration in educational settings. From these participants, five 

interviewees were selected, representing primary, secondary, FE and  HE 

education within the UK. 

A Qualtrics survey (see appendix B.1) was distributed among education networks 

(such as the ILRN Discord channel and the researchers pre-existing professional 

network) to ensure that only those with teaching responsibilities completed the 

survey. Completion of the survey entitled the participant to be entered into a 

raffle for a £20 Amazon gift voucher. 

4.2.2 Demographics 

Demographic data were collected as part of the survey to understand the 

background of the respondents. This included information such as age, gender, 

educational background, and teaching experience. While not all demographic data 

were directly used in the analysis, they provided context to the survey responses 

and helped in interpreting the results more comprehensively. The demographic 

data also aided in assessing the representativeness of the sample and in 

understanding the diversity of perspectives in the study. 

35 respondents identified as male, 25 female and one preferred not to say. 31 

respondents taught at primary level, 13 at secondary, 7 at FE (Further 

Education), 8 at HE (Higher Education) and 7 in a non-academic setting (i.e., 

workplace training). The cumulative total is higher than 61 as some taught at 

multiple levels (i.e., FE+HE). Geographically, 28 respondents were from the UK, 

4 from Europe (not including UK), 23 from North America, 3 from Central 

America and 3 from South America. 56 respondents held a formal teaching 

qualification, 5 did not. Only those from the UK were what kind of teaching 

qualification they held. Degree with QTS (Qualified Teacher Status) was the most 

frequent with 11, 4 each for PGCE in post compulsory (age 14+) and Fellowship 

of the Higher Education academy, and 3 for PGCE (Post Graduate Certificate in 
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Education) with QTS. 50 respondents stated they taught full time with the 

remainder part time. 46 respondents stated they had some management 

responsibilities and 15 that they did not. Of those with management 

responsibilities, 23 were a subject lead and 13 department lead and the remainder 

spread across the remaining categories at 2 (+/-2). Subjects taught among 

respondents were English, Art (including music, fashion etc.) and Computer 

Science at 8 respondents each, 5 for mathematics, 4 for Foreign Languages and 

Geography, 3 for Science (Physics, Chemistry and Biology) with the remainder 

spread across the other subjects.  Some of this demographic data is visualised in 

figure 4.1. 

 

Figure 4.1 Demographic data for Surveys and Interviews 
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4.2.3 Surveys and Interviews 

In the development of the survey and interview instruments for this study, a 

rigorous and systematic approach was employed. The formulation of survey 

questions was informed by an extensive review of existing literature in the field 

of VR in education. This review helped in identifying under-explored areas, 

especially concerning the challenges faced by educators in creating VR resources. 

Additionally, consultations with educational technology experts were conducted, 

which influenced the shaping of the survey questions. 

The survey was designed with questions that were clear, concise, and directly 

related to the experiences of educators with VR technology in resource creation. 

A mix of quantitative and qualitative questions was included to gather a broad 

spectrum of data. Open-ended questions were also incorporated to allow 

respondents the opportunity to provide in-depth insights and personal 

experiences. 

Similarly, the development of the interview instrument involved the creation of a 

set of semi-structured questions. These were designed to be flexible enough to 

facilitate in-depth discussions yet focused to keep the conversation aligned with 

the research objectives. The refinement of these questions was achieved through 

a pilot study with a group of educators experienced in using VR in teaching. Their 

feedback played a crucial role in fine-tuning the questions, ensuring 

understandability and relevance to the study participants. 

Ethical considerations were central in the formulation of both survey and 

interview questions. Steps were taken to ensure that all questions respected the 

participants' privacy and professional boundaries. The final version of the 

instruments was reviewed by the institution's ethics committee, ensuring 

compliance with ethical research standards. 

By adopting a comprehensive and iterative approach in the development of the 

survey and interview instruments, robust, relevant, and insightful data were 

ensured, providing a solid foundation for the analysis presented in this chapter. 



 
 
Opportunities and Challenges for VR within Education
  4.2. Methodology 

Rob Sims - January 2024   65 

4.2.4 Interview Strategy 

Participants were interviewed in a semi-structured manner, using the survey as a 

guideline for questions. Interview participants were guided through the survey so 

that comparable demographic data could be collected among the survey 

respondents and interviewees. Where responses mandated an open-ended answer, 

these were given verbally to the interviewee and the interviewer elicited further 

responses where required. This allowed for more verbose and in-depth survey 

responses, illustrated by the average survey response time of 20 minutes versus 

45 minutes for the interviews. All interviews were audio recorded with permission 

from the participants. All interviews were conducted in English. 

In qualitative research, interviews are a mechanism that attempts to understand 

the world from the participants' perspective, to decipher the significance of 

people's experiences, and to reveal their lived reality prior to scientific 

explanations [251]. Cohen et al. [49] state semi-structured interviews provide the 

opportunity to study the participant's thoughts, emotions, and attitudes 

regarding a particular topic and to delve deeply into personal methods. Semi-

structured interviews is a versatile approach to conducting research on a limited 

scale [66] and tends to provide more meaningful data when the sampling is small. 

Semi-structured interviews also permit thematic examination of qualitative data 

[9]. 

The foundation of semi-structured interviews is their adaptability, enabling the 

interviewer to investigate conversation topics organically as opposed to 

anticipating them. In contrast to exact questions, informal semi-structured 

interviews may start with a broad, overarching subject and then expand out into 

subtopics [11]. This methodology gives the interviewee the freedom and versatility 

to choose what needed to be said, the level explanation to provide, and the 

amount of specificity to deliver. 

There may be disadvantages to semi-structured interviews, however.  For 

example, A researchers own bias may become evident in the gathered data if they 

steer the discussion in a certain direction based on their personal opinions or 

interests. In addition, there is a potential of social desirability bias, in which 

individuals provide answers they believe to be appropriate or expected as opposed 
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to providing accurate or genuine replies. Lastly, semi-structured interviews may 

be resource intensive and time-consuming owing to the substantial planning and 

preparation necessary to guarantee that the questions are acceptable and relevant 

to the study themes. 

Mitigation efforts were applied to assure the accuracy and rigour of the data 

acquired via semi-structured interviews to reduce such possible dangers. The 

study team assessed the interview questions to ensure they were suitable and 

relevant and included a pilot study to test and refine the questions [189]. In 

addition, the interviewers completed appropriate training and worked through 

exercise to develop their expertise in qualitative research methodologies 

including the ability to develop rapport with the participants [224]. To confirm 

the validity and trustworthiness of the results, the data acquired via semi-

structured interviews was triangulated against data collected obtained  via other 

approaches, such as surveys and document analysis [60]. 

Despite the possible downsides, semi-structured interviews were deemed a valid 

method of data collection for this research since they enabled participants to 

describe their experiences in their own terms and investigate the subject in detail. 

To lessen the risks, the interview questions were carefully linked with the research 

themes and candid responses were encouraged. To ensure the validity and 

reliability of the results, semi-structured interview data was triangulated with 

data acquired via other methods, including surveys and document analysis. 

4.2.5 Analysis 

The statistical analysis of the survey data was performed using a combination of 

tools including IBM SPSS 26 and Microsoft Excel. Descriptive statistics were 

employed to summarize the demographic data, including frequency counts, 

percentages, means, and standard deviations. For inferential analysis, appropriate 

statistical tests such as chi-square tests for categorical data and t-tests for 

continuous data were applied to determine significant differences and relationships 

between variables. Additionally, correlation analysis was conducted to explore the 

relationships between different aspects of educators' experiences with VR. The 

choice of statistical methods was guided by the nature of the data collected and 

the specific research questions being addressed. Interview recordings were auto 
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transcribed using Otter.ai then manually checked and refined for accuracy. 213 

quotes were identified during initial coding of the transcribed interviews with 31 

themes identified via a deductive approach. For the themes, these were further 

analysed using inductive thematic analysis [34], resulting in 5 major themes 

identified. Thematic analysis is a technique for detecting, analysing, and reporting 

qualitative data patterns or themes. It entails a methodical and rigorous process 

of discovering patterns within the data, followed by the organisation of these 

patterns into overarching themes. Thematic analysis is a versatile technique that 

may be used to a variety of data types and theoretical and epistemological 

viewpoints. This technique aided the discovery of recurrent patterns and themes 

associated with the study subject inside the dataset. The thematic analysis process 

consisted of following the seven steps outlined by Braun and Clarke, which 

included the transcription of the interviews, becoming familiar with the data by 

reading and reviewing it, coding the data to identify initial patterns and themes, 

searching for themes across the data, reviewing and refining the identified themes, 

naming the final themes, and concluding the analysis. 

The interviews were first transcribed to provide a written record of the data. The 

researchers then read and acquainted themselves with the data. Then, they began 

coding the data, which consisted of meticulously finding important passages of 

text and assigning them a label, or code, that encapsulated the core of the data. 

After completing the coding process, the researchers continued their search for 

themes. This entailed putting relevant codes together and organising them into 

bigger topics. The researchers then examined the themes, ensuring that they 

correctly reflected the data and improving them as required. After identifying the 

themes, the researchers classified and categorised them, generating clear and 

succinct explanations of each topic. The analysis was completed, and the themes 

were used to form conclusions on the study problem. During the procedure, the 

researchers maintained a reflexive approach, regularly evaluating and reflecting 

on their assumptions, biases, and interpretations to ensure the validity and 

dependability of the study. The use of Braun and Clarke's methodology to 

thematic analysis provides a rigorous and methodical method for analysing the 

data, resulting in an in-depth comprehension of the study subject. 
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To ensure reliability, the primary researcher conducted analysis in concert with 

two additional researchers unrelated to the research and no involvement with 

conducting the interviews or initial transcription. The primary researcher’s native 

language was English as was one of the additional researchers, with the remaining 

researcher having Dutch as a primary language but with a high level on English 

fluency. For each theme, each researcher initially clustered one third of the quotes. 

The researchers then discussed each cluster until consensus was reached upon the 

correct make up of each cluster which were then finalised for further analysis and 

from which the results of the study could be derived. Additional analysis of the 

survey responses was carried out by the researchers, following a similar thematic 

analysis that was used to validate and triangulate the interview quotes and arising 

themes.  

4.3 Results 

Initially, 74 survey responses were recorded. After data cleansing on the completed 

surveys, there were 61 valid surveys to analyse. Data cleansing included removing 

all surveys completed faster than 7 minutes, accounting for random click through 

just so the participant could be entered into the raffle and removing survey 

responses that contained nonsense responses to important questions (i.e., survey 

questions VR1, VR2, VR4 and VR6) for the same reason.  

4.3.1 Resource Creation 

• Respondents reported a mean of 6.46 hours allocated for resource creation 

(from scratch), with a standard deviation (SD) of 4.59 hours. 

• The actual time spent on creating resources was a mean of 8.87 hours (SD 

= 4.81), a 25% increase over the allocated time. One interviewee remarked 

“it's annoyingly high.” 

• Common types of resources created: lesson plans (30 respondents), 

Slideshows/Presentations (29), worksheets (20), syllabus (20), 

tutorials/‘how to’ guides/instruction manuals (19), online quizzes (18), 

online learning pages (e.g., Moodle) (17), illustrations/diagrams (16). 

• 45 respondents collaborated with other educators in resource creation, 

while 16 did not. Frequency of collaboration: more than once a week (17 
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respondents), once every two weeks (12), once a month (9). Reasons for 

collaboration included sharing resources and mutual support. 

• Reasons for not collaborating: mismatched planning times with colleagues 

(14 respondents), lack of time (10), not required (8). 

• Respondents spent a mean of 4.89 hours (SD = 3.53) sourcing resources 

within their organisation, typically schemes of work, lesson plans, and 

syllabuses. 

• 36 respondents sourced resources from external providers, while 25 did not. 

Average time spent sourcing external resources: 3.92 hours per week (SD 

= 3.49). Main sources included TES.co.uk, EEF, and White Rose. 25 

modified these resources, mainly in minor ways, while 11 did not. 

• Tools used for creating resources from scratch: standard productivity tools 

like Office (16 respondents, with Word (11) and PowerPoint (7) being most 

common), a mix of standard and enhanced productivity tools and online 

tools (11), predominantly online tools (5), mainly enhanced productivity 

tools (3). 
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• 12 survey responses indicated challenges in conceiving how to build VR 

resources and integrate them into a virtual learning environment. These 

challenges were also reflected in interview responses, with further 

discussion in section 4.3.3. 

4.3.2 Virtual Reality  

• Plutchik's emotion wheel was used to measure respondents' attitudes 

towards VR adoption, coding each response with a positive or negative 

value on a scale from -3 to +3. 

 

Figure 4.2 Plutchik responses  

Respondents were asked to select their top three feelings when being asked to teach 

with VR. 
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• The average Plutchik coded score was 2.25 (SD = 2.78), indicating a 

generally positive emotional response towards introducing VR in practice. 

• Significant positive responses included interest (30 respondents), joy (16), 

and anticipation (14), with apprehension (13) being the most common 

negative response. 

The detailed results are presented in Figure 4.2. 

• Respondents identified various educational benefits of VR, noting its 

immersive nature and the fun and stimulating aspects of VR activities. 

• They recognised VR's potential to provide experiences in environments 

normally inaccessible, like space and significant global locations. 

• When asked about the types of educational activities for which they would 

use VR, the majority chose simulations (35 respondents). 

• Other popular responses included games and cooperative games (21 and 20 

respondents respectively), and thought exercises like brainstorming (18), 

mind mapping (15), and concept mapping (14). 

The detailed results of these responses are shown in Figure 4.3. 

4.3.3 Themes 

Five main themes recurred across most participants.  

4.3.3.1 Conceptualisation of VR resources and world building 

The responses provided by respondents to the VR10 ‘Thinking about the tools 

you currently use, can you describe the (existing or new) process you might follow 

to populate these VR activities with your chosen resources?’ question highlight 

several concerns and challenges that educators face when considering the 

development and integration of VR content into their teaching practices. These 

concerns demonstrate that educators currently may not know how to or cannot 
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even conceptualise how to create content for VR and build virtual worlds that 

support learning and can be categorised and explained as follows: 

• Lack of Technical Knowledge: Educators expressed concerns about their 

ability to develop VR content, with statements like “I don't feel I would 

 

Figure 4.3 Intended educational activities. 
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be able to do this” and “I wouldn't have a working knowledge of how to 

transfer my current resources into VR.” 

• Difficulty in Envisioning VR Implementation: Responses such as “It would 

be difficult to imagine until I can see it working and what tools would be 

available” indicate challenges in conceptualising how VR would work in 

practice. 

• Limited Institutional Support and Resources: Comments like “I haven't 

given it much thought... as it's not something the Institution is actively 

looking at” and “we're just getting started on online learning via Zoom, so 

VR would be a light year step ahead again” suggest a lack of prioritisation 

of VR in some educational institutions. 

• Uncertainty About Where to Start: Educators voiced uncertainty about 

initiating VR content creation, with responses like “Never made VR 

resources so wouldn't know where to begin” and “I don't know enough 

about VR activities to answer this question.” 

• Incompatibility with Current Teaching Practices: Statements such as “It's 

like what I'm good at doesn't apply to VR” reflect concerns about the 

applicability of existing teaching skills and methods in VR environments. 

• Need for a Different Mindset and Approach: The response “We need to 

approach XR with a different mindset” highlights the recognition that VR 

requires new teaching strategies and a shift in thinking. 

• Challenges in Content Adaptation: Statements like “Will need to replan 

the delivery around VR” and “What I have taught is still a little difficult 

to translate into VR” indicate difficulties in adapting current teaching 

materials to VR. 

• Lack of Existing Tools to Support VR Content: Responses such as “I don't 

think there's any tools that I currently use that would translate” point to 

a need for tools specifically designed for VR content creation. 

• Desire for Access to Existing VR Resources: Interviewees expressed a 

preference for using existing VR resources for inspiration, with comments 

like “if I use VR a bit more, then I might have an idea of how or why or 

at least what resources would be appropriate for it.” 
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Preference for Well-Curated Repositories of VR Resources: Educators showed a 

strong interest in having access to repositories of high-quality VR educational 

resources, as indicated by statements like “some kind of repository of common 

resources” and inquiries about the availability of such resources. These responses 

collectively demonstrate that educators may face various challenges and 

uncertainties when it comes to creating and implementing VR content in their 

teaching practices. These challenges include technical knowledge gaps, difficulty 

in conceptualising VR implementation, limited institutional support, uncertainty 

about where to start, potential incompatibility with existing teaching methods, 

and the need for a different mindset and approach to teaching with VR. 

4.3.3.2 Educational benefit 

The responses especially to question VR6 question displayed that educators have 

wide and varied ideas on how using VR in their practice might benefit students. 

These ideas can be grouped into several categories: 

• Access to otherwise inaccessible experiences: Responses like “Experience of 

visiting places that would otherwise not be possible, "See and touch where 

cost or safety of materials might be prohibitive" and “As a school in the 

top 10% disadvantaged areas in the country, VR could provide our children 

with experiences that they potentially could never experience first-hand" 

indicate that educators see VR as a way to expose students to experiences 

that would be otherwise unavailable to them due to physical, financial, or 

safety constraints. 

• Enhanced visualisation and manipulation: Statements such as “Far greater 

ability to show the creation of complex items and allow the students to 

manipulate them in 3D space" and “Allows for extending reality beyond 

physical limits" show that educators believe VR can help students better 

visualise and manipulate complex objects, concepts, or situations, 

enhancing their understanding. 

• Increased engagement and motivation: Responses like “It would make 

learning fun and could provide a great hook to lessons", “Stimulate 

students' interest in learning and enliven the classroom atmosphere" and 
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“Children have more fun learning and are more interested in learning" 

suggest that educators view VR as a means to make learning more 

engaging, enjoyable, and motivating for students.  These responses were 

closely related to immersive learning experiences. Statements such as 

“Immersive experiences for students" and “In my opinion, VR can better 

arouse students' interest in learning and reduce the boredom in learning" 

emphasise that educators consider VR as a tool to create immersive 

learning environments that promote students' interest and reduce 

boredom. 

• Interactivity and active learning: Statements like “Allows students to be 

involved. Interactive" and “Turn their passive learning into active learning" 

suggest that educators view VR as a way to promote interactivity and 

active learning, where students take a more active role in their learning 

process. 

• Enhanced understanding and cognition: Statements such as “Let students 

more accurate understanding of relevance, better cognition" and “You can 

make some abstract problems in realisation, it's easier to understand" 

indicate that educators believe VR can help students better understand 

complex or abstract concepts by making them more tangible and 

experiential. 

However, interviewees felt that VR providers (i.e., application developers and 

hardware vendors) did a poor job of conveying the benefits of VR for students. It 

was felt this harmed the potential for VR to be adopted with responses such as 

“concerns from a teaching perspective would be ensuring that it was actually 

benefiting the student experience”, “how does everything get incorporated together 

so that VR is, is a supplement that makes a lesson better collectively”, “what 

would be the benefits to the student”. Inclusivity also appeared to be a concern 

with some responses such as “or is only benefiting for certain students”. 
Respondents indicated they would like to see evidence-based research to justify 

using new technologies such as VR.   

With these responses from surveys and interviews, it is demonstrated that 

educators see a wide range of potential benefits in using VR in their teaching 
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practice, including providing otherwise inaccessible experiences, enhancing 

visualisation and manipulation, increasing engagement and motivation, offering 

safe environments for trial and error, promoting immersive learning experiences, 

encouraging interactivity and active learning, and improving understanding and 

cognition. 

4.3.3.3 Engagement 

• Engagement and Creativity in VR: 

o Interviewees discussed engagement along with creativity. 

o Quotes include: “that would be as engaging as seeing performance 

in action”, “VR might allow that to be done more safely and problem 

solving as well could be something that would really engage 

children”. 

• Immersion in VR Learning: 

o Survey responses emphasised the immersive aspect of VR. 

o Quotes: “immersive learning, bringing subjects to life and 

interacting with situations that would otherwise be impossible”, 

“Can let the student be more [sic] immersive learning, strengthen 

the learning effect”. 

• Connection between Engagement and Immersion: 

o Engagement and immersive learning frequently mentioned together. 

o Note: Respondents had difficulty articulating their understanding 

of engagement when probed in interviews. 

4.3.3.4 Classroom Management 

• Behaviour and Classroom Management as Barriers: 

o Respondents identified behaviour and classroom management 

challenges when integrating VR. 

o Concerns about managing both physical classroom space and VR 

learning environment. 

o Quotes: “I'd be concerned about behaviour”, “if you try it, but then 

it creates some behavioural problems that we couldn't deal with”, 

“I think behaviour as well”. 



 
 
Opportunities and Challenges for VR within Education
  4.4. Discussion 

Rob Sims - January 2024   77 

• Need for Additional Research and Policy Updates: 

o Suggestions for more research on behaviour management specific to 

VR use. 

o Recommendations for updating institutional behaviour policies to 

accommodate VR technology. 

4.3.3.5 Multi-modal learning 

• Multi-Modal Learning and VR: 

o Interviewees frequently discussed multi-modal learning benefits of 

VR. 

o Common statement: “you can deal with all the students’ senses”. 

• Breaking Classroom Boundaries: 

o VR viewed as a tool to transcend traditional classroom limitations. 

o Quote: “it gets students out of the ~ four walls of the classroom”. 

• Use of Physical Proxies in VR: 

o Discussion about using tangible objects like musical instruments 

and stage props in VR. 

o Quotes: “kids just loved the idea of being able to see and be able to 

play these instruments and stuff”, “So you've got a virtual stage, 

and you can, you know, set people up in the right places even things 

like more technical stuff, like light control and stuff like that”. 

• Institutional Policy Barriers: 

o Institutions’ policies identified as obstacles for adopting technologies 

that promote multi-modal teaching. 

o Examples include blanket bans on mobile phones: “Massively 

against mobile phones being available”. 
o Concerns that VR might face similar restrictions despite potential 

benefits. 

4.4 Discussion 

An obvious discussion point is that educators spend more time creating resources 

than the time they are allocated, with the mean almost 9 hours a week spent on 

resource creation. This is nearly a quarter of a regular 42 hour working week. It 
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is disappointing that despite attempts in the sector to reduce teacher workload 

these types of issues persist.  Although clearly a concern among educators, it was 

decided not to delve too deeply into this issue at it appears to be an organisation 

and workforce management problem to solve.  Despite this, well designed tools 

and curated content could go some way to alleviating time pressures that 

educators face. 

36 respondents (59%) stated they sourced resources from external organisations. 

This indicates that despite many repositories of resources existing, it is difficult 

to find resources or that the resources do not match educators’ requirements. This 

has an obvious impact of increasing the time educators spend on creating their 

own resources from scratch. This was corroborated by the responses provided 

when asked what sources they use with only TES appearing in significant 

numbers, again indicating there doesn’t appear to be a universal central repository 

of resources for educators that is frequently used. This has repercussions when 

considering the consistency of resources used across education. 

It was encouraging to observe the overwhelmingly positive Plutchik responses to 

VR being introduced in the respondent’s educational practice, indicating that 

educators are excited and open to the possibilities VR can bring to education. 

There were a small number of negative responses, however most of the negative 

emotions can be addressed, as illustrated through the interview responses that 

mention training, management support and comprehensive reasoning of how VR 

might benefit students and education. Furthermore, the slight negative Plutchik 

responses seem also in part related to behaviour and classroom management 

concerns. Designers of VR applications need to think carefully about how 

educators need to manage both the physical and virtual learning spaces 

simultaneously. One possible solution would be to consider an Augmented Reality 

based ‘window into the world’. This is an area ripe for future research.  

Respondents were able to identify a range of benefits that VR might bring to 

education, and these were mostly in line with the existing research.  However, 

they were unable to articulate their understanding of the term ‘engagement’.  
There appears to be an assumption, and this is also evident in the existing 

literature, that educational VR activities will automatically be more engaging 
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within an educational context than existing activities.  It appears this is a flawed 

assumption to make and requires validation. 

The wide range of activities that educators stated they would use VR for is 

encouraging. It demonstrates, especially when combined with the emotional 

response to its introduction, a willingness to adopt the technology. While 

simulation activities might be an obvious and expected use case for VR, thought 

exercises was an unexpected outcome. While simulations tend to be domain 

specific, such as medical simulation etc., thought exercises tend to be domain 

agnostic and can cover a wider area of curriculum. Indeed, research into mind 

mapping in VR is already ongoing [237] and it is encouraging that educators can 

see the potential for VR in this area. As pedagogy continues to move away from 

the once fashionable VARK model [80], where it was once thought that students 

had one preferred learning style, educators have come to realise that multi-modal 

delivery is best placed to leverage these learning styles [119]. As illustrated in the 

interview responses, this is also demonstrated by the participants whom 

frequently posited that VR was a potential tool to support this multi-modal 

approach.  

The final point to address in this study is how respondents struggled to conceive 

how they would populate VR worlds with appropriate educational resources. 

Current state of art VR development is generally not fit for purpose to be used 

directly by educators given the amount of specialist knowledge needed to build 

basic content. The time required is proportional to how complex the development 

tools are for content creation. Critics may argue that bespoke applications may 

be the solution, but they are a stop gap for more generalisable, topic agnostic 

environments. Bespoke applications do not allow customisations that allow 

educators to leverage VR for a wider range of topics and encompass true multi-

modal teaching. The challenges educators face in implementing Virtual Reality 

(VR) in their teaching practices can be summarised as follows: lack of technical 

knowledge hinders their ability to develop and adapt resources for VR; difficulty 

in envisioning VR implementation and the necessary tools for effective 

experiences; limited institutional support and resources, which restricts 

opportunities to develop VR content; incompatibility with current teaching 

practices, making adaptation difficult; challenges in content adaptation, as 
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translating existing materials and methods into VR activities proves difficult; and 

a lack of existing tools and resources for VR content creation and world building. 

Educators prefer well curated repositories of high-quality resources over creating 

their own, indicating a need for more accessible VR content to inspire and support 

their practice. 

4.5 Conclusion 

This exploratory study has shed light on several key aspects related to RQ2, 

RQ2.1, RQ2.2, and RQ2.3, which revolve around the factors influencing the 

creation, organisation, and delivery of VR content in education. The findings 

reveal that educators are enthusiastic about the potential of VR in education but 

require more clarity about its tangible benefits, addressing RQ2, which focuses on 

the key factors in VR content creation and delivery. 

Regarding RQ2.1, which pertains to educators' desired uses of VR in their 

pedagogy, the study highlights a broad range of potential VR applications 

imagined by educators. This includes not only domain-specific simulations but 

also domain-agnostic thought exercises. The educators’ readiness to adopt VR, 

coupled with their diverse ideas for its application, underscores the need for VR 

tools that are adaptable across various educational scenarios. 

Concerning RQ2.2, which enquires about the barriers to VR implementation, the 

study identifies several challenges. These include educators' lack of technical 

knowledge, difficulty in envisioning VR implementation, limited institutional 

support, and the time and skill required to develop VR content. This finding is 

crucial as it pinpoints the specific hurdles that educators face in incorporating VR 

into their teaching practices. 

Finally, addressing RQ2.3, which questions the tools or processes needed for 

effective VR use by educators, the study suggests the necessity for user-friendly, 

domain-agnostic VR applications. Educators show a preference for well-curated 

resource repositories and tools that simplify the creation of VR content. Therefore, 

developing such tools and repositories would significantly aid educators in 

integrating VR into their teaching, thus answering RQ2.3. 
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In summary, this study indicates that while there is significant excitement and 

potential for VR in education, there are also notable challenges and 

misconceptions. To maximize the benefits of VR in educational settings, it is 

recommended that education leaders not underestimate the resources required for 

its implementation. Additionally, there is a need for developers to create versatile, 

domain-agnostic VR applications and for institutions to provide adequate support 

and clarification on the educational benefits of VR. These actions will help 

educators effectively integrate VR into their teaching, ensuring that the 

technology is used as a complementary tool rather than as a replacement for 

traditional educational methods.  
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Chapter 5  
 
LOGIBOT: Engagement 
Through Virtual Reality 

5.1 Introduction 

In the previous chapter, the potential and problems of using VR in education was 

examined from the perspective of educators. Educators were surveyed, asking 

their experiences using virtual reality in the classroom and discovered that while 

there are significant opportunities for engagement and improved learning 

outcomes, there are also obstacles such as cost, technical difficulties, and a lack 

of training and support for educators. The research indicated that despite the 

promise for VR to improve student engagement and learning results, educators 

must carefully assess the integration of VR technology and get proper training 

and assistance to overcome its use barriers.  

This new study was designed to address two specific findings of the above 

research. Firstly, it identified the need for further research to validate the 

assumption that VR automatically increases engagement in an educational 

context. This is further compounded by respondents not being able to clearly 

define the term 'engagement,' which is a critical aspect of understanding the 

effectiveness of VR in educational settings. Thus, four components we considered 

with respect to engagement within a VR learning context: - 

• Undefined concept of ‘engagement': The respondents' inability to articulate 

their understanding of engagement suggests a lack of clarity and consensus 

on what engagement entails. Research should aim to establish a clear 

definition and measurement of engagement to determine if VR genuinely 

enhances it within an educational context. 

• Flawed assumption of automatic engagement: The quotes point out that 

the assumption that VR is inherently more engaging than traditional 
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educational activities may be flawed. This belief needs to be tested, as it 

is not guaranteed that the mere introduction of VR technology will 

automatically result in increased engagement. 

• Investigate factors contributing to engagement: Further research should 

explore which aspects of VR experiences contribute to increased 

engagement. Identifying these elements will help in designing more 

effective educational VR experiences and in understanding the conditions 

under which VR can enhance engagement. 

• Compare VR with traditional methods: Additional studies should compare 

VR-based educational experiences with traditional teaching methods to 

assess their relative effectiveness. This will help educators and 

policymakers make informed decisions about the potential benefits and 

limitations of VR in education. 

In summary, while VR may hold promise for enhancing education, further 

research is needed to validate the assumption that it automatically increases 

engagement. This chapter looks to provide clearer definition of engagement, 

comparison of VR with traditional teaching methods and an exploration of the 

factors contributing to engagement. 

Additionally, educators were receptive of VR in the classroom and had some 

interesting use cases they would like to apply VR to.  One of these use cases was 

thought exercises.  This aligned well with the existing literature suggesting that 

teaching programming is a challenging task.  Therefore, it was decided to combine 

this issue with educator’s desire to use VR for thought exercises by creating an 

artifact that explored this through developing students logical thinking skills.  In 

concert, this chapter also takes the opportunity to assess the level of engagement 

displayed by students within a VR educational system in comparison to 

traditional desktop implementations.  

Therefore, in this section, engagement is explored through VR-based learning 

tools by contributing LogiBot, a VR artefact that aims to teach programming 

concepts through gamification. A comparison study was conducted comparing 

LogiBot against another block-based programming learning environment, 

LightBot. This study aims to validate the widely held assumption that VR 
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inherently increases educational engagement by comparing engagement levels in 

VR (using LogiBot) and a traditional programming environment (using 

LightBot). The study addresses the lack of a clear definition and measurement of 

'engagement' in the context of VR in education, employing the User Engagement 

Scale (UES) [175] for a more precise analysis. Additionally, it seeks to identify 

specific elements within VR experiences that contribute to engagement, thereby 

informing the design of more effective VR educational tools. Lastly, the focus on 

programming and logical thinking aligns with educators' interests and existing 

literature, exploring VR's potential in enhancing logical skills compared to 

conventional methods, thus offering an understanding of VR's role in educational 

settings.  

5.2 Background 

5.2.1 Engagement 

A key parameter in learning is engagement. While e-learning tries to trigger 

psychological engagement through behavioural activities, such as selecting an 

answer from a list, this is not always successful [46]. On their own, traditional e-

learning methods based purely on the dissemination of information are not enough 

to enable knowledge acquisition for learners. Instead, e-learning needs to provide 

an experience that participants can learn from. 

Virtual Reality (VR) technologies offer a potential solution to this problem. This 

idea is supported by early research showing that VR provides students with 

successful experiences in a compelling environment [35], and that the experience 

of immersion offered by VR makes it an ideal solution for use in education [198]. 

There is evidence showing that users (particularly children) are more likely to 

engage with materials that offer a tangible object that they can interact with 

[104]. 

One peculiarity in the existing research however is that it is difficult to find single, 

well-respected definition of the term ‘engagement’.  This is further compounded 

by the fact that there appears to be different interpretations of the term depending 

on the context, i.e., within education or within VR.  This chapter therefore 
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attempts to synthesise a definition here from the existing literature [59, 82, 162, 

163] in terms of both education and VR and provide the following: 

• Engagement, within an educational context, refers to the level of 

involvement, interest, and commitment that students exhibit towards their 

learning process. It encompasses various dimensions, including emotional, 

cognitive, and behavioural engagement. Emotional engagement pertains to 

students' feelings and attitudes towards learning, cognitive engagement 

involves their mental effort and investment in understanding the material, 

and behavioural engagement relates to their active participation in learning 

activities. 

• In the context of VR, engagement refers to the degree to which users are 

immersed, attentive, and emotionally and cognitively involved in the VR 

experience. The difference between educational engagement and VR 

engagement lies in the nature of the learning environment and the specific 

technologies involved. VR engagement focuses on the user's interaction 

with the virtual environment and the extent to which it captures their 

attention and stimulates their senses, while educational engagement is 

broader and encompasses multiple aspects of students' relationship with 

their learning process. 

Having defined the above separate definitions (educational engagement vs VR 

engagement), a broader definition of educational VR engagement can postulated 

as follows: 

• Educational VR engagement is the level of involvement, interest, and 

commitment students exhibit towards their learning process within a 

virtual environment. It combines emotional, cognitive, and behavioural 

dimensions, encompassing students' feelings and attitudes towards 

learning, their mental effort and investment in understanding the material, 

and their active participation in VR activities. This engagement focuses on 

users' immersion, attentiveness, and emotional and cognitive involvement 

with the virtual environment, capturing their attention and stimulating 

their senses while maintaining a strong connection to the broader learning 

process. 
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5.3 Methodology 

This chapter compares an existing block-based programming learning game, 

LightBot, and another, LogiBot, developed in a similar style to be broadly 

comparable. It was decided to teach programming concepts using the gamification 

approach championed by LightBot that combines a simplified version of the visual 

block-based interaction style presented by applications such as Scratch.  

The hypotheses formulated for this study are directly connected to the initial 

research findings highlighted in previous chapters. This research emphasised the 

need for a clearer understanding of the potential of VR in enhancing educational 

engagement and developing computational thinking skills. Based on these 

findings, the study proposes two hypotheses: H1, which posits that VR will be 

more engaging compared to desktop learning applications, and H2, suggesting 

that this higher level of engagement will be attributed to the high interactivity 

with tangible objects within the VR game environment. These hypotheses are 

grounded in the initial research insights, particularly the assumptions around 

VR's inherent capacity to increase engagement and interactivity in educational 

settings. 

The hypotheses H1 and H2, are pivotal in investigating the potential of VR to 

enhance educational engagement and develop computational thinking skills. H1's 

focus on VR's engagement potential compared to traditional desktop applications, 

and H2's exploration of the role of tangible interactions in VR environments, 

directly contribute to understanding how VR can foster engaging educational 

activities. The shift from using the term ‘hypotheses’ to ‘assumptions’, particularly 

in reference to H2, reflects the study's methodological approach. The qualitative 

data from interviews, although not suitable for formal hypothesis testing due to 

its nature, is instrumental in exploring the underlying assumptions about VR's 

educational impact. This approach is consistent with the mixed-methods 

framework of the study, which employs quantitative data for hypothesis testing 

while leveraging qualitative insights for a deeper understanding of VR's role in 

education. Thus, this chapter's analysis of LightBot and LogiBot, and the 

subsequent hypotheses, are crucial for answering how VR can be utilized to create 
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engaging and interactive educational experiences, addressing both RQ1 and 

RQ1.1. 

5.3.1 Task 

Participants in the study were required to solve a series of computational thinking 

tasks using the LogiBot VR programme. On the basis of their performance in 

completing the puzzles and their self-reported levels of involvement and 

satisfaction, the levels of engagement by the participants were also assessed. 

5.3.2 Data Collection 

The study employed a mixed-methods approach, collecting and analysing both 

quantitative and qualitative data. The quantitative data includes indicators of 

effectiveness, such as task completion time and accuracy, while the qualitative 

data was gathered through questionnaires and interviews to determine the 

thoughts and experiences of the participants using the LogiBot application. This 

approach to data collection and analysis, including both quantitative and 

qualitative measures, was used to provide a more holistic understanding of the 

effectiveness of the LogiBot VR application for promoting engagement and 

developing computational thinking skills. 

5.3.3 Development of Survey and Interview Instruments 

The survey and interview instruments used in this study were carefully developed 

to align with the research objectives of evaluating the effectiveness of VR in 

education, specifically in enhancing student engagement and logical thinking 

skills. The survey instrument was an off-the-shelf tool - the User Engagement 

Scale (UES), which was chosen due to its comprehensive approach in measuring 

various dimensions of user engagement. This scale has been validated in numerous 

studies and is widely recognised for its reliability in assessing engagement in 

digital environments, making it an appropriate choice for our study focusing on 

VR applications. 

The development of the interview questions was informed by the preliminary 

findings from the survey responses and aimed to delve deeper into the qualitative 

aspects of user experience with VR in education. These questions were designed 
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to explore participants' subjective experiences, perceptions, and suggestions 

regarding the use of VR in educational settings. The inspiration for these questions 

came from a thorough review of existing literature in the field of VR in education 

and the feedback from educators as highlighted in earlier chapters of this study. 

The survey questions are designed to capture a comprehensive view of user 

engagement, encompassing aspects such as focused attention, perceived usability, 

aesthetic appeal, and reward factor. These dimensions are relevant to 

understanding the user experience in a VR learning environment. The interview 

questions, on the other hand, were more open-ended, allowing participants to 

express their thoughts and experiences more freely. These questions focused on 

aspects such as the perceived effectiveness of VR in enhancing learning, the 

challenges faced while using VR tools, and suggestions for improvement. 

The use of the survey and interview instruments was guided by both theoretical 

frameworks and practical insights from previous studies. This approach ensured 

that the instruments were well-suited to capture the nuances of user engagement 

and experience with VR in an educational setting. 

5.3.4 Observations 

A structured observational approach was employed to gather insights into the 

participants' interactions with the VR educational tool, LogiBot, and the 

traditional desktop-based programming environment, LightBot. The observations 

focused on behavioural aspects, such as the participants' physical interactions 

with the VR headset and controllers, their body language, and facial expressions 

during the tasks. These observations provided an understanding the nuances of 

user engagement and interaction within the VR environment. The researchers 

were trained to observe specific behaviours that could indicate levels of 

engagement, ease of use, and potential usability issues with the VR system. This 

included noting how participants navigated the VR space, their reactions to VR 

stimuli, and any verbal or non-verbal indications of frustration or enjoyment. 

Observational data was recorded in real-time, ensuring that subtle yet significant 

participant behaviours were captured accurately. This approach allowed for a an 

assessment of the VR experience, complementing the quantitative and qualitative 
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data collected through other methods. By integrating these observations, the 

study aimed to provide a holistic understanding of the impact of VR in 

educational settings, particularly in relation to engagement and user experience. 

5.4 System design 

5.4.1 Platform 

The chosen platform to develop LogiBot on was Unity, a cross-platform 3D game 

engine that supports scripting in the C# language as well as various virtual reality 

headset SDKs. Within Unity the development also used a framework called 

Virtual Reality Toolkit (VRTK) [264]. VRTK is a general-purpose framework for 

developing virtual reality games, providing a number of ‘out of the box’ 

interactions for motion-tracked virtual reality controllers. Unity was used to 

develop the game whilst targeting the Oculus Go headset, which builds on top of 

Android as a development and delivery platform. For the purposes of 

development, a Samsung Gear VR headset paired with a Samsung Galaxy S7 

smartphone was used, which has the same hardware capabilities and SDK as the 

Oculus Go.  

5.4.2 Implementation 

A key design decision was where possible to implement interactions via 

interactable objects and so minimise the use of GUI based elements (floating 

menus, start/stop buttons et cetera). As an initial prototype, a simplified 

graphical elements was used and thus the objects within game were not textured 

and did not have complex lighting applied. Robot instruction types were defined 
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as "Forward", "Rotate Clockwise", "Rotate Anti-clockwise", "Jump", and "None". 

Instructions include a 1-second wait between each executed instruction. An 

example is the forward function, which when executed will simply make the robot 

move one space forward in the maze. For this initial study, five hand-programmed 

levels (figure 5.1) were implemented in the game, declaring the positions of the 

tiles, walls, and objectives. Creating a more dynamic system that could read in 

level files (in JSON/CSV format) was considered, but for the purposes of the 

prototype, it was decided to manually implement each one as it would be more 

time-efficient for only five levels. 

5.4.3 Interaction Design 

The 3DoF controls of the Oculus Go necessitated certain choices being made for 

interaction techniques, e.g., for pointing and selection. Laser pointers (ray-casting) 

have been demonstrated as an efficient way of interacting with onscreen keyboards 

[243] so a similar approach was applied to selecting and grabbing interactable 

objects within LogiBot. A mechanism to move objects towards and away from 

the controller was implemented using the trackpad on the Oculus Go. A user 

alters the object distance by swiping up or down on the touchpad, although the 

 

Figure 5.1 Example level in LogiBot 

Level requires a combination of command blocks used procedurally to complete the 

level  
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requirement to adjust object distances was somewhat minimised by effective level 

design and careful consideration of object placement in the scene at run time. 

Object manipulation was implemented in the form of pointing the controller at 

object (ray-cast), pressing the trigger to pick up the object, or clicking the 

touchpad down to "use" the object, which is a context-sensitive action (e.g., using 

the "trash" button next to the instruction block grid empties it of all blocks 

currently placed in it). Objects that have been picked up are suspended in the air 

and move relative to the controller when the player moves it. 

Instruction grids are 4 by 3 grids of slots (figure 5.2) that users can place 

instruction blocks on to build their solutions to the robot maze. The main grid 

(that appears in every level) is used to create the program that the robot will 

execute, but another appears on the last level of the game - the procedure grid. 

Blocks that are dragged close to a grid will automatically snap to the first free 

slot on that board when the player releases their grip on the block. The grids 

build a list of instructions from the blocks by reading the blocks from the top-left 

to the bottom-right, which is then passed to either the robot directly, or the 

procedure block. Instruction blocks can be added to the main grid by either 

attempting to grab one of the "template" blocks, of which there is one for each 

instruction type. This creates a copy of that block type which the players grab 

instead, or by "using" the template block, which automatically inserts a copy of 

 

Figure 5.2 Screenshot of instruction blocks table. 
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the block type in the first free slot on the board. Blocks can be removed from the 

grid they sit in by grabbing them and moving them. Blocks can be placed 

anywhere in the play area.  An example solution to a level can be seen in figure 

5.3. 

5.4.4 Comparison Between LightBot and LogiBot 

Table 2 Comparison between LightBot and LogiBot 

Feature LightBot LogiBot 

Platform Desktop (Web-based) Virtual Reality (Oculus Go) 

Learning Approach Simplified block-based programming VR-enhanced block-based programming 

User Interface Traditional desktop interface Immersive 3D VR environment 

Interaction Style Point-and-click navigation 
3D interaction with VR controllers (e.g., 
grabbing, placing) 

Programming 
Concepts 

Basic programming logic (e.g., 
sequences, loops) 

Basic programming logic (e.g., procedures, 
nested loops) 

Usability High (familiar interface) Medium (requires adaptation to VR controls) 
Engagement 

Features Structured puzzles, clear instructions Immersive gameplay, tangible interaction 

 

Figure 5.3 An example solution to level 3 in LogiBot. 
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This table highlights the key differences between the two applications in terms of 

platform, learning approach, user interface, interaction style, programming 

concepts, usability, and engagement features. It provides a clear comparative 

overview that can be useful to understand the distinct characteristics and 

functionalities of each tool. 

5.5 Experiment 

5.5.1 Apparatus 

The control group were provided with a laptop with the required software 

installed and LightBot loaded, while the experimental group were provided with 

a VR headset (Oculus Go) to complete the tasks, and a laptop to complete the 

UES [175]. The entire experimental task was designed to take 20-30 minutes, while 

the post-task questionnaire and interview took 30 minutes to complete. 

5.5.2 Participants 

The study was run with 10 participants. Participants were recruited from current 

students and alumni of Lancaster University. The sample was split into two 

groups for a between-subjects study, one group using LogiBot and the other using 

LightBot. Six participants completed the LogiBot tasks and four completed the 

LightBot tasks. The demographics of participants completing the study were 3F, 

7M, age 18-55.  

5.5.3 Task 

Before commencing the tasks, participants were provided with clear and concise 

instructions to ensure they understood the objectives of the study and how to 

interact with both the LogiBot and LightBot tools. For the LogiBot VR program, 

participants were guided on how to use the VR headset and controllers, including 

navigating the virtual environment and manipulating the programming blocks. 

For the LightBot desktop application, instructions were given on how to navigate 

the interface using standard desktop controls. Participants were informed that the 

purpose of the study was to compare engagement and learning effectiveness 

between the VR and desktop-based programming environments. They were 

encouraged to interact with the tools as they would in a typical learning scenario 
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and were assured that their performance in the tasks was not being evaluated, 

but rather their experience and engagement with the tools. 

Participants in the LightBot condition were instructed to complete section 1 - 

basics and section 2 - procedures. The LogiBot participants were instructed to 

complete the five levels. 20 - 30 minutes was allowed for this section of the study. 

Observation notes were collected by the researchers for behaviours that were 

deemed interesting. On completing the task, both groups of participants were 

asked to complete the UES. Finally, short semi-structured interviews were 

conducted with participants to probe them on their motivations and insights when 

carrying out the tasks. Common questions revolve around the perceived 

learnability of the system, as well as comfort of the VR headset. 

5.5.4 Metrics 

Engagement was measured using O’Brien et al.’s long form UES [175], which 

consists of thirty 5-point Likert style questions measuring four latent variables – 

focused attention, perceived usability, aesthetic appeal and reward factor (see 

appendix B.2) and has been used previously to measure engagement in VR games 

[136]. Each of these sub scores are averaged for each category and the totals 

summed together to derive an overall score.  

The UES is a validated tool [23, 64, 79] for assessing the user experience of digital 

products, such as websites, mobile apps, and other interactive systems. In the 

context of HCI, the UES can be instrumental in designing effective applications 

by providing valuable insights into users' perceptions, needs, and preferences 

throughout various stages of the design process, including planning, development, 

and evaluation. 

During the development phase, the UES can be employed to assess prototype 

versions of an application. By gathering feedback from users at this stage, 

designers can identify any issues or areas for improvement before the application's 

final release. This allows designers to make necessary changes and refinements to 

the application, ensuring it meets users' expectations and provides an optimal 

user experience.  By identifying user needs and preferences, informing the design 

process, and facilitating ongoing evaluation and improvements, the UES enables 
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designers to create applications that provide a positive and engaging user 

experience. 

Further measurements were in the form of event sampled observations based on 

user behaviour during the experiment, accompanied by a semi-structured 

interviews to explore thoughts and motivations of the users during the study.  The 

justification for choosing semi-structured interview for this study are the same as 

those detailed in chapter three, part 3.2.3. 

5.6 Results 

5.6.1 UES 

In this study, a p-value threshold of less than 0.05 is employed to determine the 

statistical significance of results, thus guiding the rejection or acceptance of 

hypotheses. 

The survey results were analysed through independent sample t-tests. In 

comparing the LightBot and LogiBot survey responses, statistically significant 

difference was found in focused attention for the applications, LightBot (M = 4.4, 

SD = .38) was significantly higher than LogiBot (M = 3.9, SD = .45), t(8) = 

1.91; p < .05. A statistically significant difference was found in perceived usability 

for the applications, LightBot (M = 4.1, SD = .28) was significantly higher than 

LogiBot (M = 3.1, SD = .68), t(8) = 2.28; p < .05. There was no significant 

difference in the aesthetic appeal for LightBot (M = 4.2, SD = .63) as compared 

to LogiBot (M = 3.7, SD = .90), t(8) = 1.01, p = 0.34. There was no significant 

difference in the reward factor for LightBot (M = 4.45, SD = .39) as compared 

to LogiBot (M=3.7, SD = .85), t(8) = 1.8, p = 0.11. These results are reported in 

table 3 and visualised in figure 5.4. 

Table 3  UES scores and paired-samples t-test reults. 

 Focused Attention Perceived Usability  Aesthetic Appeal Reward Factor 

LogiBot 3.9 (±.45) 3.1 (±.68) 3.7 (±.90) 3.7 (±.85) 

LightBot 4.4 (±.38) 4.1 (±.28) 4.2 (±.63) 4.45 (±.39) 
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t-test t(8) = 1.91; p < .05 t(8) = 2.28; p < .05 t(8) = 1.01, p = 0.34 t(8) = 1.8, p = 0.11 

5.6.2 Interviews 

Interview responses indicated that participants for both LightBot and LogiBot 

were more likely to explore the interface independently as opposed to following 

on screen instructions. Both sets of participants recognised the value of such 

learning games in respect to learning programming and commented “bit like one 

of the programmable robot toys”. LightBot participants said it was good for 

practicing “solving structural problems”. For LogiBot a lot of the responses 

centred around the interaction methods and the clarity of the instructions 

provided, for example “vague instructions” and “instructions lacked context”. The 

VR headband impacted upon the comfort level of participants. They commented 

on how it can be loose at times during gameplay, which draws attention away 

from the game. The headband had a tendency to get hot over time, which 

 

Figure 5.4 Comparison between LightBot and LogiBot 

 Mean responses grouped as latent variables. Reverse scale correction applied. 

*indicates significant difference. 
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participants noted may make them less likely to play the game for a long period 

of time.  

For LogiBot, a common issue for participants was the way instructions were 

presented at the beginning of the game using text. They found this to be vague 

and confusing and would rather have seen a visual example of how to solve a level 

before starting. For instance, one participant pointed out that they initially tried 

to place instruction blocks on the robots table and tried to place the robot on the 

instruction table rather than the yellow block. They enjoyed the dragging 

interaction as it was easier to drag, since they could not see the controller while 

playing the game. Some participants commented on the scaling of the levels, 

saying that the difficulty scales too quickly. One participant did not find LogiBot 

useful in teaching programming concepts. They argued that people will already 

have these skills before playing the game (structural problem solving). They also 

did not think that VR was a necessary tool for these kinds of problem-solving 

exercises. Many participants noted frustration with trying to grab items such as 

blocks and the robot, sometimes picking up the wrong block, and placing the 

robot on the platform. 

5.6.3 Observations 

Observations indicated that while the experience was a seated experience, 

participants still displayed significant ranges of movement. Correlation to 

interview responses indicate one of the reasons for this was that the table with 

the instruction blocks on it was too far to the left participants field of view, 

necessitating them to have to twist uncomfortably to see the instruction block 

table. In a couple of observations, participants did not locate the instructions 

block table for a considerable amount of time, leading to frustrations being 

evident. 

5.7 Discussion 

The results show that the Perceived Usability and Focused Attention for LightBot 

scored significantly higher than LogiBot, indicating that the VR interface of 

LogiBot does not significantly contribute to user engagement. LightBot scoring 

higher could be attributed to interface familiarity for desktop applications. This 
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adds interesting design questions for the VR interface and what implementations 

will allow the users to have a better engagement with the task and therefore the 

learning process. The neutral results for Aesthetic Appeal for LogiBot indicate 

that there is less evidence of the ‘wow-factor’ from using VR applications than is 

generally assumed. Perhaps with the proliferation of low-cost VR devices such as 

the Oculus Go or Quest, VR is treated as more common-place or expected. The 

users thus possibly expect better functionality and interaction mechanisms beyond 

typical 'roller-coaster demos' bundled with past VR headsets. 

LogiBot implemented basic reward factors, limited to congratulation messages 

and sounds on level completion. Neutral results indicate reward mechanics did 

not dominate user experience over learning for both applications. There are 

opportunities to enhance engagement through gamification mechanics as a part 

of the learning process. 

The results indicate that in its current form LogiBot is not more engaging than 

LightBot and by extension VR is not automatically more engaging than desktop 

applications, thus H1 is rejected while also making H2 invalid. In analysing the 

interview responses, ease of use and interaction methods were identified as the 

main barriers in preventing the LogiBot application from being more engaging. If 

these issues are addressed, it could be inferred that VR has the potential to be a 

key element of learning applications by increasing engagement. 

Overall, the observations show that it may be necessary to think more deeply 

about interactions for VR applications versus traditional desktop applications, 

including identifying an acceptable range of motion for different experiences, i.e., 

seated or standing. The difficulty in implementing effective interactions can 

somewhat be ascribed to the limitations of the Oculus Go and its 3DoF tracking. 

This seems to support the notion that low-cost VR devices are more suited to 

content consumption rather than reflective interaction with the content. 

5.8 Limitations and Future Work 

As a preliminary exploratory study, the number of study participants was low. A 

future iteration would aim to conduct a thorough play test of LogiBot with 

additional participants to identify further interaction issues to be solved. With 
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the launch of the Oculus Quest (and Quest 2), porting LogiBot to this device 

would be a logical step, which will increase the options for interactions, and it 

would be interesting to see if this has any impact on the level of engagement 

experienced by users. 

For a further exploration of engagement within VR, individual differences should 

be considered: Students have different learning styles, preferences, and levels of 

experience with technology. Future research should investigate how these factors 

might influence engagement with VR-based educational activities and explore 

ways to personalise VR experiences to cater to diverse learners. 

Additionally, while the LogiBot artifact proved to be usable and enjoyable by 

students to learn computational thinking, the effectiveness of this learning was 

not assessed within this study. 

Finally, this study failed to conduct a Simulator Sickness Questionnaire (SSQ).  

If it had, there is a possibility that their might have been some correlation between 

the SSQ answers and the responses to the UES, although there was no observation 

of any obvious discomfort among participants. 

5.9 Conclusion 

This chapter presents the findings of a study examining the implementation and 

effectiveness of computational thinking and engagement in VR-based block-

programming games, specifically addressing RQ1 and RQ1.1. The study's 

comparison of the VR-based LogiBot and the desktop-based LightBot provides 

insights into the current state of VR in educational settings, particularly in the 

context of low-cost VR devices and their capacity to support engaging, interactive 

educational experiences. The results show that, contrary to the initial hypothesis 

(H1), VR, as represented by LogiBot, does not automatically guarantee higher 

engagement compared to desktop applications like LightBot. This finding is 

crucial for addressing RQ1, suggesting that the mere presence of VR technology 

does not inherently enhance educational engagement. 

Furthermore, the study's exploration of interaction paradigms and methods in VR 

(RQ1.1) reveals significant insights. The higher usability and focused attention 
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scores for LightBot imply that familiarity with desktop interfaces currently 

trumps the novel experience of VR in LogiBot. This challenges the assumption 

that VR's 'wow-factor' alone can boost engagement and underscores the need for 

well-designed interaction mechanisms in VR educational tools. The neutral results 

for aesthetic appeal in LogiBot also question the common assumption of VR's 

inherent attractiveness, further highlighting the importance of effective 

interaction design in VR for educational purposes. 

The study also sheds light on the potential of VR in enhancing educational 

experiences if interaction and usability barriers are addressed. This finding is 

particularly relevant for RQ1.1, as it emphasises the need for more research into 

creating engaging and interactive VR educational experiences, beyond just 

leveraging the novelty of VR technology. 
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Chapter 6  
 
VERITAS: Mind mapping 
in Virtual Reality 

6.1 Introduction 

In the previous chapter the concept of engagement within VR, utilising an artifact 

called LogiBot, was investigated.  Student engagement and the development of 

computational thinking skills were both considered.  Participants in the study 

utilised the LogiBot VR artefact to complete computational thinking tasks that 

needed logical reasoning and problem-solving abilities. It was discovered that 

LogiBot was not more engaging than a comparable desktop application, 

postulating that due to familiarity, VR can no longer be considered to be engaging 

just by way of novelty. This stresses the significance of creating VR applications 

with interactivity in mind in order to increase user engagement. The results 

indicate that the usage of VR can create a unique and immersive learning 

experiences that can increase student engagement and knowledge retention, but 

it must be implemented with care to be effective. 

This chapter therefore conducts an additional study to carefully consider how VR 

applications can be designed and built with interactions in mind to encourage 

engagement and subsequently facilitate improved learning outcomes.  

6.2 Motivation 

VR has the potential to significantly impact education and specifically students’ 

engagement in the learning process [177, 185, 203]. Recent advances in VR 

technology have made low-cost untethered VR headsets accessible to more users. 

Low-cost VR devices such as the Oculus Go and Meta Quest are untethered and 

consequently more manageable in a traditional classroom environment. Due to 

the untethered nature, these devices also present the intriguing possibility of being 

included by educational institutions in their flipped learning strategy [1].  
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Beyond the novelty factor of VR headsets, it is essential to understand the exact 

use which benefits the learning process. Commercially, low-cost devices are geared 

toward content consumption rather than content creation. Educational 

institutions commonly use VR as exploration devices, such as viewing 360-degree 

videos of interesting places on earth, visualising chemical structures or viewing 

parts of the galaxy. These activities are typically passive in nature, with limited 

interactivity and as such address only the lower cognitive processes, such as those 

illustrated in Blooms Taxonomy [24] of remembering and understanding. 

Conversely, inquiry based learning [190] incorporates reflective tasks such as 

categorising, organising, differentiation and interpretation. The aim is to trigger 

the more advanced cognitive processes of applying and analysis. Examples of 

reflective tasks currently used within education include white boarding and mind 

maps [2, 271]. These reflective tasks are known to show benefits over teacher-led 

learning [231]. However, in the VR domain there are very few applications that 

support interactive reflection.  

6.3 Methodology 

This chapter develops a VR artifact, VERITAS, to explore a mind mapping tasks 

as an opportunity to explore abstractly structured reflection within a 3D spatial 

environment. The focus is on individual reflection and the role of VR in supporting 

this process as a starting point for investigating VR supported reflection in 

paragogy (peer-based learning). Participants in the study were instructed to 

complete a mind mapping activity using VERITAS. The participants were 

evaluated based on their task performance and self-reported levels of involvement 

and satisfaction. The study employed a mixed-methods approach, integrating the 

gathering and analysis of quantitative and qualitative data. The quantitative data 

includes indicators of ease of use, such as task completion time and accuracy, 

while the qualitative data was gathered through questionnaires and interviews to 

determine the thoughts and experiences of the participants with the VERITAS 

application from a usability perspective. This strategy to data collecting and 

analysis, including both quantitative and qualitative measurements, was utilised 

in this study to provide a more holistic picture of the effectiveness of VERITAS 

VR for mind mapping. 

The main contributions of this section are:  
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 • The concept and analysis of a VR mind mapping application to be 

used as a scaffolding tool for inquiry-based learning. 

 • The implementation and analysis of specific complex interactions 

required for the VR mind mapping application. 

 • The results of a user experience study and discussion on the 

learnability of the application. 

6.3.1 Surveys and Interviews 

The survey and interview instruments were crafted to align with the study's 

objectives. The User Experience Questionnaire (UEQ), a standard tool in usability 

studies, was adopted for the survey due to its comprehensive range of parameters 

covering attractiveness, perspicuity, efficiency, dependability, stimulation, and 

novelty. This approach enabled the capture of a holistic view of the participants' 

experience with the VR application, VERITAS. The interviews were conducted 

as unstructured and questions were based on the results and insights gathered 

from the survey, aiming to delve deeper into specific aspects that were highlighted 

as significant. These included questions on the ease of use, engagement levels, and 

any challenges faced while using VERITAS. Statistical Analysis 

The analysis of the survey data employed a multifaceted statistical approach. 

Descriptive statistics were used to provide an overview of the participants' 

responses, capturing the central tendencies and dispersion within the data. The 

primary method used was the Analysis of Variance (ANOVA), which allowed for 

the comparison of the mean scores of different groups. This was particularly useful 

in evaluating whether the use of VERITAS significantly impacted factors such as 

engagement and usability. Additionally, correlation analysis was conducted to 

explore the relationships between different user experience dimensions measured 

by the UEQ. This statistical approach ensured a rigorous analysis of the survey 

data, providing robust insights into the effectiveness and user experience of the 

VERITAS application. 
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6.4 System Design and Implementation 

6.4.1 VR Platform 

The motivation for VERITAS is a classroom-based setting where reflective tasks 

like mind mapping are to be carried out. This presents constraints related to 

choices like tethering, tracking and control in addition to unit cost and supporting 

infrastructure. A pilot survey of available hardware indicated that the entire 

spectrum supported 3DoF controller input at minimum with additional features 

like clickable buttons, swipe surfaces or joystick alternatives. This formed the 

 

Figure 6.1 Inputs and gestures available on the Oculus Go controller. 

The following inputs are available as standard as part of the Oculus SDK in Unity. 

(a) Controller motion/orientation (3DoF), (b) Trigger press, (c) Touchpad click, (d) 

Touchpad swipe left/right, (e) Touchpad swipe up/down and (f) touchpad position.  
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baseline for selecting the test hardware. While 6DoF controllers with higher 

fidelity exist, the interactions this chapter explores can only be further improved 

by 6DoF (when such become a low-cost option), while continuing to work on 

existing hardware. The Oculus Go controller includes a touch surface which can 

interpret swipe gestures in the form of thumb swipe up, down, left, and right 

(figure 6.1) in order to expand the possible interactions available to the 

application. The controller also includes a gyroscope for 3DoF input and 

interactions were built around this also. As a low-cost untethered unit, the Oculus 

Go acts a flexible VR development platform and the Oculus Integration 

framework (v1.35). To retain full control of interaction development, no other VR 

toolkits were used. The platform for implementation. VERITAS is implemented 

 

Figure 6.2 Concept of initial tile presentation to the user. 
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using the Unity game application is forward compatible with Oculus Rift and 

Quest series of headsets. 

6.4.2 System Overview 

The primary design goal of VERITAS is to allow participants to build a mind 

map from pre-defined objects based on information they had previously been 

exposed to outside of VERITAS. These pieces of unique information could be 

images or text and needed to be presented as interactive objects. From an 

interaction perspective, participants can manipulate and arrange these objects 

and display relationships between these objects. The information objects are 

represented as double-sided tiles. A tile carries the same content (image or text) 

on both sides. The tiles are initially presented as a rotating carousel (figure 6.2 

and figure 6.3) so users can see all available tiles before deciding on which tile to 

interact with.   

6.4.3 Interactions 

Selection of a tile is the entry point for interaction with the mind map. The initial 

research explored virtual hand techniques [148], a form of object touching [29], 

gaze based and hand-based ray-casting for the initial pointing interaction that 

precedes selection. Virtual hand techniques were discounted due to the complex 

control scheme required to support this technique on 3DoF controllers. Virtual 

hands require a user to ‘reach’ out to touch an object, facilitated by the heave 

motion only available in 6DoF controllers. Ray-casting is a ubiquitous and simple 

VR selection technique supported trivially by 3DoF controllers. Combined with 

visual feedback to indicate target-intersection, ray-casting is a powerful selection 

technique. Ray-casting can also be in the form of a head-pose pointer, controlled 

by head movement, with the point of origin being between the user’s eyes. It 
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requires the user to ‘look’ at the object to be selected. In the implementation, it 

was decided to decouple the gaze and head-pose from the selection technique so 

that the user may look around to evaluate the information-rich environment 

without affecting their ability to select objects. Having considered these 

approaches, it was decided to implement 3DoF controller-based ray-casting as the 

selection technique in VERITAS. 

Tile selection is via a ray-cast from the controller model.  This ray-cast is renders 

as a faint grey semi-transparent line to aid the user with object selection and 

emanates from the tip of the controller model.  This design decision was informed 

by Teather and Steurzlingers [255] study that found selection was more accurate 

when the pointer was rendered from the fingertip rather than the base.  When 

the ray intersects a tile, the tile is highlighted yellow. Further interactions are 

initiated through controller inputs and the highlight colour changes to green for 

translation (trigger press), orange for tile manipulation (long-press touchpad 

button) and blue for link manipulation (touchpad button click). A tile can be 

‘dragged’ along an invisible cylindrical plane around the user which ensures that 

  

Figure 6.3 Initial 'carousel' of interactive tiles.  
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the tile remains at a constant distance from the user’s perspective during 

translation events (figure 6.4 and figure 6.5). This concept of curvilinear 

 

Figure 6.4 Concept for curvilinear translation. 

 

   

 



 
 
VERITAS: Mind mapping in Virtual Reality  6.4. System Design and Implementation 

Rob Sims - January 2024   109 

movement can best be illustrated through a log of tile movements (figure 6.6). 

 

Figure 6.6 Tile translation. 

 

 

Figure 6.5 Illustration of curvilinear translation. 

Perspective is from a top-down view. User location is bottom-middle. 
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The translation action was separated into planar and depth movement. The 

planar movement benefits from being a recognisable action in 2D environments 

as a dragging metaphor. The translation metaphor is thus curvilinear movement 

at a fixed distance. In VR, this is realised as movement on cylindrical surface to 

avoid changes in perceived size. The decoupled depth movement is available as 

an independent interaction using a push-pull metaphor. Scaling an object 

produces visually similar outcomes to depth movement from the perspective of 

the user when other depth cues are absent [87]. Thus, the scaling action needs a 

metaphor that is spatially distinct from push-pull. 



 
 
VERITAS: Mind mapping in Virtual Reality  6.4. System Design and Implementation 

Rob Sims - January 2024   111 

Up-down swipe gestures on the touchpad produces movement along the Z-axis 

(away from or towards the user), resembling push-pull (figure 6.7 and figure 6.8). 

   

Figure 6.7 Concept for Z-axis translation. 
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The interactions to increase or decrease the scale of tile are placed orthogonal 

(swipe right-left) to Translate-Z interactions. This placement accentuates the 

difference between the two interactions since they can produce visually similar 

results.  

For rotation, the naïve approach of linking the controller orientation to object 

orientation as a one-to-one mapping was quickly discarded. This approach can be 

extremely difficult to control and angles exceeding 30 degrees are hard to achieve 

without uncomfortable contortion of the wrist. A hysteresis-based approach can 

be useful here as it can ignore the accidental inputs resulting from manipulating 

buttons while trying to enter the rotation mode. At the start of the rotation mode, 

any change in the controller orientation is ignored till it exceeds a threshold angle. 

This is analogous to a crossing-based interaction metaphor [3] but applied to 

   

Figure 6.8 Implementation of user induced Z-axis translation. 
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controller orientation. When the threshold angle is exceeded, object rotation is 

controlled by coupling the rotation rate to the controller orientation angle along 

the specific axis. This is analogous to a steering wheel of a car where a specific 

steering angle produces a fixed turning rate. This was the model thus implemented 

(figure 6.9).  Additionally, for rotating a tile (in all three axis) the system 

implements visual feedback for rotation as a crossing-interface widget (figure 

6.10). The controller rotation beyond the crossing boundary causes the tile to 

rotate at a specific rate. 

Relationships are a crucial element of mind maps, as they help to illustrate the 

connections between various ideas or concepts. By illustrating how ideas are 

 

Figure 6.9 Concept for tile orientation. 
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interconnected, relationships facilitate a more comprehensive understanding of a 

topic and can aid in the generation of new concepts. Relationships in mind maps 

are typically represented by connecting ideas with lines or arrows. These 

connections can be used to demonstrate cause-and-effect relationships, similarities 

and differences, hierarchies, and any other relevant type of relationship. Mind 

maps can also make use of colours and images to illustrate relationships. Related 

concepts may be grouped together and given the same colour, or they may be 

represented by images. In VERITAS, relationships between objects are 

represented by a curvilinear link object (figure 6.11 and figure 6.12). The link 

connects a parent and child tile on a one-to-many basis and a pulsing animation 

is applied to the link to show this ‘from-to’ relationship. The links are designed 

to redraw themselves as the connected tiles are moved.  

 

Figure 6.10 Implementation of user induced rotation. 

Crossing based interface shown. 
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To indicate the system state and available interactions, visual feedback can be 

provided by way of highlighting objects and providing a HUD (Heads Up Display 

like console or menu).  A HUD can be exploited to display available interactions 

in the current system state to aid user navigation within the state model. For 

additional feedback, audio cues [115] can act as notifications during interactions. 

Audible error notifications are important as they allow the user to recover from 

failed interactions, and when coupled with the other visual feedback elements, 

guide users to the correct intended interaction. Thus, feedback of the interaction 

state is provided using a heads-up panel (HUD), locked to the head orientation. 

It shows actions available to the user in the current interaction state. As the user 

performs any of the available actions, the corresponding HUD element is 

 

Figure 6.11 Creating relationships between tiles. 
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highlighted to provide visual feedback (figure 6.13). Audio cues and notification 

error sounds are generated when the user provides controller input which is not 

mapped to an interaction step in the current state of the interaction model. 

The working volume is a 10×10×10 unit cube (1 Unity unit ≈ 1 metre), bounded 

by a floor with a grid pattern and transparent walls on the remaining 5 sides. A 

neutral skybox is applied to the entire scene. The tile carousel is located at (0, 

2.5, 1). A model representing the physical controller and the controlling hand is 

displayed on the lower half of the viewing frustum. The model mirrors any change 

along the 3DoF as well as button clicks and swipes on the touchpad. Further 

prompts for confirmation of actions and error notifications are implemented. 

Confirmation sounds are generated on successful selections or manipulation and  

 

Figure 6.12 Creating a link between two tiles. 

Blue indicates the parent tile, yellow indicates a child tile the link can be created 

to  
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feedback of the interaction state is provided using the heads-up display (HUD) 

panel at the lower edge of the view. It shows actions available to the user in the 

current interaction state as well as highlighting the actions as they are performed.  

6.4.4 Interaction Workflow and State Model 

The interaction techniques discussed above need to be integrated into a single 

workflow that maps individual controller inputs differently based on an 

interaction context. To support this, an interaction workflow for VERITAS was 

developed based on a state-model approach with a goal to provide distinct levels 

 

Figure 6.13 Example HUD elements. 

 

 

Figure 6.14 Ray cast intersecting a tile. 
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of interaction while keeping the number of states low. The interaction state-model 

is at most three levels. The HUD is used to provide visual feedback on interaction 

and display the interactions available in the current context. The start point is a 

controller in tracking mode waiting for target selection. The tracking is in the 

form of a ray-cast pointer emanating from the controller model. The direction 

vector for the ray is determined by the orientation of the controller. When the 

ray intersects a tile, the tile is highlighted yellow (figure 6.14). Once a tile is 

selected, the highlight colour changes to green (figure 6.15) and the interactions 

available for the tile are linked to the controller inputs. The HUD updates to show 

what actions are available. 

The user can perform the default action or enter a deeper interaction mode as 

required. In all cases, the ‘Back’ controller button reverts the user to the prior 

state without undoing any previously completed actions. The system provides a 

 

Figure 6.15 Moving a tile out of the carousel (tile highlighted green). 
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full set of audio cues and notification prompts for confirmation of actions and 

invalid actions.  

Certain design decisions were taken based on pilot tests of particular interactions 

and situations that could arise during the use of the mind map. For example, tiles 

cannot occupy the same 3D space. If a user tries to position an object into a 

location which is already occupied by another object, the selected object will slide 

over, under or to the side of the existing object in the direction of its trajectory. 

To aid operation while only using a 3DoF controller, the tile translation action 

was separated into planar and depth movement. For the planar motion, once 

selected the user can move the tile up-down and right-left but keep the tile at the 

same fixed distance from themselves thus moving the tile on a cylindrical curved 

surface. The decoupled depth motion is available as an independent interaction 

using a push-pull metaphor through up-down swipe gestures on the touchpad 

producing movement along the z-axis (away from or towards the user). These 

interactions are placed orthogonally to the scale interactions (swipe right-left). 

This placement was intended to accentuate the difference between the two 

interactions as both produce visually similar outcomes from the perspective of the 

user. 
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For rotation, as previously described, the approach of linking the controller 

orientation to rotation was quickly discarded. In pilot tests, this approach was 

confirmed extremely difficult to control and angles exceeding 30 degrees were hard 

to achieve without uncomfortable contortion of the wrist. Instead, the system  

uses the previous described hysteresis-based implementation. The HUD’s feedback 

was analogous to a crossing-based interactive widget [3] (figure 6.10).  

The link creation interaction is tied to tiles. The user can enter the link creation 

state once a tile is highlighted. The highlighted tile is treated as the parent tile 

(figure 6.16). The user then points to the child tile and selects it to complete the 

link between the two. Deletion similarly starts by highlighting the parent tile and 

entering the delete-link state. 

 

Figure 6.16 creating links between tiles (tile highlighted blue). 
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Figure 6.17 VERITAS state model. 
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6.4.5 Feedback 

To indicate the system state and available interactions, visual feedback through 

highlighting objects is augmented by a heads-up display panel (HUD). The HUD 

is positioned at the lower edge of the viewport and locked to the head orientation. 

The HUD displays the available interactions in the current system state and aids 

user navigation within the state model. As the user performs any of the available 

actions, the corresponding HUD element is highlighted and animated to provide 

visual feedback. These HUD elements are shown in figure 6.13. For additional 

feedback, we provide audio cues [206] for explicit notifications during interactions. 

A full set of audio cues and notification prompts for confirmation of actions and 

error notifications is implemented. Confirmation sounds are generated on 

successful selections or manipulation and error sounds are generated when the 

successful selections or manipulation and error sounds are generated when the 

user provides controller input which is not mapped to an interaction step in the 

current state of the interaction model. Audible error notifications allow the user 

to recover effectively from invalid interaction inputs, and when coupled with the 

other visual feedback elements, guide users to the correct interaction input as 

intended. 

6.4.6 Simulator Sickness Considerations 

Simulator sickness resulting from visually induced motion is a common and well-

studied physiological issue associated with VR [100]. Due to the disparity between 

the users’ vestibular and visual systems, vection is even more pronounced in VR 

systems that only support 3DoF versus 6DoF through their hardware [128, 139]. 

VERITAS is a seated experience with no sudden in-application locomotion or 

change in the position of the user. This alleviates simulator sickness by minimising 

vection. 

6.5 Experiment 

The mind mapping task supported by VERITAS is well-known in inquiry-based 

learning approaches. The individual VR interactions implemented in VERITAS 

are based on existing literature. However, the motivation of the experiment is to 

understand if the interaction workflow can allow a user to focus on the mind 

mapping activity instead of focusing on tool management. Through this study, 
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understanding was also sought to see if the interaction workflow can be learnt 

quickly enough by novice users. Finally, as an exploration of mind mapping in 

3D, to the study sought to identify the emergence of interesting interaction 

patterns that could inform future work in a collaborative context.  

6.5.1 Apparatus 

Oculus Go stand-alone VR headset was used for the study. The default factory 

settings were retained for the purpose of the study, including interpupillary 

distance, brightness and volume. The headset was configured to store the desired 

logging information and videos. 

6.5.2 Participants 

Participants for the study were recruited through a combination of purposive and 

convenience sampling methods. The recruitment was primarily targeted at 

individuals within educational institutions, specifically Lancaster University and 

Blackpool and the Fylde College, to ensure a relevant and informed participant 

pool. Advertisements and calls for participation were disseminated through 

institutional mailing lists, bulletin boards, and social media platforms associated 

with the institutions. The study aimed to include a diverse demographic in terms 

of age, educational background, and VR experience. Participants were required 

to be over 18 years of age, with no stipulations on prior experience with virtual 

reality, ensuring a varied sample in terms of VR familiarity. The recruitment 

process was governed by ethical guidelines, and all participants provided informed 

consent before participating in the study. 

24 participants over 18 years of age were selected from Lancaster University and 

Blackpool and the Fylde College to participate in the study. Participants did not 

require prior experience of virtual reality and there were no stipulated exclusion 

criteria that would prevent potential participants taking part in the study. The 

experiment was conducted after acquiring the requisite ethical approvals from 

Lancaster University. 

The participant sample included twenty males, four females, with ages ranging 

from 18 to 50 years of age. Fifteen of participants were from the 18-25 age-range. 
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Four participants had no prior VR experience, while one participant had used VR 

headsets only once before. 

6.5.3 Task 

Three unrelated topics were chosen to explore the mind mapping exercise – the 

animal kingdom, a web technology hierarchy and a branching history timeline. 

The topic, selected via a round robin approach, was presented to the participants 

as a one-page document containing information related to the topic. Round robin 

in the context of task selection refers to a method where tasks are assigned or 

chosen in a sequential, rotating order. This approach ensures a fair distribution 

of tasks, preventing any single participant from consistently getting either 

preferable or less desirable tasks. The mind mapping exercise was set up in 

VERITAS for each of these topics. The exercise consisted of keywords and 

pictures, with pictures either representing physical entities (i.e., animals, people 

or objects) or illustrative entities (i.e., maps, actions or symbols). Keywords also 

included dates and numerical values. An example of a completed activity based 

on one of the above three scenarios can be seen in figure 6.18. 
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The tasks consisted of a pre-activity, the main task and a post activity. The pre-

activity task and post-activity task were simple instruction tasks that asked the 

participant to perform interactive actions like scaling a tile and linking two tiles. 

The participant had to complete each interaction step before moving to the next 

task. The required steps were the same for both activities. The main activity 

consisted of an open-ended exploration of the topic as a mind mapping exercise. 

The participants were instructed to build the mind map based on the text they 

had read and reproduce the relationships between the tiles as best as they could. 

Once they were satisfied with the mind map, they could signal completion. 

6.5.4 Metrics 

Participants’ activities within the system were recorded by way of a video screen 

capture and system logging that recorded different parameters. 

All interactions using the controller were logged along with the context within 

the interaction workflow. Inputs in an incorrect context were treated as errors 

 

Figure 6.18 A completed mind map activity. 

The scenario here is War of the Roses. 
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and logged. For example, attempting to select a tile when none was highlighted 

would be treated as an error. Position, orientation, and size of all the tiles was 

also logged on a periodic basis. The video feed of the VR space was captured to 

obtain a participant view of what was visible on the headset. 

Participants completed a standardised User Experience Questionnaire (UEQ), a 

standard Simulator Sickness Questionnaire (SSQ) (see appendix B.4) and were 

given an opportunity to provide open-ended feedback about their experience. The 

UEQ is a widely used tool for measuring user experience and the quality of 

applications. The UEQ is designed to elicit a quick and spontaneous response 

regarding the application or product being assessed and generates statistics for six 

elements – attractiveness, perspicuity, efficiency, dependability, stimulation and 

novelty. It also includes a benchmark for comparison against existing applications 

[222]. A well-designed application is expected to score positively on the UEQ. 

Scores in the range of +2 represent a very positive result. Negative scores indicate 

poor user experience with the application. Extreme scores above +2 are rarely 

returned due to the common occurrence of respondents avoiding answering at the 

extreme ends of scales. The UEQ has a high internal consistency [217]. 

6.5.5 Procedure 

A repeated measures within-subjects design was used. Each participant was given 

a pre-selected topic to ensure equal participation for each topic. They participated 

 

Figure 6.19 Screenshot from the familiarisation tutorial. 
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in the experiment in one continuous session lasting up to 25 minutes plus 5 

minutes to complete questionnaires. Before starting the tasks, the participants 

undertook a short tutorial inbuilt to the device to familiarise themselves with the 

headset and controls (figure 6.19). The pre-activity task and the post-activity task 

were identical in structure. For the post-activity, the helper tips that were 

provided to assist in performing the interaction (e.g., ‘hold button B to select an 

object’ for the pre-activity versus ‘select an object’ for the post-activity) were 

removed. This tested the ability of the participants to recall how to effectively 

interact with the application and undertake all the required interactions without 

instruction. It was expected that there would be a reduction in interaction errors 

and a shorter activity completion time for the post-activity versus the pre-activity 

task. 

The UEQ generates statistics for six elements – attractiveness, perspicuity, 

efficiency, dependability, simulation, and novelty. It also includes a benchmark 

for comparison against existing applications. However, the benchmark is based on 

non-VR applications it should be noted that dataset used to construct the 

benchmark does not specifically include other VR applications. Overall, a well-

designed application could be expected to score positively on the UEQ. 
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6.6 Results 

The logged data was analysed for the following: pre-post activity completion 

times, interaction errors, UEQ, SSQ and free responses. In this study, a p-value 

threshold of less than 0.05 is employed to determine the statistical significance of 

results, thus guiding the rejection or acceptance of hypotheses. 

6.6.1 Pre/Post Activity Completion Times 

For the Pre and Post activity completion times (TCT) an ANOVA with repeated 

measures was performed. There was a statistically significant difference in TCT 

between the Pre and Post activity tasks (F(1,23)=33.07, p<.05) with the Post 

activity (M = 111.54s, SD = 53.64s) being completed significantly faster than the 

Pre activity (M = 194.54s, SD = 84.58s). 

The individual comparison of Pre and Post task completion times is shown in 

figure 6.20. There is a clear trend of reduced completion time in post activity 

tasks.  

 

Figure 6.20 Pre and post activity completion times. 
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6.6.2 Interaction Errors 

The error rates for each interaction category (translate, select, rotate and link) 

were analysed and using an ANOVA with repeated measures test, no significant 

difference between the error rates for both pre-activity and post-activity tasks was 

found. Overall, the error rates were observed as very low (0.31% for pre-activity 

and 0.68% for post-activity) in all categories. 

6.6.3 Main Activity Analysis 

It was observed that every user successfully created a clear and recognisable mind 

map with complete relationships and good spatial positioning, including in the z-

axis. They made full use of all the available interactions to manipulate the tiles 

and build their mind map. It was observed that completed mind maps followed 

one of three styles – radial, tree or star (see figure 6.21), with radial being the 

most common style with twelve occurrences, seven for tree and five for star.  

Quantitatively, the results analysis also looked at error rates, how users utilised 

the 3D space and how long they took to complete the main activity task. It was 

noted that most users made use of the z-axis in some dimension (M = 3.58 unity 

units, SD = .88) and the overall error rates were low (M = 0.97% of all 

interactions). The average time to complete the main activity task was 398s with 

no outliers. The analysis explored the possibility that the topic selected for the 

mind map activity could present itself as an experimental confound. To eliminate 

this, the analysis used one-way ANOVA, with ‘topic’ as the between-subjects 

factor for analysis against error rate, activity completion times and tile movement 

and found no statistically significant difference to suggest that the topic was a 

factor. 

 

Figure 6.21 Hierarchical organisation styles used by participants. 

(a) Radial, (b) Tree and (c) star. 



 
 
VERITAS: Mind mapping in Virtual Reality  6.6. Results 

Rob Sims - January 2024   130 

6.6.4 UEQ 

The UEQ is provided with an automated analysis tool for generating results. 

Results from the tool are reported here. The participants scored VERITAS high 

in terms of attractiveness, stimulation, and novelty (see figure 6.22). The scores 

for perspicuity, efficiency and dependability were also positive but lower. Expert 

VR users could bias the Hedonic Quality metric of UEQ. However, previous work 

[138, 217, 259] does not discuss the bias as a factor affecting UEQ scores for 

familiar users (mere-exposure effect versus expertise). Since none of the 

participants identified as "Expert", the question of bias is approached in line with 

previous work. 

6.6.5 SSQ 

Responses to SSQ showed no notable increase in discomfort or any form of nausea. 

Only one participant noted an increase in discomfort (pins and needles in hands). 

 

Figure 6.22 UEQ Metrics  

A = Attractiveness, P = Perspicuity, E = Efficiency, D = Dependability, S = 

Stimulation, N = Novelty. UEQ scale range is [-3, 3] but is truncated due to 

absence of negative values  
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The same participant noted existing issues with fine motor control for their 

thumb. 

6.6.6 User Responses 

The participants were asked to reflect upon their experience in an open-ended 

format. Seven participants noted that the HUD location was too low in the 

viewport, and one didn’t notice the HUD at all. Two participants stated they felt 

there were too many steps required to delete a link. Three participants stated 

they would like to be able to select multiple objects and move them as a group. 

Given the limited number of interview responses, a full thematic analysis was not 

feasible due to insufficient data. Instead, the qualitative data collected from the 

interviews was used primarily for minor triangulation purposes. For instance, 

some interview responses were used to provide context to specific quantitative 

findings, such as low SSQ scores. An example of this triangulation was observed 

in instances where low SSQ scores correlated with participants indicating minor 

motor movement issues. This approach allowed for a nuanced understanding of 

certain data points, albeit on a smaller scale than initially planned. The 

qualitative responses, though limited, offered insights that complement the 

quantitative data and provide a more rounded perspective on the study's findings. 

6.6.7 Visualisation 

Using the logged tile position data, 3D visualisation was created to explore tile 

movements (figure 6.23) shows a composite of five participants tile movements) 

during the main activity. The plot displays the movement of every tile for each 

user. The time (t) spent by a tile at each location is represented by a shape 

enclosed in a sphere of diameter = log10t. This plot shows that participants used 

the full space afforded by the virtual environment for creating a mind map. 

6.7 Discussion 

The aim was to investigate if a simple, yet usable interaction workflow could be 

developed for interacting with a mind map in VR. 
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6.7.1 Usability of VERITAS 

The quantitative analysis of the Pre/Post Activity tasks is the first indicator for 

the usability of VERITAS. The analysis find an expected reduction in task 

completion times (TCT) for the post-task. Apart from learning effect, the positive 

observation of low error rates indicates that the participants were able to work 

with the interaction metaphors without extra effort. If the interaction metaphors 

were harder to recognise or recall, the absence of the helper prompts in the post-

activity would have affected the TCT or error rates, which was not the case. All 

users completed the main activity to a reasonable standard of completeness and 

quality, indicating that all the essential interactions are in place. 

The main activity and completeness of the resulting mind maps demonstrated 

that the participants were able to understand and use the state-model for the 

interaction workflow with relative ease. Even if some interactions (like rotation) 

were placed deeper than the default state, the participants navigated the states 

without difficulty. This state-model is supported by low-cost 3DoF controllers 

 

Figure 6.23 Visualisation of tile movements made by a user. 
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that are commonly available. However, if 6DoF controllers become commonplace, 

the state-model can be mapped to the controller inputs with minimal 

modifications. 

The UEQ provides further insight into the usability. The strong results for 

attractiveness and novelty metrics would be normally expected for a well-designed 

VR application. The stimulation metric indicates higher motivation to continue 

using the product. This observation is particularly important as situational 

interest is essential to inquiry-based learning and strengthens the argument for 

performing mind mapping exercises in VR. Perspicuity, efficiency, and 

dependability metrics are positive though not as strong as the prior metrics. The 

perspicuity metric measures the pragmatic qualities and learnability of the 

application. The metrics indicate that users found the application to be a different 

learning experience than usual.  

The SSQ responses indicate that the design choices did not result in increased 

discomfort while using the application. The feedback from the participants were 

mainly positive. One participant mentioned that the interactions appeared to be 

a blend of intuitive versus learnable. The participant with high select and rotate 

errors mentioned that they had an issue with fine-motor control of their thumb. 

This led to accidental clicking of the touchpad when trying to swipe, causing 

selection and rotate errors. The participant also noted that they were able to 

recover from the accidental inputs and continue successfully without much effort. 

This raises a point for consideration about accessibility of controllers but is beyond 

the scope of current research. 

6.7.2 Mind mapping in VR 

The motivation for VERTIAS was to identify a suitable interaction workflow to 

support creation of mind maps in VR. The study also attempted to see how users 

would make use of the 3D space available to them for organising the information. 

The video analysis and the tile position visualisations showed a very good use of 

3D space with each participant producing a clearly identifiable mind map in one 

of three styles. Participants made ample use of the spatial positions, logging 

interactions to move the tiles back and forth along the Z-axis (depth interaction). 

This can be visualised in figure 6.23. They also focused on the orienting the tiles 
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to suit a view that they preferred. The use of the Z axis suggests that mind 

mapping in VR may offer advantages over traditional 2D implementations. 

It is suggested that virtual 3D environments can improve activities such as mind 

mapping by providing an enhanced spatial representation. In a virtual 3D 

environment, users can create and visualise mind maps in three dimensions, which 

offers a more comprehensive view of the information and its connections. This can 

lead to a better understanding of complex relationships and concepts. The 

immersive nature of virtual 3D space can also increase engagement and focus. As 

users are more involved in the activity, they may be more inclined to explore and 

experiment with different ideas, leading to a deeper understanding and more 

creative solutions. In addition, virtual 3D space allows for more intuitive and 

natural interactions with the mind map elements. Users can manipulate and 

arrange nodes and connections in ways that are not possible with traditional 2D 

applications. This freedom of movement and interaction can lead to more efficient 

and effective organisation of ideas. 

6.7.3 Design Discussion 

The interaction workflow of VERITAS is designed for use with low-cost 3DoF 

controllers. While the studies ran on an Oculus Go headset, VERITAS could be 

easily ported to a low-fidelity smartphone setup (e.g., Cardboard) making it even 

more accessible or to the Oculus Quest for increased interactions possibilities 

afforded by a 6DoF headset and controllers.  

While the current scope of VERITAS is a single-user mind map activity, the leap 

to a collaborative mind mapping application is obvious. When collaborative mind 

mapping is carried out on tabletops, the collaborative exercise results in specific 

patterns of communication and strategies for managing conflict [113]. These arise 

due to the need to control shared pieces of information (e.g., tiles) and their 

relative positions. Users do try to move objects at the same time; however, users 

will relinquish control of an object if they perceive another’s actions is correct 

(termed collaborative interplay). Collaborative mind mapping in VR has the 

opportunity to support richer interactions and collaborations since the 

independent headsets can support ‘one-world, multiple perspectives’ for the task. 

Collaborative strategies involving shared workspaces and personal workspaces 
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[120] can be applied to VR with relative ease while continuing to foster 

communication between the peers. A key to enabling effective collaboration within 

VR is the need for communicating system state of all objects (i.e., an item being 

moved) to all users and that the users’ actions are apparent to all other users (i.e., 

gaze directions, pointer direction, if they are modifying an object). 

With the usability of VERITAS established, exploration of user behaviours within 

the application is required to develop the application further to support 

collaborative learning. There is also the obvious question - Does learning indeed 

occur within a VR mind mapping application (and how to measure such learning)? 

The current design of VERITAS provides a baseline system that can be expanded 

in the future and trivially instrumented to further understand collaborative 

interactions as well as evaluation of learning effectiveness and user mind mapping 

strategies. 

6.8 Future work 

It would be beneficial to explore the potential for collaboration within virtual 3D 

environments. Multiple users could work together in a shared virtual environment, 

employing communication strategies and cooperation on the mind map. This 

collaborative aspect could lead to more diverse perspectives and richer discussions. 

It would also be interesting to test if virtual 3D environments can help users retain 

information more effectively. The combination of visual, spatial, and interactive 

elements in a virtual 3D environment may contribute to better memory encoding 

and recall, as it engages multiple senses and cognitive processes simultaneously. 

6.9 Conclusion 
 

This study provides insights into the use of low-cost VR devices for complex 

educational activities, specifically addressing RQ1, RQ1.1, and RQ1.2. It 

demonstrates that low-cost VR devices, despite their limited input controls, are 

capable of supporting engaging and interactive educational activities such as mind 

mapping, directly answering RQ1. The effective and usable interaction workflows 

developed for the VR mind mapping application VERITAS, along with the 

minimal interaction errors observed, align with RQ1.1, showcasing how specific 
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interaction paradigms and methods can be utilized in VR to create engaging 

educational experiences. 

Furthermore, the study's exploration of mind mapping in VR contributes to 

answering RQ1.2, regarding the use of VR for domain-agnostic learning. The 

participants' utilization of the 3D space in VR to organize and manipulate mind 

maps illustrates the potential of VR in supporting learning activities that are not 

bound to a specific domain. This aspect of the study shows how VR can be used 

to enhance cognitive processes involved in learning, such as spatial reasoning and 

visual representation, which are crucial in domain-agnostic learning environments. 

The study's findings highlight the potential of low-cost VR devices in enhancing 

educational experiences, not only by making them more engaging and interactive 

but also by supporting domain-agnostic learning. The successful implementation 

of mind mapping in VR, as evidenced by the effective use of 3D space and the 

learnability of the application, underscores the advantages of VR in educational 

settings. This suggests that VR can be a valuable tool in education, offering 

unique opportunities for learning that go beyond traditional 2D applications and 

extend into versatile, domain-agnostic educational experiences.  
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Chapter 7  
 
User Behaviours and Mind 
mapping Strategies 

7.1 Introduction 

Having confirmed that a usable mind mapping application could be created on 

low-cost VR devices in the previous chapter, it considered how the VERITAS 

application artifact could be expanded to include collaborative elements.  This 

additional study pertains to designing for collaborative VR by observing user 

behaviour by emphasising, recognising and categorising user behaviour in order 

to obtain insight into how users interact with VR. By classifying user behaviour, 

developers can find patterns and themes associated with engagement and learning 

outcomes, enabling the creation of more effective and engaging VR applications 

for collaborative learning.  By designing VR applications with collaborative 

interactions in mind, designers may create immersive and engaging learning 

experiences that facilitate user collaboration and knowledge exchange. 

After reviewing the Computer Supported Collaborative Work (CSCW) research,  

it was challenging to identify a set of recommendations on how to proceed. The 

open question for VR-based mind mapping, given the additional spatial dimension 

available for use, is how the environment can better support the users engaged in 

reflective learning. By identifying and understanding individual behaviours 

associated with the information organisation process, the role of VR in supporting 

this process we can refined. The individual behaviours, resulting from the users’ 

information organisation strategy, can better inform the design of applications 

about the affordances necessary in a collaborative environment. This would result 

in developing better VR interactive systems for reflective tasks in peer-based 

learning (paragogy). 

To explore this aspect, this chapter re-analyse the data collected in chapter 5 

through this different lens.  This was possible as VERITAS was instrumented 
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from the outset to collect data concerning various usage perspectives. This allowed 

VERITAS to achieve the goal of using the application for multi-faceted studies 

through an iterative approach. 

7.2 Background 

Recognising individual strategy is a key element to managing conflict, a prime 

criterion in collaborative spaces [98, 181]. CSCW research has shown that 

territoriality emerges during collaborative working in groups [210, 223]. Additional 

research [252] has identified the need to support users in their specific way of 

working during a collaborative activity. When collaborative mind mapping is 

carried out on tabletops, the collaborative exercise results in specific patterns of 

communication and strategies for managing conflict [113]. These arise due to the 

need to control shared pieces of information (e.g., images, keywords, relationships) 

and their relative positions. Researchers have proposed hardware solutions to 

address the challenge of supporting territoriality and the resulting personal and 

shared spaces [120, 146, 166]. A system mediated approach is essential for any 

collaborative activity involving mind maps in VR and even AR. Designers of 

collaborative mind maps in these mediums need to consider how their application 

will separate the personal and shared workspaces and mediate personal strategies. 

These systems aim to prevent suppression of an individual strategy or favouring 

one strategy over the other, which can occur either through system design or other 

users dominating the activity. The alleviation of this risk becomes critical in an 

educational setting since an unsupported user could switch to being a passive 

learner rather than an active one, negating the benefits of paragogy. However, 

there is a gap in literature that identifies or defines what kind of individual 

strategies exist. 

The research question is thus twofold. Firstly, to identify behaviours or strategies 

that emerge when participants construct a mind map through a VR mediated 

application. Secondly, if unique behaviours or strategies emerge, what are their 

implications when considering collaborative mind mapping in VR? This chapter 

answers these questions by conducting an exploratory study to identify and 

quantify the presence of individual behaviours or strategies in a learning setting 

using VR-mediated mind mapping. 
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7.3 Motivation 

The motivation for this chapter is to understand how students’ learning 

behaviours and strategies emerge in a VR-based mind mapping environment. 

These learning behaviours manifest during the pedagogical activity of inquiry-

based learning through reflection. Such reflection can be mediated through a VR 

application, designed to support learners engaged in inquiry-based learning 

through tasks like mind mapping. As an emerging application space, there are 

very few VR mind mapping applications that support interactive reflection and 

information organisation. At the time of the study, only two commercial products 

[48, 262] were identified. While these products can help with the qualitative 

aspects of the study, they do not support the instrumentation necessary for the 

quantitative aspects. This chapter uses an alternative proof-of-concept VR mind 

mapping tool VERITAS [237] as it allows data collection of user interactions in 

real-time and via log files. The useability of this tool is validated in a previous 

study [238] and the study aims to build on this previous work to contribute to 

the understanding of mind mapping in VR as a whole.   

7.4 Methodology 

A mixed-methods research technique was used which comprised of observing user 

behaviour, recording interactions, and applied thematic analysis to classify and 

interpret the observed behaviours. This methodology is frequently employed in 

domains including human-computer interaction (HCI) and educational research. 

Participants were instructed to perform a task within VERITAS while their 

interactions were recorded. The acquired information included quantitative data, 

such as task completion time and precision, and qualitative data, such as observed 

and nonverbal behaviour. Observed behaviours were then categorised based on 

the patterns and themes that had been detected. The results of the investigation 

were evaluated in order to form inferences regarding the observed behaviour. The 

analysis of the results involved comparing the observed behaviours to existing 

literature and drawing conclusion about the way the tasks were completed. This 

methodology is a strategy to data gathering and analysis that enabled a thorough 

understanding of user behaviour and interactions within the VERITAS artifact. 
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7.5 Measures 

7.5.1 Video Coding 

The video feed of the VR space was captured to obtain a participant view of what 

was visible on the headset. Video coding analysis of these videos was carried out 

by two independent coders. The coders looked for patterns that indicated a 

preferred strategy of organisation of information in the mind map. The video 

coding analysis of the task revealed a between-subjects factor. All relevant 

measures were then analysed as a between-subjects design. 

7.5.2 Task Metrics 

VERITAS logs each controller input along with the relevance to the state-model 

of the interaction workflow. If the controller input was invalid for the current 

state, it was logged as an error. The position and size of all tiles are logged at a 

periodic interval. These logs allowed us to extract useful data like task completion 

time, error rates and position tracking for tiles. 

7.5.3 Questionnaires 

Participants completed a standardised User Experience Questionnaire (UEQ) 

[138] designed to measure user experience of interactive products, a standard 

Simulator Sickness Questionnaire (SSQ) and were given an opportunity to provide 

open-ended feedback. 

7.6 Results 

The quantitative analysis of the collected data was performed using SPSS 26. In 

this study, task completion times (TCT) have been normalised as a percentage of 

overall TCT to allow for a fair comparison between different groups/categories. 

After normalisation, the adjusted percentages were used for subsequent analyses 

and presentation of result, with the normalisation process described where 

appropriate.  

In this study, a p-value threshold of less than 0.05 is employed to determine the 

statistical significance of results, thus guiding the rejection or acceptance of 

hypotheses. 
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7.6.1 Cohort Identification 

A thematic analysis [34] of the twenty-four task videos was performed. The 

objective was to identify distinguishing features which could be interpreted as 

differing mind mapping strategies. Two coders looked at the way the participants 

interacted with the tiles and how they approached the mind map creation activity. 

This helped identify two distinct behaviour patterns. The first approach was 

named grouping. A grouping participant dragged tiles out of the carousel and 

organised them into small, related groups until the carousel was empty (figure 

7.1). They then rearranged the tiles spatially before creating the links 

(relationships) between the tiles. The second approach was named sequential. A 

sequential participant dragged a pair of tiles from the carousel and immediately 

created a link between them, before dragging another tile from the carousel that 

was related to the first two tiles and created a fresh link (figure 7.2). This cycle 

was repeated tile by tile until the mind map was complete and the carousel empty. 

These observations were made independently during the video coding step by the 

coders and there was no disagreement about the code (sequential or grouping) 

assigned to each participant creating two distinct cohorts. The styles were 

distinct, and no blended style was observed. 

To characterise the cohorts quantitatively, the coders recorded the timestamp 

when a clear gestalt grouping of three or more similar tiles (e.g., cats, computer 

languages or battles) emerged in the video. Next, the timestamp from the system 

  

Figure 7.1 Grouping strategy . 

(left) User ordering tiles first before, (right) creating links when all tiles are roughly in 
position. 

*Note, illustrations are two separate participants employing the same strategy 
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logs we extracted to identify the point where the participants created their first 

link. These event timestamps for link and group creation were normalised using 

the individual task completion time (100×event_ts/activity time), allowing us to 

compare the relative position of the event (link/group) within the overall activity. 

The timestamps were tested using the intraclass correlation coefficient (ICC) test 

with a consistency, two-way random effects model. A high degree of reliability 

was found between the two coders’ measurements. The average measures ICC was 

.967 with a 95% confidence interval from [.924, .986], F(23,23)=30.42, p > .001. 
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To compare if there was any difference between the sequential and grouping 

 

Figure 7.2 Sequential strategy. 

User dragging tiles from the carousel one at a time and immediately linking the 

tiles  
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cohorts for the main activity and Pre and Post task completion times (TCT) a 

two-way ANOVA with repeated measures in one factor was performed. There was 

no statistically significant two-way interaction between cohort and main activity 

TCT, F(1,23)= 2.37, p > .32. Post hoc comparisons using the Tukey HSD test 

indicated that the mean score for the sequential cohort (M = 337.00s, SD = 

149.40s) was not significantly different than the grouping cohort (M = 442.21s, 

SD = 174.69s). The main effect of activity showed that there was no statistically 

significant difference in TCT between the Pre and Post activity tasks 

(F(1,22)=1.628, p > .215). The individual comparison of Pre and Post task 

completion times by cohort are shown in figure 7.3.  

 

Figure 7.3 Pre and post activity completion times. 
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Next, a one-way ANOVA, with between-subjects factor as ‘cohort’ was used for 

analysis of the two events - first group-creation time (normalised) and first link-

creation time (normalised). A statistically significant difference between the two 

cohorts was found for both first group creation (F(1,23)=15.99, p<0.05) and first 

link creation (F(1,23)=4.59, p<0.05), thus quantitatively validating the visual 

observation that the two cohorts had different strategies for building the mind 

map. The grouping cohort created the first group significantly earlier (M = 0.17, 

SD = .10) as compared to the sequential cohort (M = 0.43, SD = .22) in the 

activity timeline. Conversely, the sequential cohort created their first link 

significantly earlier (M = 0.25, SD = .11) compared to the grouping cohort (M = 

0.40, SD = .20) (figure 7.4). Therefore, the factor of cohort informed the further 

analysis of the task metrics. The possibility that the topics selected for the mind 

map activity could present as an experimental confound was explored. The above 

tests we rerun with topic as a factor and found no statistically significant 

difference to suggest that the topic was a factor. 

7.6.2 Cohort Based Analysis 

Having established the two mind mapping strategies, the quantitative metrics was 

analysed with the additional between-subjects factor "Cohort" with two values, 

 

Figure 7.4 Cohort comparison for 1st Link and 1st Group Creation. 



 
 
User Behaviours and Mind mapping Strategies  7.6. Results 

Rob Sims - January 2024   146 

"Grouping" and "Sequential". For all the following tests, one-way ANOVA, with 

between-subjects factor as cohort was used. 

The spatial volume usage was analysed using three different metrics. A bounding 

box volume was calculated for the entire activity per user using the maxima of 

positions of all the tiles along each axis in Unity units (uu3). There was no 

statistically significant difference between the sequential cohort and the grouping 

cohort means as determined by one-way ANOVA (F(1,23)=2.461, p > .131) for 

bounding volume. Both groups made similar use of the volume which extends 

beyond the default starting viewport volume. This matched the observations 

during the video coding analysis step. Next, analysis looked at how much tile 

movement was performed by the user. Two values were calculated per user: a) 

the total distance travelled by all tiles (D); b) the distance travelled along the z-

 

Figure 7.5 Cohort comparison for tile movement. 
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axis only (Z). Here, analysis found statistically significant differences for total 

distance (F(1,23)=8.39, p < 0.05) and also for z-axis traversal (F(1,23)=5.16, p < 

0.05). In both cases, the grouping cohort moved the tiles more (MD = 89.8uu, 

MZ = 25uu) than the sequential cohort (MD = 55.7uu, MZ = 15.8uu). These 

results are tabulated in Table 4 and figure 7.5 for total distance and z-axis 

movement. 

Using the logged tile position data, a 3D visualisation was created to illustrate 

tile movements (figure 7.6 shows a composite of five participants in each cohort 

respectively). The plot displays the movement of every tile for each user. The 

time (t) spent by a tile at each location is represented by a shape enclosed in a 

sphere of diameter = log10t. The visualisations match the tile related quantitative 

metrics and qualitative observations.  

Analysis also looked at gender to see if there was an obvious discrepancy or 

alignment to the aforementioned cohorts. It was found that for the sequential 

  

Figure 7.6 Visualisation of tile movement  

grouping cohort (left) and sequential cohort (right). 

 

 

Table 4 Quantitative Metrics 

Metric M Sequential  M Grouping Significance 
First Link 0.25 0.40 p<0.05 
First Group 0.43 0.17 p<0.05 
Mean TCT 337s 442s NS 
Bounding volume 66uu3 95uu3 NS 
Total Translation 55.7uu 89.8uu p<0.05 
Z-Translation 15.8uu 25uu p<0.05 
Interaction Errors 11.4 13.9 NS 

 

Robert Sims
SD
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cohort 20% were female and 80% were male and for the grouping 14.3% were 

female and 85.7% were male. This split did not warrant further statistical analysis 

and there appears to be no obvious gender-based differences in the result. Similar 

observations were made in respect of the age ranges of the participants and prior 

VR experience, with no obvious differences emerging.  

It was observed that completed mind maps followed one of three styles – radial, 

tree or star. These styles were spread across both cohorts (grouping and 

sequential), with radial being the most common style with twelve occurrences, 

seven for tree and five for star. These styles are consistent with completed mind 

maps seen in other traditional mind mapping activities. The analysis found no 

statistically difference between grouping for their mind map style. 

7.6.3 Interaction Errors 

Error rates were analysed for each interaction category (translate, select, rotate 

and link). Overall, it was observed that the error rates were very low (0.97%) in 

all categories. Using an ANOVA repeated measures test, no significant difference 

between the error rates for each cohort was found. Using topic as a factor, no 

significant difference in error rates emerged. The only notable outlier was one 

participant who logged higher select and rotate errors (17 and 30 errors 

respectively). 

7.7 Questionnaires 

7.7.1 UEQ 

Analysis was run to see if the strategy in creating the mind maps (i.e., sequential 

or grouping) influenced user experience. The data gathered in the previous 

VERITAS study in Chapter 6 was reanalysed to gain insights into how the two 

groups differed.  The automated tool provided with the UEQ was used in addition 

to bespoke tests to generate analysis against the questionnaire results. Results 

from the tool are reported here. One-way ANOVA, with between-subjects factor 

as cohort was used. A statistically significant difference for the attractiveness was 

found (F(1,23)=12.58, p < 0.05) and stimulation (F(1,23)=6.81, p < 0.05) metrics 

between the two cohorts. For attractiveness, the sequential cohort rated the 

application significantly higher (M = 2.08) than the grouping cohort (M = 0.96). 
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For stimulation, the sequential cohort rated the application significantly higher 

(M = 2.00) than the grouping cohort (M = 1.32). These results are displayed in 

figure 7.7. 

7.7.2 SSQ 

The SSQ responses did not highlight any significantly elevated (moderate or 

severe on the SSQ) discomfort or any type of nausea for all participants bar one. 

This one participant noted a minor increase in discomfort, which they attributed 

to pins and needles in the hand holding the controller. This participant noted pre-

existing issues with fine motor control of the thumb. For the purposes of statistical 

analysis, the SSQ responses were transformed with the following values: None = 

0, slight = 1, Moderate = 2 and Severe = 3. The SSQ statistics are noted in Table 

5. 

 

Figure 7.7 UEQ Metrics  

A = Attractiveness, P = Perspicuity, E = Efficiency, D = Dependability, S = 

Stimulation, N = Novelty. UEQ scale range is [-3, 3] but is truncated due to 

absence of negative values. For A and S, significant difference was found between 

the two cohorts  
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7.8 Discussion 

In this study, the aim was to see if interesting mind mapping strategies would 

emerge when mediated through VR. Promising outcomes were identified and their 

implications in general are discussed next. 

7.8.1 Identification 

Through the analysis of the task, the emergence of two previously unreported 

distinct strategies for organising the mind map were identified: ‘grouping’ and 

‘sequential’. This answers the first part of the research question, ‘what behaviours 

or strategies emerge when participants construct a mind map through a VR 

mediated application’. These strategies showed clear visual differences in how the 

task was executed by participants. The grouping cohort created groups of related 

tiles first and re-organised these groups before creating their first links. The cohort 

Table 5 SSQ Metrics 

SSQ Question M  M σ 
General discomfort 0.21 0 0.51 
Fatigue 0.13 0 0.34 
Boredom 0.08 0 0.28 
Drowsiness 0.04 0 0.20 
Headache 0 0 0 
Eyestrain 0.38 0 0.58 
Difficulty focusing 0.08 0 0.28 
Salivation increase 0 0 0 
Salivation decrease 0 0 0 
Sweating 0.04 0 0.20 
Nausea 0.13 0 0.34 
Difficulty concentrating 0.04 0 0.20 
Mental depression 0 0 0 
"Fullness of the head" 0.08 0 0.28 
Blurred vision 0.21 0 0.41 
Dizziness eyes open 0 0 0 
Dizziness eyes closed 0 0 0 
Vertigo 0.04 0 0.20 
Visual flashbacks* 0.08 0 0.28 
Faintness 0 0 0 
Aware of breathing 0 0 0 
Stomach awareness 0.04 0 0.20 
Loss of appetite 0 0 0 
Increased appetite 0 0 0 
Desire to move bowels 0 0 0 
Confusion 0.08 0 0.08 
Burping 0 0 0 
Vomiting 0 0 0 
Other 0.08 0 0.41 
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worked linearly, extracting tile pairs from the carousel, and then defining the 

relationships immediately. Quantitatively, significant differences in first link event 

(Sequential ↑), first group creation event (Grouping ↑) and translation distances 

(Grouping ↑) were identified. Surprisingly, this did not increase the TCT (NS), 

the bounding volume (NS) or even errors (NS) for the grouping cohort. 

Qualitatively, the mind maps created by both cohorts were complete, of similar 

quality and utilised the full spectrum of available interactions.  Significant 

difference in UEQ ratings for the attractiveness and stimulation metrics were also 

found (Sequential ↑). 

7.8.2 Explanation 

This chapter proposes that the emergence of the two distinctly different styles of 

engaging with mind maps is a result of differing use of epistemic versus pragmatic 

actions [126]. The grouping cohort performs grouping of tiles as an epistemic 

action. The grouping cohort sampled and built parts of the mind map, with 

frequent revisions and rebuilds, to explore how things fit better. In contrast, the 

sequential cohort used a cumulatively locked down approach. Kirsh et al. [126] 

originally identified that the main goal of epistemic actions is towards optimising 

input. In this case, task completion times did not differ significantly. Thus, it is 

proposed that the observed epistemic actions focused on supporting pedagogical 

synthesis of the mind map, i.e., supporting the primary goal of recalling the topic’s 

content while building the mind map. 

The variance between the average scores for two UEQ metrics (attractiveness and 

stimulation) between the two cohorts is an interesting observation. The grouping 

cohort scored the attractiveness and stimulation positively but lower than the 

sequential cohort. There is no obvious correlation to any of the other relevant 

metrics. The only indication comes from the free form feedback collected in the 

previous VERITAS usability study [238]. In querying the results from that study, 

user comments indicate a significant number would have liked to have been able 

to move groups of tiles at once. While the significance of these comments was not 

apparent in this previous study, the emergence of the two strategies in this current 

study provides context for these comments. It suggests that not allowing or 

enabling users to construct the mind map in a way that is most efficient for them 

leads to a significantly reduced user experience. These scores highlight the need 
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to understand individual strategies for task execution in order to provide all the 

required affordances. Otherwise, the users adapt as best as possible, but the 

overall attractiveness of the application is lowered. 

7.8.3 Generalisation 

An important question is if such strategies emerge in other mediums? The initial 

background literature review did not find any explicit reference to identification 

of the distinct strategies in previous mind mapping research. However, this is 

possibly explained by most research being focused on usability of technology 

mediated mind mapping, rather than user behaviour and strategy in the 

construction of a mind map. An interesting area for future work would be to see 

if these strategies emerge in other mind mapping activities. Using a whiteboard 

with sticky notes would be analogous to the VR based activity described herein 

but would remove technology as a confounding factor. However, there is some 

indirect evidence from previous work. The difference in the two strategies, as 

suggested in previous CSCW literature [120] might create conflict when 

individuals from both cohorts work together in a collaborative mind mapping 

activity. The conflict resolution would require conversation related to spatial 

positioning of the mind map elements. Evidence of such conversation is reported 

by Jamil et al. [113]. Future work can definitively confirm the hypothesis that the 

strategies are inherent to individuals and independent of the medium. 

7.8.4 Effectiveness 

A significant pedagogical concern is learning effectiveness of approaches and tools. 

This study did not attempt to validate the effectiveness of mind mapping in VR. 

However, the work does rely on the accepted stance that mind mapping is an 

effective and widely used tool for learning. Since digital mind mapping tools 

already exist, the focus was on investigating behaviour instead of measuring 

effectiveness. The observations about the completeness of the mind maps do not 

raise any concerns about effectiveness. The question of formal evaluation of 

effectiveness is beyond the scope of this work. 
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7.9 Design Implications 

To answer the second part of the research question, ‘if unique behaviours or 

strategies emerge, what are their implications when considering collaborative 

mind mapping in VR’, there is a need to consider previous CSCW research, 

educational perspectives, and application design. 

7.9.1 Paragogy and Collaboration 

The current scope of VERITAS, as a single-user mind mapping application, was 

essential to allow individual strategies to emerge. However, mind mapping is 

commonly carried out as a collaborative activity among peers. Peer-based 

collaborative learning or paragogy is commonly associated with inquiry-based 

learning and thus mind maps. Designers of collaborative mind mapping 

applications need to carefully consider the observations in their design. The naïve 

approach of offering a shared environment with different viewpoints is no longer 

a viable option. While the awareness of the actions of the collaborator is required, 

a whole new design approach is needed to display the mind map to the users. 

The two mind mapping strategies, (grouping and sequential) that were identified, 

reveal challenges. When VERITAS is implemented in a collaborative 

environment, the two strategies may work well together, with users naturally 

mediating control to allow for their distinct strategy to continue unhindered. 

However, it is equally possible a user employing the grouping strategy may face 

disruption in reflection due to a competing user applying the sequential strategy 

or vice-versa. Unlike digital tabletops or paper-pen exercises that consist of a 

shared space and single perspective, VR headsets can operate independently of 

each other while supporting ‘one-world, multiple perspectives’, but the designer 

needs to look beyond merely supporting separate personal and shared workspaces.  

The variety of mind maps built by the participants provide an insight into the 

information organisation process. While the space mediates the organisation of 

information, the correspondence of spatial coordinates to individual tiles is loose. 

This can be leveraged by a design wherein the tile positions in each user’s view 

are loosely coupled to their positions in another user’s views (i.e., if a user moves 

a tile to a new location, this change doesn’t need to be reflected exactly in another 

user’s view or the movement is replicated on a ‘diminished’ proxy). Interesting 
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design choices need to be made when the collaborative discussion focuses on such 

a tile or when the relative spatial position of the tile becomes relevant to the 

structure of the mind map. An ideal implementation would allow both strategies 

to flourish on their own without hindering the reflective paragogy it is meant to 

foster. One possible outcome can be visually dissimilar but pedagogically similar 

mind maps. The implementation would also account for the hardware-imposed 

constraints of VR headsets that restrict the natural communication through face-

to-face interactions and make contention issues harder to manage. The designer 

can leveraging existing work to virtualise face to face interactions through avatars 

[196] to facilitate non-verbal communication and introduce elements that increase 

situational awareness [21]. 

In addition to these finding being useful for designers of collaborative VR mind 

mapping applications, they are also useful for educators. Now that these 

behaviours are known and identified, educators can ensure any application they 

procure or utilise encompasses and facilitates these behaviours. Interactions that 

occur naturally ensures active learners do not become passive learners through 

frustration and disengagement. Learning activities can also be tailored to ensure 

such behaviours are catered for.  

7.9.2 Application Design 

The lower UEQ scores between the sequential and grouping cohorts for the 

attractiveness and stimulation metrics underlines the importance of designing an 

application that centres on the users and their needs (User Centred Design). 

Forcing or not allowing the users to behave in a manner most efficient or natural 

for them (such as allowing the moving of all grouped objects simultaneously in 

respect of the grouping cohort) can lead to a lower overall user experience. A 

particular recommendation is that VERITAS be updated to allow users to move 

groups of tiles together. 

7.10 Limitations 

In designing the experiment and choosing an appropriate VR mind mapping 

application, no attempt was made at this stage to account for neuro-diverse 

participants, students with learning disabilities or vulnerable populations. The 
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study did not screen for or collect demographic data for these aspects. The obvious 

next step for this study is to build and test a collaborative VR mind mapping 

application, but in doing so designers should consider these aspects in line with 

previous work looking at ADHD (Attention Deficit Hyperactivity Disorder) [186] 

and VR for students with learning disabilities [253]. Designers of VR educational 

applications should also be aware of health and safety concerns and best practices, 

especially if intended to be used within the vulnerable populations listed above. 

As posited in a study investigating the assessment of cognitive function through 

a VR tool [131], VR may impact on the assessment and diagnosis of neurocognitive 

disorders. As VERITAS is primarily a cognitive exercise there may be similar 

considerations, however, this study approached the issue in the same manner and 

leave this as an area for future work by experienced neurological researchers. 

It must be noted that no allusions are made to proving learning in VR mediated 

mind mapping and this is not the intent of this study. Instead, we rely on previous 

literature for education in VR and the effectiveness of mind mapping as an 

education tool to support this. Confirmation of effective learning in VR mediated 

mind mapping is left for future work. 

7.11 Conclusion 

This study aimed to explore how VR can facilitate the emergence of individual 

mind mapping strategies, thereby addressing RQ1, RQ1.1, RQ1.2, and RQ1.3. 

Using the VR mind mapping application, VERITAS, the study identified two 

distinct strategies, 'grouping' and 'sequential,' employed by participants in 

creating mind maps. This discovery directly contributes to answering RQ1.3, 

which focuses on understanding how users' cognitive behaviours manifest in a VR 

mind mapping application. 

The identification of these strategies is significant in understanding the potential 

of low-cost VR devices (RQ1) to support engaging activities that target higher-

order cognitive processes. The usability and effectiveness of the interaction 

workflow in VERITAS, as demonstrated by the participants' ability to effectively 

employ these strategies, provide insights into how VR can create engaging and 

interactive educational experiences (RQ1.1). The emergence of these distinct mind 

mapping strategies also sheds light on the potential of VR for domain agnostic 
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learning (RQ1.2), showing how VR can facilitate cognitive processes essential for 

learning across various domains. 

Moreover, the study's findings have implications for the design of VR applications, 

particularly for educational purposes. The need for applications to accommodate 

various user strategies to enhance the learning experience is evident. This includes 

considerations for collaborative environments in VR, where diverse strategies can 

coexist and complement each other. The study thus extends our understanding of 

how VR can be tailored to support not just specific learning objectives but also 

diverse cognitive approaches and styles. 

This this study demonstrates the effectiveness of VR in supporting varied and 

individualised learning strategies through mind mapping, offering valuable 

insights for future research and application development in VR-based education. 

The unique affordances of VR in fostering individualized learning strategies and 

cognitive behaviours highlight its potential as a transformative tool in educational 

settings, addressing the complex requirements of RQ1, RQ1.1, RQ1.2, and RQ1.3. 
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Chapter 8  
 
Discussion 

8.1 Overview 

This chapter provides a synthesised overview of the research findings, particularly 

focusing on the insights gained from the research questions outlined in Chapter 1. 

This discussion not only summarises the key outcomes but also reflects on their 

significance in the broader context of VR in education. This chapter aims to 

bridge the empirical data with theoretical implications, offering an understanding 

of how VR can transform educational paradigms. This chapter also provides a 

critical analysis of the findings in relation to the literature review presented in 

Chapter 3. It aims to juxtapose the research outcomes with the established 

theories and empirical studies in the realm of VR and education. 

This thesis has methodically explored various dimensions of VR in educational 

contexts, presenting a synthesis of findings from Chapters 4 to 7. The evolution 

of VR from a novel concept to a mainstream educational tool has been analysed, 

highlighting both the potential and the practical challenges in its implementation. 

These insights offer a dual narrative: the transformative promise of VR in 

education and the realities of its integration. 

Chapter 4's exploration into educators’ perceptions and the adaptability of low-

cost VR devices (Chapters 5 and 6) underscores the democratisation of VR 

technology. This accessibility is pivotal for interactive and immersive learning 

experiences, especially in budget-constrained settings. Educators have identified 

a range of applicable domains, expressing excitement yet caution about VR's 

educational opportunities. These findings resonate with the constructivist 

pedagogical theories, suggesting VR’s aptitude in facilitating environments 

conducive to independent exploration and conceptual understanding. 
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The observations in Chapter 7 about user behaviours within a VR mind mapping 

application reveal significant insights. Distinct strategies like ‘grouping’ and 

‘sequential’ mapping in VR indicate the emergence of varied cognitive behaviours 

in virtual environments. These findings are crucial for VR application designers 

and educators, emphasizing the need for applications that cater to these identified 

behaviours to enhance active learning. 

Reflecting on these comprehensive findings, this thesis identifies several future 

directions for VR in education. First, there is a need for more intuitive and 

pedagogically sound VR applications. The rapid evolution of VR technology 

necessitates a continual adaptation of approaches for its integration into 

educational environments. Second, the potential of VR for diverse pedagogical 

applications highlights a gap between VR’s potential and its practical 

implementation. Future research should focus on developing user-friendly VR 

content creation tools, simplifying the process of VR content development, and 

enhancing its adoption in educational settings. 

Lastly, the integration of VR in educational settings aligns with the 

transformative role of Technology-Enhanced Learning (TEL). As VR technology 

continues to evolve, so must our strategies for its effective integration. This will 

require a focus on developing accessible, intuitive, and pedagogically sound VR 

applications, bridging the gap between technological potential and educational 

reality. 

This thesis not only illuminates the opportunities and challenges of integrating 

VR in educational settings but also charts a path forward for future research and 

application development. The journey from novelty to a mainstream educational 

tool reflects the dynamic nature of VR technology, urging a shift in focus towards 

developing accessible and effective VR applications that align with current and 

future educational needs. 

8.2 Main Themes 

The previous chapters have individually explored educators’ attitudes to VR, 

students’ engagement with educational VR in comparison to existing desktop 

implementations, the design and implementation of an interactive thought-based 
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VR application on low-cost VR and finally the behaviours of users within a mind 

mapping VR application with a view to designing for collaborative educational 

spaces. Consideration is also made of the adaptions required to undertake this 

research during a global pandemic. Finally, future work is discussed, paying 

particular attention to collaborative VR usage and the tools needed for educators 

to best leverage VR within their practice. Essentially, this thesis identified four 

key conclusions: - 

• VR may no longer be considered novel by some users. This negates the 

widely held assumption within education that VR itself is enough to lead 

to engaging session with high learner interactivity. 

• Complex interactions supporting topic agnostic activities (such as mind 

mapping) are possible on low-cost hardware given adequate thought to 

control schemes and state models. 

• Educators identify a wide range of applicable domains and are excited but 

cautious about the learning opportunities presented by VR. 

• Creating problem-based educational scenarios within VR is currently 

challenging with no off the shelf solution currently available for domain 

agnostic activities. 

 

This chapter provides detail on each of the above elements in the following 

sections. 

 

8.3 Research Questions 

RQ1: Can low-cost VR devices support engaging activities that target higher 

order cognitive processes within a multi-user, collaborative educational setting? 

Addressing RQ1, we explored the viability of low-cost VR devices in fostering 

engaging and collaborative educational settings. The findings indicate that while 

VR's novelty factor has diminished, its educational potential remains. Low-cost 

VR devices, contrary to initial scepticism, can indeed support complex cognitive 

activities. This challenges the traditional assumption of high costs being a barrier 

to innovative VR applications in education. In addition, the background literature 
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indicated a need to firstly consider what is meant by the term engaging, as its 

definition in the literature was found to be inconsistent. There is also a general 

assumption that VR is automatically more engaging than desktop comparators 

but there is scarce evidence to support this.  Thus, in Chapter 5 and through 

LogiBot, a study was conducted to answer this open question which determined 

that VR no longer appears to be more engaging than desktop application.  The 

thesis further expands on the possible reasons for this in section 7.2.1. 

Additionally, through Chapter 5 and VERITAS as well as LogiBot, the thesis 

seeks to answer the low-cost part of RQ1.  Chapter 6 concluded that by carefully 

selecting and utilising existing interaction methods that complex cognitive tasks 

can be completed on low-cost VR devices.  This is expanded upon in section 7.2.2.  

We also use Chapter 6 to inform upon the collaborative element.  While Chapter 

6 was a first step in seeking to answer this part of RQ1, unfortunately the thesis 

is unable to adequately answer this due to a lack of experimentation.  This is 

primarily due to a lack of time due to adaption required throughout the course of 

the pandemic or that maybe the research question was too ambitious in the first 

instance. 

The implications of these findings are significant. They suggest that VR 

technology, once seen as a high-end luxury, is now accessible for wider educational 

use. This democratisation of VR technology opens new avenues for interactive 

and immersive learning experiences, even in settings constrained by budgetary 

limits. 

 

The thesis utilises sub-research questions to further expand on answering RQ1. 

 

• RQ1.1 What specific and existing interaction paradigms and methods can 

be utilised to create engaging and interactive educational VR experiences?  

Chapter 5 answers this question though the description of the system 

implementation and interaction design choices made, validated by a UES 

rating the application highly usable.  It summarises that existing 

interaction methods, if carefully chosen and applied, can create engaging 

and interactive VR experiences within an education context.  It essentially 

concludes that while new interaction methods may improve educational 
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VR, there is already enough research and design create engaging and 

interactive VR experiences within an education context. 

• RQ1.2 Can VR be used for domain agnostic learning.?  

This question is effectively answered within the existing literature and 

supported by Chapter 4.  Chapter 4 contributes to answering this question 

through surveys and interviews of educators.  This study found that 

educators have wide ranging use cases that they would wish to use VR for 

across diverse pedagogical paradigm.  The wish to use VR for thought 

exercises was an interesting discovery and informed subsequent research in 

this thesis.  This is also explored in more depth in section 7.2.3. 

• RQ1.3 How do users' cognitive behaviours manifest when building mind 

maps within a VR mind mapping application?? 

This is addressed through an exploratory study using the VR tool VERITAS. The 

study identifies two distinct mind mapping strategies, ‘grouping’ and ‘sequential’, 

with the former involving grouping related tiles before linking, and the latter 

linking pairs of tiles sequentially. Quantitative analyses, such as ANOVA, validate 

these strategies and explore differences in task metrics. Spatial volume usage and 

interaction analysis reveal significant differences in tile movement between the 

cohorts. The study also suggests that these distinct styles emerge from different 

uses of epistemic versus pragmatic actions. UEQ scores indicate differences in 

attractiveness and stimulation between the cohorts, highlighting the importance 

of application design tailored to user needs. These findings are valuable for VR 

application designers and educators, emphasising applications that cater to 

identified behaviours to enhance active learning. 

RQ2: What are the key factors in creating, organising, and delivering VR content 

in education? 

In chapter 4, surveys and interviews with educators revealed various desired uses 

for VR in education, including simulations, games, brainstorming, mind mapping, 

concept-mapping, and collaborative elements. However, respondents struggled to 

envision populating VR worlds with relevant educational resources, indicating a 

lack of familiarity with systems and technical expertise. To address these barriers, 
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a PowerPoint-like, VR-focused application with an intuitive interface could 

simplify the creation process and facilitate immersive learning experiences. While 

the emergence of VRChat has already alleviated many of these obstacles by 

democratising access to educational information and enabling immersive learning 

environments without specialised skills, a tailored application could further 

enhance VR adoption in classrooms.  

Concerning RQ2, our research revealed the factors needed for VR integration in 

educational contexts. Educators highlighted the potential of VR for diverse 

pedagogical applications, yet also expressed challenges in content creation and 

technical expertise. This underlines a gap between the potential of VR and its 

practical implementation in educational settings. 

The findings and how they answer the research questions are discussed in more 

detail below: 

•  RQ2.1 What do educators want to use VR for in their pedagogy?  

Through a survey and interview of educators in Chapter 4, it was identified 

that a wide range of use that educators would want to use VR for.  These 

included simulations, games, brainstorming, mind mapping, and concept-

mapping.  Collaborative elements were also apparent.  The result of 

thought exercises, mind mapping especially, informed the subsequent 

studies. 

• RQ2.2 What barriers exist to educators wanting to implement VR within 

their learning environments?  

While answered somewhat generically in the existing literature, Chapter 4 

explored this in greater detail.  The key finding was that respondents 

struggled to describe or even conceive how they would populate VR worlds 

with relevant educational resources. This points to an unfamiliarity with 

systems due to the fact that there is no easy way to populate VR worlds 

by educators, especially those with little or no technical expertise.  

Solutions to this are explored in 7.4.5. 
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• RQ2.3 What tools or processes need to exist to enable effective use of VR 

by educators?  

Having identified the barriers (RQ2.2), section 7.4.5 is used to discuss the 

answer to this question.  To summarise here, educators have traditionally 

faced technical and skill-based barriers in utilising VR in classrooms. 

Developing a PowerPoint-like VR focused application with an intuitive, 

user-friendly interface could help overcome these obstacles, enabling 

teachers to create immersive and interactive learning experiences. By 

simplifying the creation process and handling technical aspects like 

rendering and stereoscopic display, this application would allow educators 

to focus on curriculum-relevant content. Moreover, easy access and 

distribution via learning management systems or email would further 

facilitate VR adoption in classrooms. However, upon further reflection, the 

emergence of VRChat since starting the research has already resolved 

many of these barriers. This platform democratises access to educational 

information, allows educators to create immersive learning environments 

without specialised skills, and incorporates visual aids like 3D models and 

simulations for better understanding of complex concepts. 

These findings are a call to action for developing more user-friendly VR content 

creation tools. Simplifying the process of VR content development could 

significantly enhance its adoption in educational settings, allowing educators to 

focus more on pedagogy and less on technical hurdles. 

8.4 Implications 

The research undertaken presents a dual narrative: the promise of VR in 

education and the practical challenges in its implementation. While VR's potential 

to revolutionise educational experiences is undeniable, there is a clear need for 

more intuitive tools and platforms that align with educators' expertise and 

curriculum needs. As VR technology continues to evolve, so must our approaches 

to its integration in educational environments. 

This thesis has illuminated both the opportunities and challenges of integrating 

VR in educational settings. The journey from novelty to a mainstream educational 
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tool reflects the rapid evolution of VR technology. As the education sector moves 

forward, the focus should shift towards developing accessible, intuitive, and 

pedagogically sound VR applications, bridging the gap between technological 

potential and educational reality. 

Due to the various adaptions made to this piece of research to mitigate the effects 

of the Covid pandemic, especially with regards restrictions of conducting studies 

in person with VR devices, it has been extremely challenging to answer all of the 

above research questions adequately.  This section is thus used to provide context 

to the research undertaken, how the existing literature supports this and the 

additional questions and uncertainties that arose. 

8.4.1 VR Novelty and Engagement 

The exploration of VR interactions and student engagement in Chapter 5 reveals 

both similarities and contrasts with earlier literature. While the existing literature 

focuses on general engagement theories, Chapter 5 provides examples of how these 

theories are applied in VR settings. This practical application contributes to the 

field by moving from theoretical discussions to real-world implications. Finally, 

the emphasis on user engagement and interface design in VR learning 

environments aligns with the insights from O’Brien et al. [176] in their study on 

user engagement with the refined user engagement scale (UES) and its application 

in educational contexts. The exploration of VR interactions in Chapter 5 is deeply 

rooted in the theoretical frameworks and studies presented in Chapter 3. The 

emphasis on immersive and interactive learning experiences in VR draws upon 

the principles of experiential learning as discussed by Kolb [130]. This is 

particularly relevant in understanding how VR can facilitate learning through 

experience and reflection. Moreover, the findings of Merchant et al. [162] in their 

meta-analysis of VR-based instruction's effectiveness provide empirical backing to 

the strategies discussed in this section. Their work underscores the importance of 

interactive and engaging content for effective learning outcomes, which aligns with 

the approaches to VR interaction design discussed here.  

While VR was once regarded as an original and forward-thinking concept, the 

evidence throughout this thesis suggests this perception has started to change. 

The VR industry has experienced rapid growth over the past few years with large 
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companies such as Meta, Valve and Sony constantly driving innovation on the 

hardware front.  This has also led to an increased availability of VR devices, 

applications, and content. Because the technology has become less expensive, 

more widely available, and simpler to operate, virtual reality can now be 

experienced by a much larger population. As a consequence of this, VR is no 

longer regarded as a novel (as evidenced in Chapter 5) or distinctive idea; rather, 

it has evolved into a widespread technology that has permeated a variety of fields, 

such as video gaming, education, healthcare, and the entertainment industry. 

The increased availability of VR hardware is one of the primary reasons why 

virtual reality is no longer regarded as something ground-breaking. Historically 

VR technology could only be found in specialised research labs and training 

simulations used by the military. Because the equipment was so cumbersome and 

expensive, it was difficult for the average person to experience VR beyond 

technology demonstrations at universities for example. However, developments in 

technology, even during the brief time period covered by this thesis, have made 

it possible for consumers to purchase VR devices that are both affordable and 

easily accessible. Some examples of these types of devices include the Oculus 

Quest, HTC Vive, and PlayStation VR. The proliferation of these devices has 

made it possible for consumers to experience VR in the comfort of their own 

homes, which has led to a wider acceptance and comprehension of the technology. 

The rapid growth and availability of VR content is another factor as to why the 

novelty factor of VR is waning.  The industry has seen a surge in the development 

of VR content across multiple domains, such as gaming, education and training, 

and immersive entertainment. The availability of high-quality VR content has 

made it possible for consumers to experience VR in a variety of ways, beyond the 

nascent gaming uses common amongst most new technology. As illustrated in the 

literature, VR can be used to provide virtual tours of historical sites, simulations 

of surgical procedures, and interactive educational experiences. This growth of 

VR content, both from commercial developers and in the research field, has 

broadened the potential uses and applications of VR, making it an integral part 

of many industries, including education. 

The increased affordability and accessibility of VR technology has also 

contributed to its mainstream adoption. In the past, VR was considered a luxury 
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item, with devices costing thousands of dollars. However, with the development 

of new VR devices, the cost of VR technology has come down significantly, making 

it possible for a wider audience to experience VR. The affordability of VR devices 

has led to an increase in the number of consumers using VR technology, which 

has further broadened its acceptance and understanding. 

Another factor contributing to the mainstream adoption of VR is the user-friendly 

nature of the technology. In the early days of VR, the devices were difficult to 

use and required specialised training to operate. However, advancements in VR 

technology have made it possible for consumers to experience VR with ease. VR 

devices now come with intuitive controls, making it possible for users to quickly 

understand and use the technology. The user-friendly nature of VR has made it 

possible for a wider audience to experience the technology, contributing to its 

widespread adoption. 

Finally, VR has become a mainstream technology due to its widespread 

integration into various industries. VR technology has been used in gaming for 

several years, providing players with an immersive and interactive gaming 

experience. However, VR has also been integrated into other industries, including 

education, healthcare, and entertainment. In education, VR is used to provide 

students with interactive and immersive learning experiences, while in healthcare, 

VR is used to provide patients with virtual therapy sessions. In the entertainment 

industry, VR is used to provide audiences with immersive experiences, such as 

virtual concerts and interactive movies. The integration of VR into these 

industries has contributed to its mainstream acceptance and understanding. 

Thus, this thesis proposes that VR is no longer considered a novel technology due 

to the increased availability of VR devices, the growth of VR content, its 

affordability and accessibility, its user-friendly nature, and its integration into 

various industries. VR has become a mainstream technology that has infiltrated 

various industries, providing consumers with new and innovative experiences. 

8.4.2 Low-Cost VR 

Low-cost VR devices are an interesting topic, and one initially attempted to be 

addressed in both Chapter 5 and Chapter6. However, since the initiation of this 
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thesis, the hardware field has changed remarkably.  Whilst this section does touch 

on the cost issue in the previous section, it is worth exploring here in more detail. 

Initially, the low-cost domain was represented by the Samsung Gear VR and 

Oculus Go, both 3DoF devices. Over the period of just three years, the market 

has seen the iteration of two Oculus Quest devices (Quest 1 and Quest 2, now 

Meta Quest 2) and other entries into the market including devices such as the 

Pico Neo 3 and Pico 4. These devices are all Android based, untethered, and 

include full 6DoF tracking of the headset and dual controllers. The use of depth 

cameras on headsets also allows controller less hand tracking. This convergence 

on similar hardware and capabilities has made it somewhat easier to consider and 

assess the types of pedagogical activities that can be conducted within current 

VR. The next set of capabilities that appear poised to enter the VR hardware 

market is eye tracking, opening up new possibilities of interaction with VR. This 

rapid development of VR hardware has both been unanticipated and has all but 

eliminated low-cost 3DoF devices from the market, with Oculus sunsetting the 

Go device on 18th December 2020, just 30 months after its introduction.  

Furthermore, a once perceived growth area, mobile phone VR, has all but 

disappeared from the market. However, the approach to employing interaction 

schemes for complex processes on low-cost devices identified in this thesis still 

applies to the current VR landscape. Assessing the capabilities of the lowest VR 

denominator and creating suitable schemes and state models allows education 

applications and activities to be available on the widest gamut of devices. This is 

particularly important at a time when educational budgets are stretched and 

challenged, leading to widening participation. 

8.4.3 Educators Perceptions of VR 

Chapter 4 focused on the educator’s perspective when considering VR use within 

education.  The majority of educators see VR as a tool with significant potential 

for enhancing the educational experience for their students. They believe that VR 

can provide an immersive and interactive learning environment that allows 

students to experience real-life scenarios and situations in a safe and controlled 

environment. This can help students understand complex concepts in a more 

intuitive and engaging manner, leading to increased motivation and engagement.  

In the study into the perceptions of educators towards VR, the use of the 
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technology for thought exercises (concept / mind maps etc) provided an 

interesting direction for further investigation, one not anticipated.   

In addition to the studies against VERITAS (Chapters 6 and 7) that dealt with 

the thought exercise aspect, a study in collaboration with Masters students within 

Lancaster University studying the SCC.402 ‘Innovations in Interactive 

Computing’ module was also conducted. The study titled ‘Step into My Mind 

Palace: Investigation of a Collaborative Paragogy Tool in VR’ [236] investigates 

the use of VR as a collaborative learning tool for enhancing memory recall and 

critical thinking abilities. Participants in the study utilised a VR application 

called "Mind Palace" to create and explore memory palaces, which are imagined 

spatial locations used to store and recall knowledge. Participants created and 

shared their memory palaces in groups, allowing for collaborative learning and 

knowledge sharing. The study revealed that the usage of VR as a collaborative 

learning tool increased memory recall and critical thinking skills, and the 

participants considered the experience interesting and pleasurable. This study is 

pertinent to the use VR for thought-based exercises in education because it 

highlights the potential of VR as a tool for collaborative learning and enhancing 

cognitive skills. In addition, the collaborative feature of the VR tool can enable 

peer learning and the exchange of knowledge, thereby enhancing the learning 

experience. 

In concert with responses from study participants, the existing literature shows 

that VR can be used in science classes to bring students to the surface of a distant 

planet, or in history classes to transport students back in time to experience 

historic events first-hand. Additionally, VR can also be used in fields like 

medicine, where students can practice procedures in a virtual operating room, or 

in architecture, where students can design and experience virtual buildings. 

Educators also see VR as a valuable tool for providing students with hands-on, 

experiential learning opportunities. Unlike traditional methods of teaching, where 

students are confined to a classroom, VR provides a platform for students to 

explore and discover on their own, leading to a deeper understanding of the 

subjects being taught. This research underscores a critical aspect of VR in 

computing education, as explored in Chapter 4. Active learning practices such as 

project-based and peer learning are found to be effectively supported by VR 
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environments. This aligns with previous research suggesting traditional lecture 

methods are less effective in computer science education, thereby validating VR's 

role in fostering a more interactive and engaging learning experience. 

Thus, through this research and alongside existing research, it was identified that 

educators have a wide range of ideas for how VR can be used in their classrooms. 

Some of the most common applications include: 

• Enhancing visual and auditory learning: VR can be used to create 

interactive, multimedia experiences that combine audio, visual, and haptic 

feedback. This can be especially useful for subjects like drama, history, 

science, and geography, where students can experience different cultures 

and historical events first-hand. 

• Improving problem-solving skills: VR can be used to provide students with 

hands-on, interactive challenges that require them to apply critical 

thinking and problem-solving skills. This can be beneficial for subjects like 

mathematics, physics, and engineering, where students can experiment 

with virtual simulations to learn about different concepts and theories. 

• Supporting collaboration and teamwork: VR can provide students with a 

platform for collaboration and teamwork, allowing them to work together 

in virtual environments to achieve common goals. This can be beneficial 

for subjects like business and marketing, where students can work together 

on virtual projects and simulations. 

• Improving emotional intelligence: VR can be used to create simulations 

that allow students to experience real-life scenarios and emotions, such as 

empathy and compassion. This can be beneficial for subjects like 

psychology and social sciences, where students can learn about human 

behaviour and emotions in a controlled environment. 

 

Reflecting on pedagogical theories, our findings resonate with the constructivist 

approach detailed in Chapter 3. The VR applications in education allow students 

to engage in self-directed learning within a constructivist framework, closely 

mirroring Piaget's [194] and Vygotsky's [265] theories on cognitive development 

and scaffolding. This suggests VR's aptitude in facilitating an environment 

conducive to independent exploration and conceptual understanding. 
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8.4.4 Barriers to Adoption 

Chapter 4 also explored the barriers to adoption of VR within education.  In 

concert with the existing literature and the surveys and interviews in Chapter 4, 

it was found that educators may be hesitant to implement virtual reality in their 

classrooms owing to a number of perceived challenges, including expense, technical 

competence, access to content repositories, restricted accessibility, lack of 

standards and rules, limited research, time, and support from leaders.  

The discussion in Chapter 4 on the practical challenges of VR in education can 

be further illuminated by linking back to specific literature explored in Chapter 

3. For instance, the challenge of integrating VR into existing educational 

frameworks relates to Kaufmann, Schmalstieg, and Wagner's [121] exploration  

which highlighted similar integration issues. The observed difficulties in user 

engagement with VR environments are in line with O'Brien et al.'s [176] research 

on user engagement scales in educational settings. Furthermore, Merchant et al. 

[162] provide a comprehensive meta-analysis on the effectiveness of VR-based 

instruction, which underscores the challenges identified in this section regarding 

the implementation and efficacy of VR in educational contexts. Lastly, the issue 

of creating intuitive and user-friendly VR experiences echoes concerns raised by 

Huang et al. [13] in their investigation into learners' attitudes towards VR learning 

environments. By connecting these challenges to the established literature, this 

section not only contextualises the practical difficulties but also contributes to a 

deeper understanding of the ongoing evolution of VR in educational settings. One 

of the most obvious major barriers to the adoption of VR in education is cost. 

Even budget VR technology can be expensive in terms of school funding, and 

many schools and educators may not have the budget to purchase VR headsets 

and other hardware for their students. The cost of VR hardware can be 

prohibitively high for some schools, particularly those located in low-income areas. 

Another barrier to the adoption of VR technology in education is the lack of 

technical expertise on the part of educators. Some educators may not have the 

technical knowledge and expertise to effectively integrate VR technology into 

their lessons and curriculum. This can make it difficult for them to use VR 

technology to its full potential and deliver meaningful and engaging educational 

experiences for students. 
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A lack of high-quality, educational VR content can also be a barrier to adoption. 

Educators need access to VR content that is relevant and appropriate for their 

students, but this content may not always be readily available. This can limit the 

use of VR technology in the classroom and make it difficult for educators to deliver 

engaging and effective lessons. 

Some educators may be resistant to adopting VR technology because they prefer 

traditional teaching methods and believe that VR will interfere with the 

educational experience. Educators may be concerned that VR technology will 

distract students and reduce their attention to the lesson. They may also be 

concerned that VR technology will replace traditional teaching methods and limit 

their ability to engage with students in a meaningful way. Some educators may 

be resistant to changing their teaching methods and adopting new technology, 

even if it has the potential to enhance the educational experience. Educators who 

are comfortable with traditional teaching methods may be reluctant to adopt VR 

technology and may not see the benefits of incorporating it into their lessons.  

VR technology may also not engage all students in the same way, and some 

students may struggle to become immersed in the VR environment. Educators 

may find it difficult to deliver lessons that are relevant and engaging for all 

students, particularly those who are less technologically proficient or have diverse 

educational needs. In tandem with this, educators may have concerns about the 

potential health and safety risks associated with VR technology. For example, 

some students may experience motion sickness, eye strain, or headaches when 

using VR technology. Educators may be concerned about the potential for injury 

or other health problems associated with the use of VR technology, and this may 

limit its adoption in the classroom. 

In summary, several barriers to the adoption of VR technology in education from 

an educator's viewpoint were identified, including cost, technical expertise, lack 

of content, interference with traditional teaching methods, student engagement, 

health and safety concerns, and resistance to change. However, despite these 

challenges, educators realise that VR has the potential to revolutionise education 

and enhance the learning experience for students. It is important for educators to 

understand the barriers to adoption and work to overcome them in order to realise 

the full potential of VR technology in the learning environment. 
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Our findings suggest a significant alignment with the transformative role of TEL, 

as discussed in Chapter 3. The integration of VR in educational settings echoes 

the meta-analysis insights on blended learning, highlighting VR's potential to 

enhance student engagement and collaborative behaviours. However, unlike the 

smooth adoption trajectory of TEL, VR faces unique challenges in terms of 

content creation and technical expertise, emphasising the need for more 

streamlined VR educational tools. 

8.4.5 Creating VR Educational Experiences 

Building upon the foundational theories and models presented in Chapter 3, the 

recommendations in this section offer practical applications and extensions of 

these concepts. For instance, the work of Kaufmann, Schmalstieg, and Wagner 

[121] underpins the proposed strategies for enhancing spatial understanding 

through VR. Their early exploration into VR's potential in education parallels the 

more recent developments and applications discussed in Chapter 3, illustrating 

the growth and refinement of VR as a tool for enhancing student engagement and 

interaction in educational contexts. Furthermore, the principles of active and 

experiential learning, as discussed in Kolb's [130] work are reflected in the 

recommended VR teaching methodologies. This section also takes into account 

the findings of Merchant et al. [162] in their meta-analysis on the effectiveness of 

VR-based instruction, which supports the proposed use of VR for diverse 

educational purposes.  

 

While Chapter 4 outlined practical challenges to using VR within education, the 

true difficulty in developing an educationally challenging experiences lies in 

outlining appropriate problem-scenarios and identifying the appropriate 

supporting pedagogy to do this. This challenge is compounded by the fact that 

the VR environment is the new location for the activity. In this research, 

educators not conversant with VR appear unsure how to fully utilise VR 

environments, or they may be concerned with the content’ that required for the 

learning activities. An attempt to address this issue is made in later sections (8.4.5 

and .6.4). 
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VR interactions are considered especially in Chapter 6. Appropriate and intuitive 

interactions within VR are important because it engages students and makes the 

VR experience more meaningful and impactful. The VR content should be 

designed to allow students to interact with the virtual environment, either 

through hand-held controllers or through body movements. This will help to keep 

students engaged and enhance the overall educational experience. The VR content 

should also provide an engaging and immersive experience for students. This can 

be achieved through the use of high-quality graphics, audio, and visual effects. 

The VR content should be designed to transport students to a different world 

(and not necessarily representation of the ‘real world’) and allow them to 

experience and explore the virtual environment in a meaningful way. 

Accessibility is an additional element to consider when creating VR educational 

content. The VR content should be designed to be accessible to all students, 

regardless of their ability levels or technological proficiency. This can be achieved 

through the use of clear and simple controls, as well as accessible and inclusive 

design practices. The VR content should also be easy for educators to use and 

integrate into their lessons and curriculum. The VR content should be designed 

to be user-friendly and intuitive, with clear instructions and simple controls. This 

will help to minimise the learning curve for educators and make it easier for them 

to incorporate VR technology into their teaching practices. 

Thus, creating high-quality, educational VR activities and content requires careful 

consideration of several key factors, including relevance and appropriateness, 

interactivity, engaging and immersive experiences, accessibility and ease of use. 

By taking these factors into account, it is possible to create VR educational 

content that is impactful, meaningful, and accessible to all students. 

8.5 Recommendations 

8.5.1 General 

In concert with the existing literature and drawing on the experience of designing 

and building the artifacts for the studies within this research, the general 

recommendations for creating VR educational experiences are as follows.  
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When building virtual reality experiences, the designer should keep in mind that 

the user is completely immersed in a digital environment and to create the 

experience such that it seems natural and intuitive. Experiences should create an 

atmosphere that the user perceives as authentic and plausible. Using high-quality 

images, realistic sound effects, and haptic feedback can achieve this goal.  As VR 

can occasionally induce motion sickness, rapid movements should be limited, and 

the user should have a sense of control over their movement. VR environments 

environment should be simple to navigate and comprehend, with clear directions 

and indications. Designers should ensure that the user may leave the virtual 

reality experience if they feel uneasy or need a break. Consider accessibility for 

users with impairments and offer alternatives for users with varying requirements. 

The recommendations provided here are informed by both the practical insights 

gained in Chapters 5 and 6 and the theoretical underpinnings discussed in 

literature review. This synthesis of theory and practice highlights the evolution of 

VR in education, offering a more holistic view than previous literature.  

8.5.2 Observed Behaviours 

Through the literature, several behaviours are common.  Users do try to move 

objects at the same time; however, users will relinquish control of an object if the 

perceive another’s actions is correct (termed collaborative interplay). There 

appears to be a pseudo democratic consensus approach to working on the same 

objects (i.e., a user may accidently make an object to large which triggers a group 

response to reduce the size of the object back to normal without any verbal or 

non-verbal prompting). Users will voluntarily co-locate to be near peers when 

working on the same part of the diagram. User behaviour in VR might vary based 

on application, environment, and individual user characteristics. All illustrated in 

chapter 7, there  are distinct behaviours and strategies emerge between different 

users.  Accounting for this difference is critical to designing and building effective 

collaborative applications. 

When users enter a virtual world, they often investigate their surroundings by 

moving about and examining items. This behaviour is enabled by the freedom of 

movement inside the VR environment, which heightens the sensation of presence 

and immersion. The exploration behaviour might also rely on the application, 
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with some applications, such as training simulations or games, encouraging users 

to engage with the environment. Depending on the VR application, users may 

also interact with the virtual world and objects in a variety of ways. To move 

things or interact with other virtual characters or avatars, users may utilise hand 

gestures, controllers, or other input devices. This action can generate a sense of 

agency and control over the virtual world, as well as heighten a sensation of 

presence. 

The sensation of presence is one of the most prominent behaviours noticed in 

virtual reality. People frequently describe feeling fully present in the virtual world, 

which may be a transformational and potent experience. Many elements, including 

the quality of the VR system, the type of application, and the cognitive and 

perceptual capacities of the particular user, might impact the experience of 

presence. In addition to these activities, VR may elicit a variety of emotional 

responses from users. Depending on the content and context of the VR experience, 

users may experience emotions such as awe, exhilaration, or even terror. More 

study in this area is expected to unearth further insights and uses for VR. 

8.5.3 Gestalt Mapping 

An interesting observation from the study in Chapter 7 was the confirmation of 

gestalt mapping being evident in the creation of mind maps for some users.  Before 

exploring why gestalt mapping is relevant to designing for collaboration and 

understanding user behaviour, it is first useful to explore the term in more detail. 

Gestalt mapping is a method for visually organising and representing information, 

such as ideas and concepts. It is founded on the concepts of gestalt psychology, 

which suggest that the human mind organises information into patterns and 

configurations that are more significant than the sum of their parts. Typically, 

gestalt mapping includes the creation of a visual map or diagram that depicts the 

links between various ideas or concepts. The map can be built with a number of 

tools and methods, including sketching, writing, and the use of premade symbols. 

The map may have several features, such as labels, photos, and lines connecting 

various concepts. Complex information, such as research data, project plans, and 

business models, may be organised and comprehended via gestalt mapping. It may 

also be utilised for brainstorming, problem-solving, and making decisions. In a 
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collaborative workspace, individuals may have different ideas and perspectives on 

a problem. Gestalt mapping can be used to map out these ideas and identify 

common themes, patterns, or connections. By visually organising and presenting 

ideas, teams can better understand the different perspectives and identify 

potential solutions. In workspaces that involve data analysis, gestalt mapping can 

be used to map out complex data sets. By visually representing the data, teams 

can identify patterns and relationships that may not be immediately apparent in 

raw data. This can lead to better insights and decision-making. 

The following are examples of gestalt mapping techniques: 

• Mind mapping:  A process involving the creation of a visual map of 

interconnected thoughts or ideas. 

• Concept mapping: A process involving the creation of a visual map of 

concepts and their interrelationships. 

• Data Visualisation: Developing a visual map of the phases in a process or 

the flow of data. 

• Storyboarding: A process that includes generating a visual map of a story's 

scenes or a project's phases. 

• Organisational charting:  A method of providing a visual representation of 

an organisation's structure and relationships. 

Gestalt mapping may be a valuable technique for assisting individuals in 

comprehending complicated material and making connections between diverse 

concepts. It may also be utilised for brainstorming, problem-solving, and making 

decisions. Gestalt mapping emerges in most object/information/relationship 

collaborative work. Overall, gestalt mapping can be a powerful tool for facilitating 

collaboration and teamwork in interactive workspaces. By providing a visual 

representation of complex systems or problems, teams can work together more 

effectively and make better decisions. 

To contextualise this against CSCW research, gestalt mapping can assist 

organisations in visualising and analysing complicated data, including massive 
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datasets and intricate operations. By decomposing these complex systems into 

smaller, more manageable components, teams can gain a deeper understanding of 

how these systems function and identify areas for development or optimisation.  

Designing systems that allow for operations against gestalt mapping allow for the 

associated behaviours to appear unhindered, contributing to a system that meets 

the user’s needs. 

8.6 Limitations 

The main factors that affected the way that the studies were designed, 

implemented, and assessed for this thesis were twofold. The first being the rapid 

advance of VR technology, especially in the sense of cost effective 6DoF devices 

such as the Oculus Quest coming to market during the course of this thesis. 

Secondly, the COVID pandemic, which prevented the running of studies with 

participants due to obvious health and safety concerns.  The rapid advancement 

of VR is dealt with first. 

In light of the rapid advance of VR technology especially low-cost headsets, 

VERITAS was rebuilt to take advantage of the 6DoF functionality of the Oculus 

Quest, such as including to dual controller movements for expanding the size of 

tiles, a redesigned push/pull and resizing metaphor, and reworking the tile 

orientation functions.  There was an attempt to solve a common issue or object 

selection and interaction within 3D environments, namely the difficulty in 

selecting occluded objects.  A nearest neighbour ray cast selection was 

implemented and coupled it with ‘deck of cards’ like selection wheel so the user 

could scroll through all possible tiles for selection that were otherwise occluded. 
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Additionally, collaborative elements were introduced, which took advantage of 

network elements such as Photon Unity Network (PUN).  This implemented 

various elements discussed in the collaboration section above, such as a ‘window 

into the world’ (figure 8.1) where multiple users and VR devices could connect to 

the same environment and work on manipulating the tiles, but you could also 

have an Android device which focuses on the activity within the room. Within 

the Android device, you move your camera around to see different perspectives 

and what the users were working on at the time. This could have been used by 

teachers as a classroom management tool, which was a concern that was raised in 

Chapter 4. Furthermore, extra feedback elements were introduced so it was clear 

to all users what current tiles are being worked on by other users. System state 

 

Figure 8.1 Concept for a ‘window into the world’ implementation 
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feedback included an avatar for each user, which was absent in the single user 

version of the system, so that other users could be aware of gaze direction for 

example. Additional object highlighting was also utilised such as extra colours to 

communicate which tiles were being manipulated by other users. If another user 

was working with a tile for example, that would have a unique colour to show 

that other users would not be able to interact with that.  

This thesis would have ultimately liked to have completed these iterations of 

VERITAS and conducted an in the wild study for this.  This study would have 

served two purposes.  One, to assess the collaborative aspects of such a system 

and fully evaluate the design decisions and recommendations output from the 

single user studies conducted within this thesis.  Secondly, to assess the 

effectiveness of learning in such a system.  Being unable to assess learning is 

perhaps the biggest deficit within this thesis. This brings us on to the second 

factor, that due to the COVID pandemic, these versions of VERITAS were not 

able to be studied or experimented upon. 

Due to apparent health and safety concerns, the advent of the pandemic 

immediately stopped all planned experiments using VR headsets and human 

volunteers. A considerable amount of work was devoted to identifying various 

study activities that might accommodate the research, including remote studies 

for collaborative VR-based investigations. Unfortunately, this proved to be a dead 

end due to the difficulty in locating a sufficient number of participants with access 

to the necessary hardware and the ability to load the software artefacts that had 

been developed onto the devices, as well as the fact that participants were facing 

their own challenges as a result of the pandemic. As a consequence, the research 

questions were reformulated to rely more heavily on these original studies, as 

described in chapter 4, for which the survey pool was extended, and more 

participants were interviewed. A second examination of the responses  was then 

performed to derive deeper insight than had previously been made. Chapter 7 was 

intended to be a much smaller study that informed the collaborative version of 

VERITAS; however, given that there was an inability to conduct in-person 

studies, it was decided to reanalyse all the results in greater detail so that the 

design question of collaborative VR could be approached in a more ‘design fiction’ 
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manner. These limitations feed directly into the subsequent section of this thesis, 

future work, which is unusually lengthy due to the factors described above. 

8.7 Future work 

Reflecting on the limitations and future work in light of the literature review, it 

is evident that while many challenges remain consistent, new areas of exploration 

have emerged. This section not only acknowledges ongoing issues but also charts 

new directions for research, demonstrating the thesis's contribution to the 

evolving landscape of VR in education. 

8.7.1 Addressing Barriers to Adoption 

As already identified, educators are frequently prevented from utilising VR in 

their classrooms due to a variety of technical or skill-based barriers. The 

elimination of these obstacles and the facilitation of the creation of virtual 

environments by teachers through the use of an application similar to PowerPoint 

could be the key to realising the potential of VR within education. Creating a VR 

environment has traditionally required a high level of technical skill as well as the 

use of specialised software. For educators who possibly do not have the necessary 

technical expertise or resources to create their own virtual environments, this can 

be a significant obstacle to overcome. An application that is comparable to 

PowerPoint would make the process easier to understand and complete by 

supplying an intuitive and user-friendly interface that is already well known to 

the vast majority of educators. An application that allowed them to simply drag 

and drop different elements, such as images, videos, and 3D models would be 

immediately familiar. The application would take care of the technical aspects, 

such as rendering and stereoscopic display, in the background, freeing teachers up 

to concentrate on the creation of content that is interesting and pertinent to the 

curriculum they are teaching. 

An application comparable to PowerPoint would make it much simpler for 

teachers to show their students the virtual environments they have created for 

them. They would only need to upload their presentations to a learning 

management system or send them to the students in question via email for the 

students to be able to access them from any location. This would remove the 
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technical barriers that prevent teachers from using virtual reality in their 

classrooms. This would make it simple and convenient for teachers to create 

immersive and interactive learning experiences that can improve students' 

engagement and comprehension of the material. 

However, the above recommendation of a PowerPoint like application to resolve 

barriers to world building and content creation by educators within VR was 

reached early in this research.  Upon reflection at the end of this thesis, it now 

looks a little naive.  As is common when conducting research in popular fields of 

inquiry, multiple parties often arrive at similar conclusions or produce artifacts 

that solve the same problem.  In this instance, the artifact that appears best 

placed to resolve these barriers appears to be VRChat [202]. VRChat has changed 

education within VR and eliminated multiple hurdles to teaching. In addition to 

democratising access to educational information, it has enabled immersive and 

interactive learning environments to be created by educators with simple and 

easily understood tools.  It has removed the barriers such and needing to know 

how to 3D model and code.  Now educators are able to create engaging and 

interactive learning environments themselves. Teachers can use 3D models, 

simulations, and other visual aids to help students better understand complex 

concepts. This kind of experiential learning once restricted to packaged 

experiences produced by educational content companies can now be created by 

educators themselves.   

 

8.7.2 Refine the Pedagogy 

While this thesis restricted itself to the pedagogical concept of active learning 

within the constructivist paradigm, there remains opportunity to refine the 

pedagogy surrounding the use of VR within education.  This thesis already looks 

at paragogy through the lens of collaboration, however there are other elements 

that warrant further exploration. For example, authentic learning experience are 

a contemporary area of active research [94].  This is particularly relevant where 

authentic learning has become a buzzword in apprenticeship education, where 

students learning experiences should reflect and improve their workplace practice.  

VR is ideally placed to adhere to this new thinking where the VR environment 
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can offer an authentic and relevant learning experience. Simulations and scenarios 

can be realistic and relatable to the real world, providing students with 

opportunities to apply their learning to real-world situations. Further research 

will increase the relevance and meaningfulness of these learning experiences. 

Additionally, feedback for students, both formative and summative, and real-time, 

is a constant focus in high quality educational practices [188].  It would be worth 

exploring how VR educational systems could provide students with immediate 

feedback on their actions and decisions. VR can offer various types of feedback, 

such as visual and auditory cues, haptic feedback, and gamification elements. As 

feedback is essential for the learning process by helping students identify their 

strengths and weaknesses, adjust their thinking, and progress through the learning 

material there is opportunity here, along with AI, to leverage VR as a 

differentiator among other TEL systems.  

8.7.3 Assessing Learning 

Assessing learning within a virtual reality educational system, or indeed any TEL 

system, can be challenging, but there are several methods that can be used to 

evaluate students' understanding and progress. One approach is to use value 

added assessments, or pre and post, to measure the learning outcomes of students 

prior to and after they use the system. Pre-assessments can be used to gauge prior 

knowledge and identify areas where students need more support. Post-assessments 

can then be used to evaluate learning outcomes and determine the effectiveness 

of the system. 

Another approach is to use self-reflection and feedback mechanisms. After using 

the system, students would reflect on their learning and receive feedback. This 

could include prompts for self-reflection or a feedback mechanism within the VR 

environment itself. Students could also be given the opportunity to provide 

feedback on the system, which can be used by both educators and tool designers 

to improve its effectiveness. 

VR tools could also track and record a user's actions and interactions within the 

environment. This can provide valuable data on their behaviour and decision-

making processes. For example, in a virtual reality simulation for medical training, 
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the system could track a user's performance in completing a procedure or making 

a diagnosis. 

Performance metrics can also be used to assess learning in such a system. 

Environments can be designed to include tasks or challenges that require specific 

skills or knowledge. Performance metrics, such as completion time or accuracy, 

can be used to evaluate student performance and determine areas where they may 

need additional support or practice. 

Thus, future work that looks at assessing learning within a virtual reality 

educational system requires a combination of approaches that may include pre- 

and post-assessments, self-reflection, and feedback, tracking user behaviour, and 

performance metrics. 

8.7.4 Longitudinal Studies 

There can be no doubt that both within the existing literature and within this 

research itself that VR use in education has shown promise in enhancing learning 

outcomes, student engagement, and motivation. However, the long-term impact 

of VR in education is especially unknown. Most studies have been relatively short-

term, typically lasting only a few weeks or months. While these studies have 

provided valuable insights into the immediate impact of VR, they cannot provide 

a comprehensive understanding of the long-term effects of VR in education. To 

address this, this thesis therefore recommends future research that looks at 

conducting longitudinal studies to better understand the benefits and challenges 

associated with VR in education. 

Longitudinal studies are important as they can help to identify any unintended 

consequences or adverse effects that VR may have in the educational setting. For 

instance, VR may increase student engagement and motivation in the short term; 

however, it is possible that prolonged exposure to VR may have adverse effects, 

such as eye strain or motion sickness. Researchers would be able to identify any 

negative effects of VR and take steps to mitigate them if they conducted 

longitudinal studies that tracked the experiences of students over an extended 

period of time. These studies could also assist in answering questions regarding 

the long-term effects of VR on the learning outcomes of students. While some 

studies have shown that VR can enhance learning outcomes in the short term, it 



 
 
Discussion  8.7. Future work 

Rob Sims - January 2024   184 

is unclear whether these effects will persist over time. Conducting longitudinal 

studies which monitor the academic progress of students would be beneficial to 

provide an answer as to whether the perceived and often postulated academic 

benefits can be sustained over the period of an entire course for example. 

In addition to this, the studies could investigate how the use of VR affects the 

attitudes that students have towards learning as well as their engagement with 

the subject matter. Although VR has the potential to make education more 

interesting and interactive, it is not yet clear how this will translate into long-

term changes in the attitudes and motivation of students. One of the studies 

(Chapter 5) already shows that the novelty factor of VR is starting to reduce, 

and the literature suggest many scholars make the incorrect assumption that 

novelty equals engagement. Longitudinal studies that track students' attitudes 

towards learning and engagement with the material over a significant period of 

time would provide valuable insights into the impact VR has on these factors.  

The findings of these studies might also be able to assist in determining whether 

or not there are any discernible differences between the outcomes experienced by 

students who make use of virtual reality and those who do not. It is conceivable 

that some students might respond better to VR than other.  Additionally, it is 

also possible that some topics will lend themselves better to VR than others. By 

conducting longitudinal studies, researchers would be able to identify any 

differences in outcomes between students in the above scenarios. This would allow 

the researchers to provide justification to educators on why VR may be beneficial 

in their practice, something educators often said was lacking when being asked to 

adopt new technology, as evidenced in Chapter 4. 

8.7.5 Evaluate Approaches to VR World Building and 
Content 

In taking the research output of Chapter 4 and the barriers educators face in 

respect of not being experienced in 3D modelling and VR world building, a user 

configuration mechanism within VERITAS was implemented.  Users of the 

application could specify, by way of a JSON configuration file (see appendix C.1), 

the title of the mind mapping exercise, the images used for the tiles and number 

of tiles presented for the exercise.  The file also allowed the enabling of the tutorial 



 
 
Discussion  8.7. Future work 

Rob Sims - January 2024   185 

and logging, opening up the application to be used by other researchers. This 

configuration file was easy to edit and only had to be placed in a folder on the 

device headset.  Work was ongoing to allow the application to retrieve the 

configuration file from a web URL so that even this small task was not required.  

For images, a web-based front end was being built that automatically resized 

images to be an appropriate ratio for use within the application.  Unfortunately, 

the arrival of the pandemic curtailed this area of research prematurely.  As 

detailed in the recommendations section above, this subject would certainly 

benefit from further study with a view to creating an all-encompassing 

PowerPoint like tool that supports VR world building and content population for 

novice users.  In all likelihood, if this thesis were to start again with a blank 

canvas, it would look to use existing content creation platforms that have 

appeared since the inception of this thesis, namely VRChat, to design and build 

educational experiences that could be evaluated against learning outcomes and 

new and emerging pedagogical approaches. 

8.7.6 Emerging Interaction Techniques in VR 

At the start of this research, some mechanisms for interaction with VR were only 

just emerging and certainly not within the realm of any hardware device available 

to educators.  One such mechanism that has seen rapid adoption for VR devices 

is eye tracking, now available on devices such as the Pico Neo 2 Eye.  Eye tracking 

is mainly used in foveated rendering to improve visual fidelity, or rather reduced 

visual quality in areas where the user is not looking as a trade for additional 

rendering speed.  This is analogous to audio compression systems such as ATRAC 

where audio information that a user couldn't hear (i.e., two overlayed frequencies) 

is dropped from a file to reduce file size with no noticeable reduction in audio 

quality.  While this does improve the user experience, other researchers are looking 

into use these eye tracking sensors to provide new interaction schemes, such as 

using gaze to select occluded objects [234] or combining head tracking and gaze 

for object selection [233].  The latter research is however caveated that compared 

to existing base line interactions; a higher rate of initial selection errors is evident.  

Therefore, this thesis proposes that eye tracking is an interesting and valid 

research direction for future VR interaction research, especially considering the 

emphasis on accessibility within education. 



 
 
Discussion  8.7. Future work 

Rob Sims - January 2024   186 

Another interaction mechanism not available on the hardware this thesis targeted 

for this research when initiated was hand tracking. Hand tracking was introduced 

to the Oculus Quest in December 2019 as an experimental feature and later 

officially released in May 2020. Hand tracking on VR hardware has provided new 

opportunities for interactions by allowing users to interact with the virtual 

environment using their hands directly, without the need for handheld controllers.  

Specific interaction types affected by hand tracking include gesture-based 

interactions where hand tracking enables users to perform gestures, like pinching 

or waving, to interact with virtual objects or trigger specific actions within the 

VR environment.  Rather than using ray casts or sticky controller binding, users 

can now pick up, move, and manipulate virtual objects with their hands, creating 

a more natural and immersive experience. Domains that have benefitted from 

hand tracking include artistic creation where hand tracking facilitates the creation 

of 3D art, sculptures, or drawings directly in the virtual environment using one's 

hands as the tools. Overall, hand tracking has made VR experiences more intuitive 

and engaging, opening up new possibilities for various applications in different 

fields.  Existing mechanisms once considered common place now need to be re-

evaluated in light of this technology appearing on many more devices. 
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Chapter 9  
 
Conclusion  

While VR (Virtual Reality) has long been recognised as a potentially significant 

tool to impact education and enhance student engagement in the learning process, 

barriers such as complex setups, high costs, and a lack of educational applications 

have hindered widespread adoption of this technology. Recent advances in VR 

technology have made low-cost untethered VR headsets more accessible and 

manageable for traditional classroom environments. However, it is essential to 

identify the exact use cases that benefit the learning process beyond the novelty 

factor of VR headsets and passive content consumption. Moreover, challenges in 

creating content for VR devices and the need for effective tools and frameworks 

for content management present additional obstacles to VR adoption in 

education. 

Solving these problems is vital within education because students today are 

growing up with technology and expecting it to support their learning. By 

incorporating VR into the educational process, the technology can meet these 

expectations and align with the recommendations of government agencies, such 

as the 2015 FELTAG report, to improve the learner's experience. Additionally, 

identifying and developing use cases that foster active learning and higher 

cognitive processes in areas such as computational thinking, logic, and 

programming tasks can further enhance the educational benefits of VR 

technology.  

This thesis investigated the potential of VR in education and its impact on 

student engagement, while addressing the barriers and challenges hindering its 

widespread adoption. This thesis details various studies, examining educators' 

perceptions of VR, assessing VR-based block-programming games, evaluating low-

cost devices for supporting complex reflective tasks, and exploring the emergence 

of individual mind mapping strategies in a VR environment. 
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The exploratory study of educators’ perception of VR reveals educators' 

excitement about VR's potential in education, but they need more information on 

its tangible benefits and have concerns about time, skill, and tool requirements 

for creating VR content. The assumption that VR is inherently more engaging 

than traditional activities may be flawed and could lead to overlooking other 

effective educational methods. This thesis recommends that education leaders 

consider the time and skill needed for VR integration, encourage developers to 

create domain-agnostic applications and resource repositories, and ensure tools for 

easy content creation. Institutions should clarify VR's educational benefits, 

consider its impact on behaviour management policies, and update guidance 

accordingly. By following these recommendations, education leaders can make 

informed decisions when implementing VR in their learning environments. 

In the study of LogiBot, the implementation of computational thinking and 

engagement in the context of VR-based block-programming games is explored. 

the results suggest that students found the system both usable and enjoyable, 

although an assessment of learning outcomes was not conducted. Furthermore, it 

revealed that users' familiarity with VR no longer ensures that VR experiences 

are always more engaging compared to conventional desktop applications. This 

underscores the increasing importance of designing effective interactions within 

VR environments, particularly if VR-based learning tools such as LogiBot are to 

demonstrate advantages over traditional desktop platforms in terms of user 

experience and educational benefits. 

For VERITAS, this study showcased that even with limited input controls, low-

cost devices can effectively support intricate reflective tasks, particularly in the 

realm of mind mapping. The necessary interactions were executed with minimal 

errors. A crucial aspect to consider is the learnability of such applications. 

Although interactions might be complex, supporting them with audio feedback 

and a user interface that conveys the system's state can foster an environment 

where users grasp the system's functionality and progressively enhance their 

performance. Additionally, conducting mind mapping activities within VR seems 

to offer advantages, as several participants leveraged the immersive 3D space to 

manipulate their mind maps in ways unattainable with traditional 2D 

applications. 
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In the final study, it delved into the potential of VR to explore user behaviour 

when building mind maps within VR. The previous proof-of-concept VR mind 

mapping application VERITAS was utilised to examine this. Through the user 

study, the emergence of two distinct mind mapping strategies was observed: 

grouping and sequential. The discovery of these mapping strategies holds 

significant implications for future research in the realm of VR-based mind 

mapping, particularly within educational contexts. The findings are especially 

relevant for advancing collaboration-based paragogy, as they highlight the 

potential for VR to accommodate diverse learning and thinking styles, thereby 

fostering a more inclusive and engaging educational experience.  The findings are 

also important for the designer of these applications so that they can consider and 

design for managing conflict within collaborative environments. 

The key takeaway message from this research is that while educators recognise 

the potential of VR in education, there are concerns and challenges that need to 

be addressed for successful implementation. This includes providing more 

information on tangible benefits, considering the time and skill required for 

integration, and designing effective interactions within VR environments. 

Institutions should clarify VR's educational benefits and look to provide the tools 

and systems to build effective VR environments populated with high quality 

educational content. As VR experiences become less novel, it is crucial to ensure 

that they offer genuine educational value and are not chosen merely for their 

novelty. By addressing these challenges and focusing on the unique advantages 

VR offers, education leaders can make informed decisions when implementing VR 

in their learning environments and optimise its potential to complement and 

enhance traditional educational methods. 
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Appendix A - Statistics 

 

Table A.1: Repeated measures ANOVA statistical analysis of Pre vs Post 
Activity completion times. 

F(1,23) = 33.07, p < .05 

2-way Interaction Pre Post 

 M = 194.54s, SD = 84.58s M = 111.54s, SD = 53.64s 

 

 

Table A.2: Repeated measures ANOVA statistical analysis of task completion times (TCT) 
times by cohort. 

F(1,23) = 2.37, p > .32 

2-way Interaction Sequential Grouping 

 M = 336.70s, SD = 149.74s M = 442.21s, SD = 174.69s 

 

 

Table A.3: Two-way repeated measures in one factor ANOVA statistical analysis of Pre vs Post 
Activity completion times by cohort. 

3-way Interaction                                            F(1,22)=1.628, p > .215 

2-way Interaction Pre Post 

 F(1,22)=2.68, p > .116 F(1,22)=1.17, p > .292 

 Sequential Grouping Sequential Grouping 

 M = 210.90, 
SD = 101.39 

M = 182.86, 
SD = 72.03 

M = 106.40, 
SD = 48.64 

M = 115.21, 
SD = 58.46 

 

 

Table A.4: One-way ANOVA statistical analysis of first link creation time (normalised) by 
cohort. 

F(1,23)=15.99, p < 0.05 

2-way Interaction Sequential Grouping 

 M = 0.25, SD = .11 M = 0.40, SD = .20 

 

 

Table A.5: One-way ANOVA statistical analysis of first group creation time (normalised) by 
cohort. 

F(1,23)=15.99, p < 0.05 

2-way Interaction Sequential Grouping 

 M = 0.43, SD = .22 M = 0.17, SD = .10 
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Table A.6: One-way ANOVA statistical analysis of bounding volume by cohort. 

F(1,23)=2.461, p > .131  

2-way Interaction Sequential Grouping 

 M = 65.53, SD = 28.39 M = 94.56, SD = 53.12 

 

 

Table A.7: One-way ANOVA statistical analysis of distance travelled by all tiles by cohort. 

F(1,23)=8.39, p < 0.05 

2-way Interaction Sequential Grouping 

 M = 55.68, SD = 23.23 M = 89.77, SD = 31.50 

 

 

Table A.7: One-way ANOVA statistical analysis of distance travelled by all tiles by cohort. 

F(1,23)=5.16, p < 0.05 

2-way Interaction Sequential Grouping 

 M = 15.80, SD = 8.33 M = 25.03, SD = 10.71 

 

 

Table A.8: One-way ANOVA statistical analysis of UEQ metrics by cohort. 

Attractiveness F(1,23)=12.58, p < 0.05 

 2-way Interaction Sequential Grouping 

  M = 2.08, SD = .54 M = 0.96, SD = .88 

Perspicuity F(1,23)=5.16, p > .517 

 2-way Interaction Sequential Grouping 

  M = 1.00, SD = 1.14 M = .70, SD = 1.10 

Efficiency F(1,23)=5.16, p > .108 

 2-way Interaction Sequential Grouping 

  M = 1.33, SD = 1.03 M = .54, SD = 1.10 

Dependability F(1,23)=5.16, p > .494 

 2-way Interaction Sequential Grouping 

  M = 1.28, SD = .92 M = 1.00, SD = .98 

Stimulation F(1,23)=6.81, p < 0.05 

 2-way Interaction Sequential Grouping 

  M = 2.00, SD = .70 M = 1.32, SD = .58 

Novelty F(1,23)=5.16, p > .409 
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 2-way Interaction Sequential Grouping 

  M = 1.45, SD = .93 M = 1.20, SD = .55 
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Appendix B - Surveys 

B.1 Qualtrics survey – Chapter four 

D1 Please indicate your age. 

o 18 - 20  (1)  

o 21 - 25  (2)  

o 26 - 30  (3)  

o 31-40  (4)  

o 41-50  (5)  

o 51 - 60  (6)  

o 61+  (7)  

 

 

 

D2 What is your sex? 

o Male  (1)  

o Female  (2)  

o Non-binary / third gender  (3)  

o Prefer not to say  (4)  
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D3 To which gender identity do you most identify? 

o Male  (1)  

o Female  (2)  

o Transgender Male  (3)  

o Transgender Female  (4)  

o Gender Variant / Non-Conforming  (5)  

o Not Listed  (6) __________________________________________________ 

o Prefer not to say  (7)  

 

 

Page Break 
 

D4 At what level do you teach at? Check all that apply. 

▢ Primary  (1)  

▢ Secondary  (2)  

▢ FE (including apprenticeships)  (3)  

▢ HE  (4)  

▢ Non-academic (i.e. adult workplace training).  (6)  

▢ Other  (5)  
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D5 Which geographic region do you usually teach in? 

o United Kingdom  (1)  

o Africa  (3)  

o Asia  (4)  

o Central America  (5)  

o Europe (not UK)  (2)  

o North America  (6)  

o Oceana  (7)  

o South America  (8)  

 

 

 

D6 Do you hold a formal teaching (including teaching assistant) qualification? 

o Yes  (1)  

o No  (2)  

 

Skip To: D8 If Do you hold a formal teaching (including teaching assistant) qualification? = No 
 
Display This Question: 

If Which geographic region do you usually teach in? = United Kingdom 
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D7 What teaching qualification do you hold?  Check all that apply. 

▢ Degree with QTS  (1)  

▢ PGCE with QTS  (2)  

▢ PGCE (Post compulsory 14+)  (3)  

▢ PGCHE  (4)  

▢ QTLS  (5)  

▢ PTLLS  (6)  

▢ CTLLS  (7)  

▢ DTLLS  (8)  

▢ Fellowship of the Higher Education Academy  (9)  

▢ Level 3 Teaching Assistant Diploma  (11)  

▢ Level 3 Award in Supporting Teaching and Learning in Schools  

(12)  

▢ Level 2 Teaching Assistant Certificate  (13)  

▢ Level 2 Certificate in Supporting Teaching and Learning in 

Schools  (14)  

▢ Level 2 Award in Support Work in Schools  (15)  
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▢ Other Level 2 / Level 3 teaching qualification  (10)  

▢ Other  (16)  

 

 

Page Break 
 

D8 Do you teach full or part time? 

o Full time  (1)  

o Part time  (2)  

 

Skip To: D10 If Do you teach full or part time? = Full time 
 

 

D9 What is your part time ratio (i.e. 60% of full time)? 

 0 10 20 30 40 50 60 70 80 90 100 

 

1 () 
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D10 How many hours do you teach?  I.e. not including planning and preparation 

time. 

 0 5 10 15 20 25 30 35 40 45 50 

 

1 () 
 

 

 

 

Page Break 
 

D11 Do you have any management responsibilities? 

o Yes  (1)  

o No  (2)  

 

Skip To: D13 If Do you have any management responsibilities? = No 
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D12 Please list your management responsibilities. Check all that apply. 

▢ Subject lead  (1)  

▢ Year head  (2)  

▢ TLR  (3)  

▢ Department lead  (4)  

▢ Head of school  (5)  

▢ Assistant head teacher  (6)  

▢ Deputy head teacher  (7)  

▢ Head teacher  (8)  

▢ Other  (9)  

 

 

 



 
 
Appendices  8.7. Future work 

Rob Sims - January 2024   201 

D13 What subject do you mainly teach or what is your subject specialisation? 

Choose the closest match. 

o Foreign Languages  (1)  

o English  (2)  

o Mathematics  (3)  

o Art (including Music, Fashion etc)  (4)  

o History  (5)  

o Geography  (6)  

o Science (Physics, Chemistry and Biology)  (7)  

o Computer Science  (8)  

o Design Technology (including Wood working etc)  (9)  

o Physical Education  (10)  

o Religious Education / Citizenship  (11)  

o Engineering (including Architecture)  (13)  

o Law  (12)  

o Drama  (14)  

o Construction (Plumbing, Electrician, Brick Laying etc)  (15)  

o Sociology  (18)  

o Economics  (19)  
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o Medicine (including Nursing)  (20)  

o Psychology  (21)  

o Other Humanities (i.e. Politics, Philosophy etc)  (16)  

o Other  (17)  

 

End of Block: Demographics 
 

Start of Block: Resources 

 

R0  

This section of the survey will collect your experiences of and attitudes to 

resources creation within education 

 

 

 

R1 How many hours per week are you allocated for resource creation (from 

scratch)? 

 0 2 4 6 8 10 12 14 16 18 20 

 

1 () 
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R2 How many hours do you ACTUALLY spend on creating resources (from 

scratch) - including in your own time? 

 0 2 4 6 8 10 12 14 16 18 20 

 

1 () 
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R3 Please identify some of the typical resources you regularly create?  Tick all 

that apply. 

▢ Illustrations/Diagrams/Images  (1)  

▢ Worksheets  (2)  

▢ Quizzes (printed)  (3)  

▢ Quizzes (online)  (4)  

▢ Websites / Wikis / Blogs  (5)  

▢ Slideshows/Presentations  (6)  

▢ Games (apps/online)  (7)  

▢ Games (printed)  (8)  

▢ Graphs  (11)  

▢ Flow charts  (12)  

▢ Journals  (13)  

▢ Photos  (14)  

▢ Tutorials / 'how to' guides / Instruction manuals  (16)  

▢ Revision guides  (17)  

▢ Social media content (Facebook, Twitter etc)  (18)  
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▢ Videos (online such as YouTube etc)  (19)  

▢ Videos (not online)  (20)  

▢ Textbooks  (21)  

▢ Online learning platform pages (Moodle etc)  (23)  

▢ Lesson plans  (24)  

▢ Module plans/specifications (BTEC module, Level 4 module)  (25)  

▢ Academic courses (i.e. BTEC, degree etc)  (26)  

▢ Skill based training courses  (27)  

▢ Syllabus  (29)  

▢ Databases  (30)  

▢ Case studies  (31)  

▢ Animations  (32)  

▢ 3D models  (33)  

▢ Physical objects (i.e. wood work, metal work, clay model etc)  

(34)  

▢ Assembly kits (i.e. Lego Mindstorm, Raspberry Pi, microBit etc)  

(35)  
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▢ Other  (9)  

 

Skip To: R5 If Please identify some of the typical resources you regularly create? Tick all that apply. 
!= Other 
 

 

R4 You selected "Other".  Please list the types of resources you create that were 

not listed. 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

 

 

Page Break 
 

R5 Do you create resources in collaboration with other educators? 

o Yes  (1)  

o No  (2)  

 

Skip To: R7 If Do you create resources in collaboration with other educators? = No 
 

 



 
 
Appendices  8.7. Future work 

Rob Sims - January 2024   207 

R6 How frequently do you create resources in collaboration with other educators? 

o More than once a week  (1)  

o Once every two weeks  (2)  

o Once a month  (3)  

o Once every two to six months  (4)  

o Less than once every six months  (5)  

 

Skip To: R9 If How frequently do you create resources in collaboration with other educators? = More 
than once a week 

Skip To: R9 If How frequently do you create resources in collaboration with other educators? = Once 
every two weeks 

Skip To: R9 If How frequently do you create resources in collaboration with other educators? = Once 
a month 
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R7 What are the reasons you don't collaborate frequently with other educators to 

create resources?  Check all that apply. 

▢ No need / not required to  (1)  

▢ Not enough time  (2)  

▢ Tools / technology too difficult to use  (3)  

▢ Planning time does not sync with colleagues  (4)  

▢ I prefer to work on my own  (5)  

▢ I don't know anyone else with the expertise in my subject  (6)  

▢ Other  (7)  

 

Skip To: R9 If What are the reasons you don't collaborate frequently with other educators to create 
resources? C... != Other 
 

 

R8 You selected "Other".  Please can you list the reason(s) you don't collaborate 

with other educators to create resources? 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
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Page Break 
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R9 How many hours per week do you spend on sourcing existing resources from 

within your organisation? 

 0 2 4 6 8 10 12 14 16 18 20 

 

1 () 
 

 

 

Skip To: R11 If How many hours per week do you spend on sourcing existing resources from within 
your organisation? [ 1 ]  <= 
 

 

R10 Please name some of the typical resources you source from within your 

organisation? 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

 

 

Page Break 
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R11 Do you source resources from any external providers? 

o Yes  (1)  

o No  (2)  

 

Skip To: R17 If Do you source resources from any external providers? = No 
 

 

R12 How many hours per week to you spend sourcing resources from external 

providers? 

 0 2 4 6 8 10 12 14 16 18 20 

 

1 () 
 

 

 

 

 

R13 Where do you source external resources from (please list your top three)? 

o 1  (4) __________________________________________________ 

o 2  (5) __________________________________________________ 

o 3  (7) __________________________________________________ 
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R14 How do you find external resources? 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

 

 

 

R15 Do you modify external resources? 

o Yes  (1)  

o No  (2)  

 

Skip To: R17 If Do you modify external resources? = No 
 

 

R16 In what way do you typically modify external resources? 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
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Page Break 
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R17 When creating your own resources from scratch, please list the top three 

tools you use. 

o Tool 1  (1) __________________________________________________ 

o Tool 2  (2) __________________________________________________ 

o Tool 3  (3) __________________________________________________ 

 

 
Carry Forward All Choices - Entered Text from "When creating your own resources from scratch, 
please list the top three tools you use." 

 

 

R18 Please rank the tools in order of preference (drag the boxes to re-order, 1 

being the highest/most preferred). 

______ Tool 1 (1) 

______ Tool 2 (2) 

______ Tool 3 (3) 

 

 

 

R19 For your preferred tool, what does it do best? 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
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________________________________________________________________ 

 

 

 

R20 And what does it do worst? 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

 

 

Page Break 
 

R21 Is there a type of resource that you need to create that isn't currently possible 

/ difficult to create with your current tools? 

o Yes  (1)  

o No  (2)  

 

Skip To: End of Block If Is there a type of resource that you need to create that isn't currently 
possible / difficult to... = No 
 

 

R22 Please describe the resource. 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
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________________________________________________________________ 

________________________________________________________________ 

 

 

 

R23 Please describe the process of how you would like to create the resource. 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

 

End of Block: Resources 
 

Start of Block: Pedagogy 

 

P0  

This section of the survey will collect your views on pedagogical approaches 

 

 

 

P1 Do you actively and consciously use pedagogical approaches in your teaching? 

I.e. Behaviourism, Social Constructivism, Connectivism etc. 

o Yes  (5)  

o No  (6)  
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Skip To: P5 If Do you actively and consciously use pedagogical approaches in your teaching? I.e. 
Behaviourism, S... = No 
 

 

P2 Do you have a preferred pedagogical approach? 

o Yes  (1)  

o No  (2)  

 

Skip To: P5 If Do you have a preferred pedagogical approach? = No 
 

 

P3 What is your preferred pedagogical approach? Either the name of the approach 

or the theorist (i.e. Piaget, Thorndyke etc) is fine. 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

 

 

 

P4 Do you have a preferred pedagogical technique?  I.e. Socratic questioning, 

problem based learning, debate, flipped learning etc.  List as many as you like or 

type 'none'. 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
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________________________________________________________________ 

________________________________________________________________ 

 

Skip To: End of Block If Condition: Do you have a preferred ped... Is Not Empty. Skip To: End of Block. 
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P5 Why do you not use or have a preferred pedagogical approach for your 

teaching?  Check all that apply. 

▢ Not applicable in my institution  (1)  

▢ Not required in my teaching  (2)  

▢ No time to research appropriate pedagogies  (3)  

▢ I don't understand the pedagogical approaches  (4)  

▢ My pedagogical approach is dictated by my institution  (5)  

▢ I don't know which pedagogical approach I prefer  (6)  

▢ I use multiple pedagogical approaches  (7)  

▢ I prefer to use my intuition  (9)  

▢ I don't feel it would improve my teaching  (10)  

▢ A lot of the approaches are outdated  (11)  

▢ Pedagogical approaches are not relevant to my teaching  (12)  

▢ Other  (8)  

 

Skip To: End of Block If Why do you not use or have a preferred pedagogical approach for your 
teaching? Check all tha... != Other 
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P6 Please type the reason(s) for selecting 'Other". 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

 

End of Block: Pedagogy 
 

Start of Block: VR 

 

VR0  

This section of the survey will collect your views on Virtual Reality use within 

education 

 

 

 

VR1 When being asked to use new technology (e.g. Virtual Reality) to teach, 

what concerns you the most? 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
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VR2 How do you think this could be resolved? 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
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VR3 Imagine your institution told you it would be mandatory to teach using 

Virtual Reality devices in the new term.  Select up to three words from Plutchik's 

emotion wheel below to describe your reaction. 
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 Dislike (1) Neutral (2) Like (3) 

Region #1 (1)     

Region #2 (2)     

Region #3 (3)     

Region #4 (4)     

Region #5 (5)     

Region #6 (6)     

Region #7 (7)     

Region #8 (8)     

Region #9 (9)     

Region #10 (10)     

Region #11 (11)     

Region #12 (12)     

Region #13 (13)     

Region #14 (14)     

Region #15 (15)     

Region #16 (16)     
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Region #17 (17)     

Region #18 (18)     

Region #19 (19)     

Region #20 (20)     

Region #21 (21)     

Region #22 (22)     

Region #23 (23)     

Region #24 (24)     
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Page Break 
 

  



 
 
Appendices  8.7. Future work 

Rob Sims - January 2024   226 

 

VR4 In your teaching, what kind of educational activities do you think you 

could/would use VR for? Check all that apply. 

▢ Lectures  (1)  

▢ Videos  (2)  

▢ Demonstrations  (3)  

▢ Slides  (4)  

▢ Podcasts  (5)  

▢ Whiteboard  (6)  

▢ Worksheets  (7)  

▢ Simulations  (8)  

▢ Games  (9)  

▢ Problem solving  (10)  

▢ Case studies  (11)  

▢ Research  (12)  

▢ Ideation  (13)  

▢ Classifying  (14)  
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▢ Experiments  (15)  

▢ Building  (16)  

▢ Group projects  (17)  

▢ Role playing  (18)  

▢ Co-operative games  (19)  

▢ Debates  (20)  

▢ Jigsaw  (21)  

▢ Concept mapping  (22)  

▢ Brain storming  (23)  

▢ Mind-mapping  (24)  

▢ Other  (25)  

 

Skip To: VR6 If In your teaching, what kind of educational activities do you think you could/would 
use VR for? Ch... != Other 
 

 

VR5 You selected "Other".  Please list any additional activities you would use 

VR for here. 

________________________________________________________________ 

________________________________________________________________ 
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________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

 

 

Page Break 
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VR6 What main educational benefit do you think VR can provide? 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

 

 

 

VR7 What do you think are the main challenges in using VR in the classroom? 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

 

 

Page Break 
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Carry Forward All Choices - Displayed & Hidden from "Please identify some of the typical resources 
you regularly create?  Tick all that apply." 

  

VR8 What resources (your own or sourced elsewhere) do you think would be 

suited for use within VR educational activities?  Check all that apply. 

▢ Illustrations/Diagrams/Images  (1)  

▢ Worksheets  (2)  

▢ Quizzes (printed)  (3)  

▢ Quizzes (online)  (4)  

▢ Websites / Wikis / Blogs  (5)  

▢ Slideshows/Presentations  (6)  

▢ Games (apps/online)  (7)  

▢ Games (printed)  (8)  

▢ Graphs  (9)  

▢ Flow charts  (10)  

▢ Journals  (11)  

▢ Photos  (12)  

▢ Tutorials / 'how to' guides / Instruction manuals  (13)  
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▢ Revision guides  (14)  

▢ Social media content (Facebook, Twitter etc)  (15)  

▢ Videos (online such as YouTube etc)  (16)  

▢ Videos (not online)  (17)  

▢ Textbooks  (18)  

▢ Online learning platform pages (Moodle etc)  (19)  

▢ Lesson plans  (20)  

▢ Module plans/specifications (BTEC module, Level 4 module)  (21)  

▢ Academic courses (i.e. BTEC, degree etc)  (22)  

▢ Skill based training courses  (23)  

▢ Syllabus  (24)  

▢ Databases  (25)  

▢ Case studies  (26)  

▢ Animations  (27)  

▢ 3D models  (28)  

▢ Physical objects (i.e. wood work, metal work, clay model etc)  

(29)  
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▢ Assembly kits (i.e. Lego Mindstorm, Raspberry Pi, microBit etc)  

(30)  

▢ Other  (31)  

 

Skip To: VR10 If Condition: Other Is Not Selected. Skip To: Thinking about the tools you currentl.... 
 

 

VR9 You selected "Other".  Please list the types of resources you think would be 

suited for use in VR that were not listed. 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

 

 

Page Break 
 

VR10 Thinking about the tools you currently use, can you describe the (existing 

or new) process you might follow to populate these VR activities with your chosen 

resources? 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
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VR11 How comfortable would you be with the process you have described? 

o Extremely comfortable  (1)  

o Somewhat comfortable  (2)  

o Neither comfortable nor uncomfortable  (3)  

o Somewhat uncomfortable  (4)  

o Extremely uncomfortable  (5)  

 

 

 

VR12 Can you describe how you might make this process better? 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

 

 

 

 

 

 

 

 



 
 
Appendices  8.7. Future work 

Rob Sims - January 2024   234 
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B.2 User Engagement Scale (UES) – Chapter four 

Instructions for administrators: When administering the UES and UES-SF, all 

items should be randomised and dimension identifiers (e.g., ‘Focused Attention or 

FA’) should not be visible to participants. Below we provide general instructions 

to participants than can be modified to suit the study context; the five-point 

rating scale should be used to allow for comparisons across studies/sampled 

populations. The wording of the questions may be modified to your context of 

use. For example, item PU.1 “I felt frustrated while using this Application X” may 

be reworded to “I felt frustrated while using this search engine.” 

Instructions for respondents: The following statements ask you to reflect on your 

experience of engaging with Application X or “this study”. For each statement, 

please use the following scale to indicate what is most true for you. 

Strongly Disagree Neither agree  Agree  Strongly 

disagree    nor disagree    agree 

1  2  3   4  5 

User Engagement Scale Long Form (UES-LF). 

FA.1 I lost myself in this experience. 

FA.2 I was so involved in this experience that I lost track of time. 

FA.3 I blocked out things around me when I was using Application X. 

FA.4 When I was using Application X, I lost track of the world around me. 

FA.5 The time I spent using Application X just slipped away. 

FA.6 I was absorbed in this experience. 

FA.7 During this experience I let myself go. 

PU.1 I felt frustrated while using this Application X. 

PU.2 I found this Application X confusing to use. 
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PU.3 I felt annoyed while using Application X. 

PU.4 I felt discouraged while using this Application X. 

PU.5 Using this Application X was taxing. 

PU.6 This experience was demanding. 

PU.7 I felt in control while using this Application X. 

PU.8 I could not do some of the things I needed to do while using Application 

X. 

AE.1 This Application X was attractive. 

AE.2 This Application X was aesthetically appealing. 

AE.3 I liked the graphics and images of Application X. 

AE.4 Application X appealed to be visual senses. 

AE.5 The screen layout of Application X was visually pleasing. 

RW.1 Using Application X was worthwhile. 

RW.2 I consider my experience a success. 

RW.3 This experience did not work out the way I had planned. 

RW.4 My experience was rewarding. 

RW.5 I would recommend Application X to my family and friends. 

RW.6 I continued to use Application X out of curiosity. 

RW.7 The content of Application X incited my curiosity. 

RW.8 I was really drawn into this experience. 

RW.9 I felt involved in this experience. 

RW.10 This experience was fun. 
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B.3 User Experience Questionnaire (UEQ) – Chapters four and five 
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B.4 Simulator Sickness Questionnaire (SSQ) – Chapters five and six. 

Pre-exposure Simulator Sickness Questionnaire 

SYMPTOM CHECKLIST  

Pre-exposure instructions: please fill in this questionnaire. Circle below if any of the symptoms 
apply to you now. You will be asked to fill this again after the experiment  

1.    General discomfort  None  Slight  Moderate Severe 

2.    Fatigue   None  Slight  Moderate Severe 

3.    Boredom   None  Slight  Moderate Severe 

4.    Drowsiness   None  Slight  Moderate Severe 

5.    Headache   None  Slight  Moderate Severe 

6.    Eyestrain   None  Slight  Moderate Severe 

7.    Difficulty focusing  None  Slight  Moderate Severe 

8.    Salivation increase  None  Slight  Moderate Severe 

       Salivation decrease  None  Slight  Moderate Severe 

9.  Sweating   None  Slight  Moderate Severe 

10.  Nausea    None  Slight  Moderate Severe 

11.  Difficulty concentrating  None  Slight  Moderate Severe                                                      

12.  Mental depression  No  Yes (  Slight      Moderate       Severe  ) 

13.  "Fullness of the head"  No  Yes (  Slight      Moderate       Severe  ) 

14.  Blurred vision  No  Yes (  Slight      Moderate       Severe  ) 

15.  Dizziness eyes open  No  Yes (  Slight      Moderate       Severe  ) 

       Dizziness eyes close  No  Yes (  Slight      Moderate       Severe  ) 

16.  Vertigo   No  Yes (  Slight      Moderate       Severe  ) 

17.  Visual flashbacks*  No  Yes (  Slight      Moderate       Severe  ) 

18.  Faintness   No  Yes (  Slight      Moderate       Severe  ) 
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19.  Aware of breathing  No  Yes (  Slight      Moderate       Severe  ) 

20.  Stomach awareness  No  Yes (  Slight      Moderate       Severe  ) 

21.  Loss of appetite  No  Yes (  Slight     Moderate       Severe  ) 

22.  Increased appetite  No  Yes (  Slight      Moderate       Severe  ) 

23.  Desire to move bowels No  Yes (  Slight      Moderate      Severe  ) 

24.  Confusion   No  Yes (  Slight      Moderate       Severe  ) 

25.  Burping   No  Yes (  Slight      Moderate       Severe  ) 

26.  Vomiting   No  Yes (  Slight      Moderate       Severe  ) 

27.  Other    No  Yes (  Slight      Moderate       Severe  ) 
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Appendix C – VERITAS Development 

D.1 VERITAS Configuration File – Chapter 7 
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Appendix D – Ethics Documentation 

E.1 Example Participant information sheet (interviews) – Chapter 3 

 

 

 
 
 

Participant information sheet 
 

 

For further information about how Lancaster University processes personal data for 

research purposes and your data rights please visit our webpage: 

www.lancaster.ac.uk/research/data-protection 

 
I am a PhD student at Lancaster University and I would like to invite you to 
take part in a research study about resource creation in education.   
 
Please take time to read the following information carefully before you decide 
whether you wish to take part. 
  
What is the study about? 
 
The aim of the study is to investigate how educators create educational 
resources, the pressures this involves and best practices in the field. 
  
Why have I been invited? 
 

I have approached you because you are an active educational practitioner that 

uses technology in your lessons and might be interested in influencing future 

toolkits used to assist in the creation of educational resources. 

I would be very grateful if you would agree to take part in this study. 

 

What will I be asked to do if I take part? 

http://www.lancaster.ac.uk/research/data-protection
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If you decided to take part, this would consist of a 30 to 45 minute semi-

structured interview asking you about your thoughts and opinions on creating 

educational resources and the tools used to do so.  The interview will also 

collect rudimentary demographics such as the sector you teach in, how long 

you spend creating resources etc. The type of data we will be recording will 

include written notes and audio recordings via dictaphone. 

 
 
What are the possible benefits from taking part? 
 
Taking part in this study will allow you to share your experiences of creating 
resources in an educational context.  The output from this study could lead to 
improvements in the types of tools available to assist educators in creating 
resources. 
 
 
Do I have to take part?  

No. It’s completely up to you to decide whether or not you take part. Your 

participation is voluntary and you are free to withdraw at any time, without giving 

any reason. 

 
 
What if I change my mind? 

As explained above, you are free to withdraw at any time and if you want to 

withdraw, I will extract any data you contributed to the study and destroy it. Data 

means the information, notes and audio etc. that you and other participants will 

have shared with me. However, it is difficult and often impossible to take out 

data from one specific participant when this has already been anonymised or 

pooled together with other people’s data. Therefore, you can only withdraw prior 

to any collected data being anonymised. 

 
What are the possible disadvantages and risks of taking part? 
 
The study will require you to commit approximately 30 to 45 minutes of your 
time. 
 
There are no other anticipated risks. 
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Will my data be identifiable? 

After the interviews are completed only I, the researcher conducting this study, 

and my supervisor (Dr. Abhijit Karnik) will have access to the data you share 

with me.  

I will keep all personal information about you (e.g. your name and other 

information about you that can identify you) confidential, that is I will not share 

it with others. I will anonymise hard copies of any data. This means that I remove 

any personal information from the data (written notes and audio recordings). 

 

How will my data be stored? 
 

Your data will be stored in encrypted files (that is no-one other than me, the 

researcher, and my supervisor, Dr. Abhijit Karnik, will be able to access them) 

and on password-protected computers. 

I will store hard copies of any written notes securely in locked cabinets in my 

supervisors office. 

 
I will keep data that can identify you separately from non-personal information 
(e.g. your views on a specific topic). 
 

In accordance with University guidelines, I will keep the data securely for a 

minimum of ten years.  

 
How will we use the information you have shared with us and what will 
happen to the results of the research study? 
 
I will use the data you have shared with only in the following ways: 
I will use it for academic purposes only. This will include publishing to 
academic journals and/or my Ph.D thesis. I may also present the results of my 
study at academic conferences  
 
When writing up the findings from this study, I would like to reproduce some of 
the views and ideas you shared with me. When doing so, I will only use 
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anonymised quotes (e.g. from your interview responses), so that although I 
will use your exact words, you cannot be identified in our publications.  
 
This study is funded by Lancaster University.  The funder expects me to make 
my data available for future research and use by other researchers. I will only 
share anonymised data in this way and will exclude all personal data from 
archiving.  The Lancaster University PURE system will be utilised to host and 
share the dataset output of this study. 
 

Who has reviewed the project? 

This study has been reviewed and approved by the Faculty of Science and 

Technology Research Ethics Committee.  
 
What if I have a question or concern? 
 
If you have any queries or if you are unhappy with anything that happens 
concerning your participation in the study, please contact myself in writing to:- 
 
Robert Sims 
Room A42 
InfoLab21 
Bailrigg 
Lancaster  
LA1 4YW 
 
Or via email to: 
 
r.sims2@Lancaster.ac.uk 
 
If you have any concerns or complaints that you wish to discuss with a person 
who is not directly involved in the research, you can also contact: 
 
Adrian Friday 
Room C51 
InfoLab21 
Bailrigg 
Lancaster  
LA1 4YW 
 
Or via email to:- 
 
a.friday@lancaster.ac.uk 
 
 

Thank you for considering your participation in this project. 
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