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What is Flowshop Scheduling . . . ?

Assume a manufacturer has received an order:

To process a number of n jobs

Jobs are processed on m machines, arranged in a flowline,

(i.e., a flowshop)

Each machine processes one job at a time

M1 M2 M3

The problem is to find a sequence (i.e., a schedule) that optimises

some criteria.

The Permutation Flowshopwith
Makespan Criterion (PFM)

Suppose an order consists of 3 jobs: {J1, J2, J3}

A feasible solution is a permutation of jobs: i.e, a sequence

3 1 2

Once defined, the sequence is the same for all the machines

The objective is to minimise the completion time of the last

job on the last machine: the makespan.

For m = 3, we can represent the sequence {J3, J1, J2} using a

Gantt chart, where we can check that the makespan value is 11:

1 2 3 4 5 6 7 8 9 10 11

M3

M2

M1 J3

J3

J3

J1

J1

J1

J2

J2

J2

Time

M
a
c
h
in
e
s

NewNeighbourhoods for the PFM

We propose five new neighbourhoods for the PFM:

Let us assume we have a feasible solution for an instance with n = 5:
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1. Position Blocks: block_size = 2 (consecutive).
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Jobs in block_size can move

2. Generalised Swap: set_size = 2.
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Positions in set_size = {1, 4} can move

3. Delta (Deterministic): delta (δ) = 2.
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Jobs can move up to δ = 2

4. Randomised Delta: Delta (∆) = random (1, 2 ∗ δ − 1).
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Jobs can move up to ∆ (different for each job)

5. Extended: set_size = 2.
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Jobs in set_size = {2, 4} can move freely; other jobs can move up to δ
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AMatheuristic Algorithm

1. Initialise sequence: obtained using the NEH algorithm [1]

2. Build a MIP model: proposed by Stafford et al. [2]

3. Perform search: In a loop, we apply two approaches:

“Shift” local search, as proposed in Taillard [4], and

Any of the proposed neighbourhoods by solving reduced

MIPs using IBM CPLEX and Python 3.10.

Some Results So Far . . .

Table 1. Computational results by neighbourhood operator for Taillard

instances (m = 5) [3]

Neighbourhood Avg. %gap Avg. time(s)

Position block 0.71 3.17

Generalised swap 0.60 3.84

Delta 0.17 11.45

Randomised delta 0.08 50.66

Extended 0.12 41.99

Table 2. Computational results by neighbourhood operator for Taillard

instances (m = 10) [3]

Neighbourhood Avg. %gap Avg. time(s)

Delta 1.67 388.19

Randomised delta 1.34 2343.78

Extended 1.28 1012.18

We are currently working on the bigger instances with m = 20!
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