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Translation Approach

This thesis follows the Encyclopedia of Arabic Language and Linguistics resource for
translation as necessary and available. However, the resource does not contain the new
Arabic vernaculars that have been invented recently in online writing. For example, the
word Jﬂ\f‘ ‘al-als’ has no resource for translation and meaning in the above resource. So,
the word is interpreted using the annotators’ annotations. All translations in this thesis
follow the literal translation to show the metaphor in the context. While the accurate
translation, which shows the aimed meaning of using the metaphor, was translated based
on the annotators’ annotation. For the transliteration, the same resource was followed to
transliterate the acknowledged Arabic terms, the new terms that have semantic voice such

as s fsss’ as a notion of ‘disappointment’. The transcribed Arabic metaphor terms
provided in the appendix.
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Abstract

In this study, I investigate the unique use of Arabic metaphors in online communication.
In such contexts, metaphors are often conveyed through semantic and symbolic phrases,
with opinions frequently reduced to a single keyword. This concise expression suits the
fast-paced nature of online interactions, where metaphorical language is commonly used
to share viewpoints. As metaphor usage increases online, deeper interpretation becomes
essential to uncover the sentiments behind these expressions. To explore this, I compiled
the Arabic Online Metaphor Corpus (AMC), a foundational step in evaluating the impact of
metaphors on sentiment. My research focuses on how Arabic online metaphors influence
sentiment analysis, particularly through their semantic and symbolic nature. However, a
major challenge lies in the absence of effective tools for annotating general Arabic texts.
Moreover, the unique metaphorical structures found online must first be analyzed before
annotation is possible. To assess AMC’s impact, we employed a state-of-the-art Arabic
semantic analyzer. The limited availability of Arabic sentiment analyzers posed a significant
obstacle. To address this, we used the Mazajak sentiment analyzer and additional tools tested
on datasets tagged using the Arabic semantic tagger. This approach aimed to explore how
metaphorical language could be analyzed and applied to sentiment classification. Our
experiments demonstrated the potential of semantic annotation in accurately identifying
metaphorical sentiment. We evaluated the performance of different strategies using F-score,
precision, and recall metrics. As a result, this research has led to the creation of the first
Arabic online metaphor corpus, an initial design for metaphor-based sentiment classification,
and the evaluation of sentiment prediction tools using AMC. These contributions represent
a significant advancement toward the automatic recognition and interpretation of Arabic
metaphors and their associated sentiments in online discourse.
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Chapter 1

Introduction

1.1 Arabic online metaphor and sentiment

U2~ means (Eggs / bid) is a word that is found to be a noun in regular writing. However,
in online writing, it is an Arabic metaphorical word that indicates an opinion towards
something. Specifically, the term in a metaphoric context means ‘old’ or ‘bad’. The
term reflects the change in Arabic metaphor usage in online writing. While the term has
to be defined to identify the sentiment, the Arabic language has no reliable resource to
acknowledge Arabic online metaphors. Also, the meaning of the same term changes based
on the context of the metaphor. Thus, meaning is one of the major factors in identifying
sentiment.

The online writing style, which is the way of expressing opinions, has changed depending
on the platform and the means of sharing opinions. SA has developed as a means of analyzing
opinions expressed online. The opinions take different forms online to be interpreted into
sentiment. Opinions started to be expressed on a scale from zero to five, represented as
stars. The stars produce an analysis known as a sentiment score. The opinion developed to
be stars accompanied by a brief explanation of the product called a review. So, the sentiment
changed to analyze the sentiment behind the text not only as sentiment score, but as polarity.
The sentiment later developed to analyze various types of text despite the opinion form of
writing. The Sentiment Analysis (SA) is developing as the methods of expressing opinions
change in online communication. Recently, opinion expressed visually using Bitmoji has
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become one of the ways to express an opinion in online communication. Shiha and Ayvaz
(2017) discussed the impact of the bit emoji on SA. Although Shiha and Ayvaz (2017) did
not discuss that a bit emoji could only be expressed as an opinion to identify sentiment,
the researchers did discuss how a Bitmoji in association with text can be used to identify
sentiment. They also designed a model to identify sentiment based on data collected from
Twitter and SentiWordNet.

While SA approaches are still affected by the type of text to be analyzed. These challenges
could related to the writing means, the language structure, and the aspect of the language
to be analyzed. Those challenges have their own characteristics. For example, writing
comprises two ways: formal and informal. Formal writing includes the regular structure of
the language so that sentiment will be specified according to that regular structure. So, the
Sentiment on the language levels should be specified prior to the sentiment identification,
which are phonetics, morphology, syntax, lexicology, semantics and figurative. Formal text
is found in news reports and articles. Informal text, however, needs more analysis of the
structure in order to identify sentiment, including the standard level of the language. For
example, online text can use one metaphor word to express an opinion. This means that
informal text has no standard criteria to follow to identify the sentiment. In addition, the
sentiment classification for formal writing could be more complex if the text has particular
parts of speech but with specific language rules because the text contains ambiguities that
need to be clarified. In contrast, the sentiment method should adapt to the unfixed structure
such in informal text. Another form of the informal writing style, for the Arabic language
there is a new way of online communication called Arabizi and there are new dialectal

Arabic metaphorical terms used in online communication such as oJsls, which means
‘solid’ in literal sense and ‘very good’ in metaphorical sense, which is the subject of this
current study. Identifying sentiment in informal text is therefore more challenging.

As a consequence of the change in the form of their opinion, the sentiment method was
developed to cover different aspects of the online text. For example, machine learning is
one of the techniques used, and it based on trained data. Further techniques are used to
tackle the lack of labeled data and find the sentiment based on learning from big data such
as CNN (Convolutional Neural Network). Mixed methods and resources can be used to
identify sentiment. For example, Farha and Magdy (2019) used CNN and LSTM in their
model to predict sentiment through a web base sentiment analyzer.

The previous discussion highlights that online writing is mostly unstructured,
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unpredictable, and constantly changing, which makes designing a tool that can adapt to
such unpredictable text challenging. Additionally, it lacks a foundational knowledge base
for analysis, making it difficult to design a schema for annotation. However, a schema could
be designed based on the practical aspects of metaphor identification. Consequently, the
analysis would be based on the frequency of the appearance of online Arabic metaphors in
online contexts.

1.2 The current Arabic sentiment analysis

Little attention has been paid to Arabic SA compared with English in terms of creating a
reliable lexicon and an annotated corpus Alowisheq et al. (2016) which is publicly available
for research and development. Also, researchers have developed thecurrent SA tools on
the market for English Rushdi-Saleh et al. (2011b)). Examples of resources for Arabic SA
include Abdul-Mageed and Diab (2012) and Alhazmi et al. (2013)) which are not publicly
available. Moreover, some researchers have used Arabic datasets translated from English
to detect Arabic SA, such as Elarnaoty et al. (2012). Furthermore, it is that it creates an
algorithm that can perform accurately on Arabic SA, given that Arabic has distinct dialects
and is highly nuanced.

Regarding the progress of SA research into the Arabic language, one of the more precise
and efficient approaches is Aspect-Based Sentiment Analysis (ABSA). ABSA is an effective
method of measuring the level of sentiment within a text. It assesses the sentiment in specific
entities with particular aspects of a given entity, differentiating ABSA from other methods.
In general, the other SA methods such as document-level and sentence-level approaches,
determine the overall polarity of documents and sentences, without specifying any aspects
or features applied to texts. ABSA for the Arabic language was introduced in 2015 by Al-
Smadi et al. (2015)), who annotated ABSA employing a human annotation approach using
the BRAT (Rapid Annotation Tool) Stenetorp et al. (2012).

In the document-level method, the whole document is considered a single entity and
analyzed as a whole. Sometimes, however, the outcome produced by this approach is
inadequate. A document that is positively opinionated about an entity does not necessarily
imply that the author has positive views about all the features of that particular entity.
Similarly, a document that is negatively opinionated about an entity does not necessarily
signify that the author is wholly negative about all the features of that entity. Also, in an
opinionated text, the author can express positive and negative opinions about the same entity
and its attributes. Elarnaoty et al. (2012)) are an example of researchers who have studied
SA at the document level.

At the sentence level, the document is broken down into sentences. Each sentence is
then treated as a single entity and single sentences are analyzed one at a time. The SA result
generated by this approach is better than the SA result generated by the document-level
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method because it is more refined and detailed. The majority of present techniques seek
to establish the overall polarity of a document, paragraph and/or sentence regardless of the
entity being expressed Farra et al. (2010) is an example of such a method. Finding the
sentiment in a text in Arabic associated with metaphor is highly challenging because Arabic
is an exceptionally figurative language, which means, as Reyes and Rosso (2012) stated:
“it often takes advantage of linguistic devices such as metaphors, analogy, metonymy, and
hyperbole to communicate complicated meanings”.

Whereas SA is one component that researchers analyse in terms of automatic text
understanding, another challenge is to understand nuanced linguistics mechanisms such as
metaphors, which is the essence of the research in the current study. Metaphors are casual,
short, and direct devices used for online communication. The unstructured metaphors that
frequently used online and which do not usually follow grammatical rules are cases that
NLP is used to address. In particular, Arabic metaphors used online are a significant subject
to grasp and tackle, especially with the challenges of distinct unstructured Arabic colloquial
terms, which also show a diversity of metaphorical expression. Metaphor is frequently used
in Arabic to express a persuasive and robust opinion. In addition, Arabic has composite
metaphors used in the online context, Arabic metaphors as a figurative and nuanced form
of language. For instance, typical metaphors in Arabic have different categories such as
cognitive metaphor, declarative metaphor, dead, cliché, tock, adapted, recent and original
as mentioned in Zeroual and Lakhouaja (2018]).

Historically, Arabic has a high correlation with the figurative category. Abdul-Mageed
and Diab (2012) pointed out that this literary form is considered as an attractive feature
of Arabic because Arabic frequently utilises metaphors as a figurative linguistic device
(Reyes and Rosso, 2012). In addition, Arabic has multiple dialects, such as Modern
Arabic, Classical Arabic, and Gulf Arabic (Zeroual and Lakhouaja, 2018), Which makes
the development of algorithms more challenging. Arabic has a higher metaphor utilization
than languages because history and culture play an essential role. Neglecting metaphor
detecting sentiment has a negative impact on SA accuracy and annotation reliability. As
a result, businesses can tend to lose interest, which is caused by trusting analyses of their
products.

In an experiment in which I examined the impact of metaphor on sentiment, I collected
20 metaphorical sentences and 20 non-metaphorical sentences from the LARB dataset (Aly
and Atiya, 2013) and the HAAD dataset (Al-Smadi et al., |[2015). These two datasets were
selected carefully after monitoring other publicly available datasets. My purpose was to
examine a state-of-the-art sentiment analyzer’s treatment of Arabic SA involving metaphors.
Although I intended to know that a sentiment analyzer is not tuned to metaphor sentiment
analysis. I intended to spotlight the problem and discuss the possible optimal solutions.

The results of the experiment set out below showed a significant change in the polarity
prediction of the sentiment analyzer on sentences with and without metaphors involved. The
findings show that even a state-of-the-art sentiment analyzer cannot deal with metaphorical
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expressions. Moreover, metaphor was found to play a critical role in shifting the polarity
because metaphors have hidden meanings that are not apparent. For instance, the sentence
JSG JU=, which means ‘killer imagination’, is a notion of an excellent imaginative story.
The sentiment analyzer predicted the incorrect polarity for this example in the experiment.
The following figures illustrate the sentiment analyzer’s performance on the metaphorical
and non-metaphorical expressions.

prediction validation
(with metaphor)

40% M correct
60%

® wrong

Figure 1.1: Experiment result with metaphor (Alsiyat and Piao, 2020a)

predictions validation
(without metaphor)

M correct

B wrong

Figure 1.2: Experiment result without metaphor (Alsiyat and Piao, 2020a)

Based on the evidence briefly given above, I decided that the solution was to build an
Arabic metaphor corpus annotated with sentiment, meaning, and context. In addition, a tool
associated with the state-of-the-art Arabic sentiment analyzer should be designed and tested
to investigate the impact of Arabic online metaphors regarding sentiment using different
methods. Precisely, the Arabic metaphor corpus uses the designed tool, and state-of-the-art

5
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Arabic sentiment analyzers are used to show the impact of Arabic metaphor in identifying
sentiment. The results from the methods should then be compared with the gold standard to
show the accuracy of the automatic method. The model’s performance was assessed using
the standard measurements: precision, recall, and F-score.

This thesis contributes to identifying Arabic sentiment with metaphor in the online
context. However, there is no Arabic corpus available that is annotated for metaphor.
Additionally, there is no data on Arabic metaphors in the online context annotated with
sentiment. Therefore, gathering Arabic metaphors in the online context and building an
Arabic metaphor corpus are the main aims of this research. Since there is no efficient Arabic
annotation tool for online Arabic metaphors, the annotation is done manually using an XML
editor called Oxyger(T]

Building the corpus is the essential first step to identifying sentiment, showing the impact
of Arabic metaphors on sentiment, and testing the accuracy of the methods. We annotate
the corpus with semantics using the semantic tool El-Haj et al. (2022) after designing tools
to identify the sentiment. The tools5.4] and [5.6| were designed to identify metaphors based
on existing Arabic resources, specifically the Arabic semantic tagger (El-Haj et al., 2022).
Additionally, the tool will be compared with another new Arabic sentiment analyzer.

1.3 Research motivation

In the previous section, I have described the background work for this study and pointed
out the limitations of previous studies and the challenges and significance of my research
direction. I have demonstrated the impact of metaphor on sentiment identification using an
automatic Arabic analyzer (Farha and Magdy, [2019), as metaphor is one of the most used
cognitive devices. The cognitive devices are simile, metonymy and metaphor.

In addition, the performance of the state-of-the-art Arabic sentiment analyzer is
satisfactory in terms of predicting the polarity of sentences without metaphor, but the
performance of the sentiment analyzer (Farha and Magdy, 2019)) is inadequate in terms
of polarity prediction with sentences containing metaphors. Even though the sentiment
analyzer did not contain resources or algorithms for dealing with metaphors, my purpose
was to test how neglecting metaphor detection significantly affects the result. The result
of ignoring metaphor in detecting sentiment will negatively affect the trustworthiness and
reliability of sentiment identification, affecting the tool’s prediction accuracy and reliability.
For instance, the wrong analysis for a company that wants to know about opinions of its
particular products or services would lead to false opinions about their products and thus
cause the company to face financial loses. In addition, a false opinion about a product will
mislead potential buyers into making a wrong decision to purchase.

Thttps://www.oxygenxml.com/
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1.4 Research questions and objectives

Based on the initial investigation of metaphor using Mazajak in Alsiyat and Piao (2020a)) and
the evidence and discussion set out in the previous paragraphs, I will achieve the research
objectives and address the research questions discussed below.

1.4.1 The research questions

The research questions concerns data analysis to observe online Arabic metaphor patterns
and structures to build a base knowledge for Arabic metaphor corpus. In addition to using
the Arabic metaphor corpus to show the impact of the metaphor on sentiment using existing
Arabic metaphor tools. So, the main objectives of this research is to show the novelty of the
Arabic metaphor corpus by describing the data structure. In addition to building the corpus
as a foundation for Arabic metaphor identification purpose. Hence, show the impact using
the existing Arabic sentiment analyzers tools. The objectives can be divided to sub-tasks
to achieve the main aim. For example, evaluate the existed Arabic tools was essential to
reflect on the impact of sentiment on Arabic metaphor. The research questions (RQs) fall
into two types, one of which will be answered by analysis of data observations and the other
on practical evidence.
The following research questions correspond to the data collection chapter:

RQ1 What is the most frequently appearing structure of online Arabic metaphors? How
can these pattern extract sentiment and identify metaphors to design a schema for
annotation and feature extraction in future studies? Arabic online metaphor is
ambiguous and the frequent pattern involves context words with polarity in the literal
sense that describes metaphor. Arabic online metaphor is an informal form of writing,
which means that there is no fixed structure. As an example of the Arabic online
metaphor new structure, such as a metaphor with no context provided. In addition,
there is a new Arabic dialectal metaphor appears in the form of proverbs which can
be described as one sentiment with one meaning.

RQ2 What are the Arabic metaphor terms that identify metaphor in the online context?
As discussed above, the Arabic online metaphor is essentially a spontaneous form
of writing, which identifies the text as unpredictable and informal in terms of its
structure and meaning. The characteristics discussed above clarify differences in
the online writing style from the relationship between changes in the online writing
style and in sentiment detection. For example, the metaphor could be interpreted
as voice semantics to express opinion to detect the sentiment. Such as juwus

and C’«.’o& means ‘Yikhkhkhkh’ and ‘fsss’ in the literal sense. In a metaphorical

sense they mean ‘bad/stupid’ and ‘disappointment/sad’ respectively, based on the
annotators’ annotations. Those new words are used in online contexts as metaphors

7
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RQ3

using sound and pronunciation to express opinion. The transliterated for those words
followed using the ALA-CL(American Library Association- Library of Congress), a
method to translate the non-Latin words into Latin words. Also, I double check the
words inhttps://transliterate.arabicalphabet.net/?text=}D8%A7, which
is a website to transliterate Arabic words into English using the glossary of the Arabic
words that include sound on the English letters.

Does the data analysis for online Arabic metaphors align with the newly created
annotation scheme? How can the annotation schema be adjusted for the unpredictable
style of online Arabic metaphors to effectively capture the practical purpose of
metaphor annotation prior to the sentiment annotation? This is reflected in the
newly created schema and the challenges faced during the annotation, which is
influenced by the other studies such as VU Amsterdam Krennmayr and Steen (2017)
for metaphor annotation and practical purpose to identifying metaphors in online
context. The schema was designed to identify the metaphor in an online context before
the annotation. Because the Arabic online metaphor has multiple characteristics and
ambiguity to be identified and analyzed to annotate the accurate sentiment. The
sentiment annotation added to the corpus in Excel format.

Those research questions will be addressed in the chapters discussing corpus annotation and
the impact of metaphor on sentiment.

RQ4

RQ5

RQ6

How can the existing schema for the English language for metaphor contribute to
designing the Arabic online metaphor with sentiment schema? Multiple studies have
discussed the schema of metaphors for annotation in English and Arabic such as
Krennmayr and Steen (2017) and Abugharsa (2022). However, not all of them fit
for this research aim, while those research influences the newly created schema for
Arabic online metaphor.

What are the web-based Arabic sentiment tools available that can be used to show
the impact of the Arabic Metaphor Corpus (AMC) on sentiment? What is the
impact of metaphors on sentiment annotation using the AMC in different automatic
Arabic sentiment tools? This question reveals the lack of development in Arabic
sentiment analysis as one of the NLP problems to be solved. The impact is shown
in the differences in metaphor prediction and in the tool evaluation, highlighting the
inadequacy of Arabic sentiment analysis tools in predicting sentiment in relation to
metaphors using the Arabic Metaphor Corpus (AMC).

How can a tool be designed to classify sentiment in the absence of available Arabic
sentiment analyzers that incorporate the Arabic Metaphor Corpus (AMC)? This
discusses the tool specifications for identifying the sentiment of reviews using the
semantically tagged Arabic Metaphor Corpus (AMC) from AraSAS. However, the
tool was evaluated to achieve better sentiment classification for the AMC.


https://transliterate.arabicalphabet.net/?text=%D8%A7
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RQ7 What is the best method to show the impact of metaphor between the sentiment
annotation tools used, which are assessed by the gold standard annotation using
statistical information from the standard measurement F-score?

1.4.2 Research Objectives

This project has the following research objectives (ROs):

RO1 To extract Arabic terms containing online metaphorical expressions from a given
effective text that is publicly available.

RO2 To produce a new annotated Arabic metaphorical expressions corpus from an online
context.

RO3 To find the available web base sentiment Arabic tools to show the impact.

RO4 To Show the impact by evaluating the Arabic sentiment tools predictions for sentiment
using the AMC.

ROS To annotate and evaluate the AMC with semantic using the Arabic semantic tagger
El-Haj et al. (2022).

RO6 To design a tool to find the sentiment using the AMC with assistance of the AraSAS
El-Haj et al. (2022) as a consequence of the lack of the sentiment classification feature
to the Arabic semantic tagger.

1.5 Research Contributions

I shall address the SA associated with metaphors, which can be considered as a text
classification problem. As discussed above, SA can be annotated at multiple levels in a
given text, making it a much more difficult. Moreover, recognizing metaphors in real-
world discourses can be challenging because Arabic language perception is largely intuitive.
And there are no resources annotated for Arabic online metaphor with sentiment for proper
interpretation and detection of Arabic metaphor. This PhD research project has the following
novel attributes:

1. The corpus will be the first Arabic language resource annotated with sentiment
information-on Arabic metaphor expressions with context, meaning, theme, metaphor
type and semantic.

2. The first designed tool classifies the sentiment in association with semantic
information using the Arabic metaphor corpus (AMC).
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3. The first research evaluates and assesses the state of art online Arabic sentiment tools
using metaphor information to show the impact of metaphor on sentiment.

4. The corpus will provide a new type of language resource for training and evaluating
SA algorithms and tools involving sentiment and metaphors.

1.6 Methodology

As discussed above, this study is designed to investigate Arabic metaphors regarding
sentiment analysis in an online context. As has been explained, the Arabic metaphor is being
newly investigated in this research. There is no previous work to follow for Arabic metaphors
in regard to identifying sentiment. In contrast, previous studies for the English language
have investigated approaches to identifying metaphors with sentiment using previously built
resources. Metaphors in Arabic will be explored by building annotated data for the first time
because there are no resources annotated for Arabic metaphors. The principal stage of this
research is therefore building an Arabic metaphor corpus. In addition, although there are
various methods for detecting English metaphors, using the English language approach is not
a realistic solution to identifying Arabic metaphor. As explained, metaphor identification
and sentiment classification need to be performed using reliable Arabic metaphor data.
Still, there is currently no such data for identifying Arabic metaphor in relation to sentiment.
Also, due to the language differences, the English approaches might not be accurate for
the Arabic language. We tested Arabic metaphor data using automatic Arabic sentiment
systems, but there are few available Arabic sentiment analyzers to use, such as Mazajak
Farha and Magdy (2019) and Sentistrength Thelwall et al. (2010). The tool designed in this
thesis is to identify sentiment using an Arabic semantic tagger AraSAS El-Haj et al. (2022)
tags on an Arabic metaphor corpus. Also, the Arabic semantic tagger was used to identify
sentiment and to detect metaphor in future work. Also, the Arabic semantic tagger was used
to identify sentiment and to detect metaphor in future work. Also, human annotation is not
just used as a gold standard for comparison; it is used to identify online Arabic metaphor
as Arabic metaphor has a new structure. So, the sentiment identified by human as Arabic
metaphor term might be not recognized by the automatic Arabic systems. For example, the

word av means ‘Eggs’, which means ‘bad armosphere’ in a metaphorical sense, automatic
systems(Mazajak) recognized the polarity as neutral, whereas the word has a distinctly
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negative polarity in the human annotation.

The methodology devised for this study has therefore been chosen as a foundation
from which to identify sentiment and metaphor in Arabic texts. As already explained,
metaphor detection with sentiment needs reliable resources, but there are no such resources
for analyzing Arabic metaphors. In addition, the corpus created has a new structure that
is different from the regular one, which means that it needs more analysis. The data for
the new Arabic metaphor corpus has to be chosen carefully. New metaphorical terms
must be selected based on social media’s most frequently used Arabic informal terms. The
chosen methodology therefore has to start by building an Arabic metaphor corpus: it is
consequently- hence necessary to:

Collect reviews that contain informal metaphorical terms frequently used in social
media from a large-scale Arabic dataset;

Specifty the new Arabic metaphor terms in the collected reviews.
Collect the reviews by choosing Arabic native speakers.
Specify the dialect of the chosen Arabic metaphor terms.

Analyze the Arabic metaphor structure and pattern to specify the Arabic metaphor
nature in an online context and specify the accurate annotation scheme.

The annotation scheme was specified by the data analysis to build the Arabic metaphor
corpus in an online context, following the below steps:

1.
2.

Find two native Arabic speakers to annotate.

Annotate the Arabic metaphor terms from the collected reviews that contain the new
Arabic metaphor in an online context.

. Find the sentiment for the metaphor expression section and the overall review

separately.

. Annotate the context and the part of speech for the metaphor section and context as

well as the theme, meaning and metaphor types.

Annotate the sentiment of the Arabic metaphor expression and the sentiment of the
overall reviews as gold standard annotations.

. Produce the newly created Arabic Metaphor Corpus (AMC) annotated with metaphor,

sentiment, meaning, context, theme, type and part of speech.

. Test the corpus reliability by applying the AAIL

11
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Three different methods will also be used to show the impact of the (AMC) on sentiment
using a state of art Arabic sentiment analyzer. The methods include the semantic information
associated with designing an initial tool for identifying the sentiment. It is therefore
necessary to

* Annotate the Arabic metaphor corpus for sentiment using Mazajak (Farha and Magdy,
2019), which is an online Arabic sentiment analyzer;

* Tag the Arabic metaphor corpus for semantic using an Arabic semantic tagger (El-
Haj et al., 2022) to build a sentiment tool for identifying sentiment based on the
semantically tagged AMC;

* Test the tool’s performances using the standard measurements in comparison with the
gold standard annotation. The standard measurements are the precision, recall and
F-score against the gold-standard annotation;

* Compare the F-scores of the four methods to show the impact of the AMC on
sentiment. The results will be presented as statistical information.

* The impact is discussed by the differences in the method’s predictions on sentiment
using the AMC. In addition, the comparison of the automatic and manual annotation
resulted from the AMC annotations as statistics.

* The methods were classified as methods considering metaphor and methods not
considering metaphor. Because the metaphor sentiment information used in some
methods, not the other.

Each stage of the chosen methodology depends on the previous stage, and each stage
has its own specifications and distinctive analysis. The data collection is novel regardless
of the corpus building. The novelty of the data is demonstrated by the analysis of the
Arabic online metaphor patterns because the data analysis is necessary to understand and
perform accurate sentiment and metaphor detection in general, and the data source for the
Arabic metaphor corpus is the large-scale Arabic SA data collected. For example, the
data analysis proves that metaphor cannot be affected by the context. This is because the
online Arabic metaphor could appear as the same term, which is usually known from the
context. For example, ‘Your eggs are on the table’ is literal whereas ‘Your atmosphere is
eggs’ 1s metaphorical. So, the context distinguishes literal from metaphorical sentences. In
the case of online metaphor, however, a metaphor could appear alone without any context.
The particular word could be followed by some context, but a reader might not be able to
interpret the metaphor. For example, the same word ‘Eggs’ comes in the following sentence:
o~ S PR VER N ,, which means ‘Eggs. from my point of view my uncle’.

The word ‘Eggs’ in thls example is followed by a full stop, signifying that the opinion
ends after the metaphorical word. Such analysis for a metaphor structure in online writing is
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new and therefore needs an appropriate tool to be designed. In this study, an online Arabic
metaphor is investigated to produce data analysis for the practical work. We extracted
features from the data to analyze metaphorical words with their supporting contexts in order
to identify the sentiment involved because there are no existing techniques for the reasons
given above. The analysis could be promising for enabling classification using the specially
designed tool and could also be useful for establishing accurate criteria for annotation. For
example, after observing many reviews, it was possible to choose the metaphor that has the
main opinion.

For this project, I created, investigated, and tested a newly annotated metaphorical corpus
with SA information for the Arabic language. Next, I designed an Arabic SA tool based on
existing Arabic resources using this new corpus.

1.7 Thesis structure

Following this introductory chapter, the remainder of the thesis will be organized as follows.

1.7.1 Chapter 2: Literature review

Presents an review of previous studies conducted for Arabic and English metaphor
identification and Arabic SA. I shall compare and contrast the existing studies to identify
the research gaps. The literature review covers studies in overlapping fields to show the
progression of Arabic and sentiment metaphors. Some of the challenges involved are
known from previous studies, such as the distinctive Arabic dialects and morphology, and
new challenges were faced in the use of new informal terms of Arabic online metaphor
with no reliable source for discerning meaning. Other problems are the lack of algorithms
explicitly developed for Arabic and the issue of using the English language approaches for
Arabic. The literature also offers explanations of the concepts of Arabic metaphor and SA.
The discussion reveals the reliability of the resources on which English language studies
rely to identify metaphor and sentiment. A survey in section 2.3.1 introduces the aspect
level of SA.

Israa Alsiyat and Scott Piao (May 2020a). ‘“Metaphorical Expressions in
Automatic Arabic Sentiment Analysis”.  English. In: Proceedings of
LREC2020 Conference. The 12th Edition of the Language Resources and
Evaluation Conference, LREC2020 ; Conference date: 11-05-2020 Through 16-
05-2020. European Language Resources Association (ELRA), pp. 4911-4916.
URL: https://1rec2020.1lrec-conf.org/en/
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1.7.2 Chapter 3: Data collection

I shall discuss the data collection, the Arabic sentiment data sets and the chosen data to
collect metaphorical reviews in section 2. In section 3, the criteria for data collection will
be discussed based on the examination of the chosen dataset. Additionally, I shall describe
the structure and meaning of the Arabic online metaphor with translations. The chapter
presents a novel categorization of Arabic online metaphor whether or not there is an available
source. The terms are grouped in semantic topics based on their literal use. Some of the
meanings of those terms are verified by the findings from a questionnaire completed by 107
Arabic native speakers in Egyptian and Saudi dialects. Still two annotators authenticated the
remaining terms. The chapter concludes with a discussion of the limitations of the study and
an explanation of the purpose of collecting metaphorical reviews rather than metaphorical
sentences.

1.7.3 Chapter 4: The corpus annotation chapter

The corpus annotation chapter then provides annotation guidelines and schema. Designing
the schema starts with XML tags but does not follow any of the standard schemata such as
SemEval and the MIPVU protocol, however, it was slightly influenced by the VU Amsterdam
Krennmayr and Steen (2017) in terms of the tagging type (XML) because the purpose is
not to add the new corpus to any existing corpus system such as SemEval. The intention is
rather to build an Arabic online metaphor corpus for practical and research purposes. Even
so, the schema designed for this study was intended to fit the practical part of this research,
so the XML schema was converted into an excel sheet for the practical work. Also, the vu
Amsterdam specified the overall metaphor annotation for each sentence, whereas in the new
annotation, we specify the metaphorical expression and word with the part of speech. To
assess the reliability of the annotation, the inter-annotator agreement (IAA) was calculated.
In the section on annotation challenges, the challenges for metaphor, sentiment and meaning
are discussed. It was found that the meaning affects the manual annotation of sentiment.
For example, the same metaphorical terms in different contexts had different meanings. The
first Arabic metaphor corpus annotated with the overall metaphor sentiment with meaning,
context and genre is described. The work of this chapter has been presented as an abstract
in the CL2023 Conference as:

Israa Alsiyat, Scott Piao, and Mansour Almansour (July 2023). “Arabic
Metaphor Corpus (AMC) with Semantic and Sentiment Annotation”. English.
In: The twelfth International Corpus Linguistics Conference, CL2023 ;
Conference date: 03-07-2023 Through 06-07-2023. urL: https://wp.
lancs.ac.uk/c12023/
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1.7.4 Chapter 5: Impact of AMC using existed automatic Arabic
sentiment analysis

I test the Arabic metaphor corpus using three different automatic methods. Manual
annotation and automatic Arabic sentiment analyzers were compared using the standard
measurements. The purpose is to show the impact of Arabic metaphor on sentiment using
state-of-the- art Arabic sentiment analyzers. In addition, all of the methods are compared
with the gold standard, the manual annotations for metaphor and overall sentiment. The
performance of the Arabic sentiment analyzers is evaluated and discussed in terms of the
improvements that those tools need to use with the Arabic metaphor corpus.

This section describe the gold standard annotation in detail and then the automatic
annotations for the Arabic metaphor corpus. For the automatic annotation, the Arabic
semantic tagger was used because it has the same categorization groups for the informal
Arabic metaphorical terms and has no sentiment classification feature. The tool was
designed to classify sentiment based on the semantic tags for the Arabic metaphor corpus and
the classification was done after the Arabic metaphor corpus had been tagged. The method
was tested using standard precision, recall, and F-score metrics. The results were compared
and discussed with the gold standard annotation to show the impact of Arabic metaphors
on sentiment using automatic Arabic systems. In addition, the automatic performance was
compared with the gold standard annotation using the acquired statistical information.

Israa Alsiyat (Apr. 2025). “Arabic Metaphor Sentiment Classification Using
Semantic Information”. In: [International Journal on Cybernetics and
Informatics (IJCI). urL: https://ijcionline.com/volume/v14n2

1.7.5 Chapter 6: Conclusion

This chapter illustrates the research summary, highlighting the main idea of this study. It
also details the research achievements, describing the aims accomplished. Additionally,
the chapter discusses the findings based on observations and results. Suggestions based on
these results are provided, reflecting the three main aims of the research: analyzing Arabic
metaphors in an online context, building a corpus, and examining the impact of Arabic
online metaphors using automatic tools. Some suggestions are implemented and supported
by evidence.

For instance, feature extraction resulted from corpus building, and code suggestions
were derived from the methods used to demonstrate the impact of metaphors on sentiment
analysis. The findings extend beyond the initial targets. The limitations section addresses
the constraints encountered and proposes solutions for each chapter. Finally, the future work
section outlines the research direction moving forward.
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Chapter 2

Literature Review

Corpus building is a process that employs human knowledge to identify text of specific
subjects and annotate the data with various useful information, particularly linguistic
information. Metaphor is one of the challenging linguistic devices to interpret using
computer algorithms. Researchers have therefore competed to design an algorithm that can
identify metaphors. The hypothesis Wilks et al. (2013) for the identification of metaphors
is based on the agreement between verb and noun with respect to familiarity. For instance,
if the verb ‘married’ occurs with the noun ‘brick’, the verb/noun agreement is violated and
the structure is considered a metaphor. This hypothesis is a possible solution for metaphor
detection in Arabic, but the lack of an Arabic metaphor resource makes identifying the
metaphor problematic. However, sufficient metaphor corpora are available for the English
language, such as Krennmayr and Steen (2017)) and S. Mohammad et al. (2016)). The existing
resources for identifying metaphors in the English language are the lexicon, annotated
corpora, and algorithms. The lexicon is a resource containing a large number of words
categorized based on word usage and part of speech; some are used solely for one purpose.
For example, VerbNet Schuler (2005) identifies verbs with different categories based on
their usage. Another example, SentiFig Rentoumi (2012), is a lexicon built for English to
identify sentiment in figurative data. Corpus annotation is a considerable amount of data
labeled manually to define a linguistic feature. For example, the VU Amsterdam corpus
Krennmayr and Steen (2017) was created to identify English metaphors in different genres.
Moreover, the metaphor corpus available for English is built in different text domains; for
example, POLITICS, ECONOMY, and FOOD are separate metaphor domains such as Ana
(1999) and Izwaini (2003). English also has algorithms that help to identify metaphors, such
as Word Sense Disambiguation (WSD) and built lexicons such as WordNet Miller (1995).
There is no reliable Arabic online metaphor resource available to identify metaphors
the same as those in English. In addition, there are no algorithms that help the automatic
identification of metaphors in Arabic. Arabic metaphor in the online context needs a
previous annotation. Because there are new Arabic metaphor terms being used online. In
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this review of the literature, previous studies are discussed to identify and highlight research
gaps. The studies compared and contrasted in this review have the potential to be used
in the current study. Describing previous research shows the novelty of the current study.
Therefore, this chapter will discuss the research gaps identified in previous studies.

2.1 Metaphor studies and sentiment

Studies of English metaphor data will be compared and contrasted with previous studies
of Arabic metaphor, which will clearly show the research gaps identified. The discussion
covers the studies most related to the current research on Arabic metaphor with sentiment. It
will cover three specific subjects: Arabic metaphor with sentiment, English metaphor, and
Arabic SA. The absence of studies conducted on Arabic metaphor in relation to sentiment
as a resource means that the gaps and challenges are spread across these three research
subjects. The reliable existing lexicon resources, annotated corpora, and algorithms devised
for English facilitate the process of identifying metaphors, such as BNC Leech (1992)) British
National Corpus, WordNet Miller (1995), VerbNet Schuler (2005) and TreeBank Marcus
et al. (1993). As an example of existing algorithms, Word Sense Disambiguation (WSD)
helps identify sentiment and metaphor in English in Rentoumi (2012). Still, although WSD
has many applications for Arabic, it does not have any applications for metaphor Hadni et al.
(2016).

Previous studies have discussed metaphor conceptually and computationally from
different perspectives. For example, S. Mohammad et al. (2016) discussed the relationship
between metaphor and emotion using data from WordNetMiller (1995), and S. Mohammad
et al. (2016) followed the annotation approach Miller (1995) to identify the target and
the domain for metaphor. In addition, Rentoumi (2012) discussed sentiment driven by
metaphor, principally the correlation of sentiment and metaphor using WSD. That study
also used SemEval 07 data annotated with sentiment to collect a thousand article titles
from news reports and discussed the basic concept of metaphor, which is different from the
metaphor that is the topic of the current study. That study also discussed the theoretical
aspect of the concept of English metaphor. The methodology consisted of WSD, sentence-
level polarity assignment (SLP), and sentence-level polarity detection. Rentoumi (2012)
mentioned above collected metaphorical data annotated with sentiment and identified
metaphor using a previously designed algorithm. Although those algorithms apply to the
Arabic language, the newly devised Arabic metaphor corpus has a different structure from
the regular Arabic metaphor, so the application’s accuracy could be impossible unless the
algorithm is adapted to the Arabic online metaphor. As mentioned, the newly created
Arabic metaphor corpus was collected from the online context, which has a different
structure.The online context has an unpredictable writing style that differs from the regular
Arabic metaphor structure. For example, online metaphors in Arabic use the same term
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to express opinion, and the challenges of the writing style of Arabic online metaphors
affect both the annotation of metaphors and the sentiment. For example, punctuation and
typography affect the annotation and the tool to detect the metaphor. For example, during
the annotation, the p0s1t1on of punctuation marks affects the meaning of the metaphor, as in

‘o.:u S AR 4> oo , ‘eggs. from my opinion, man!’. The metaphor expression
v ‘Eggs’ appears as one expression followed by a full stop, making it understood as

an oplmonated review. Another example of the effect of punctuation is when punctuation
is replaced by a letter to tag the Arabic metaphor corpus. All this means that online text
has more factors to be considered than just metaphors. To illustrate, Rentoumi (2012) has
a similar concept of showing the impact of metaphor in English using different methods.
However, that study used previously annotated data with sentiment SemEval 07 Strapparava
and Mihalcea (2007) with a regular metaphor structure. In contrast, the current method
involves building a reliable Arabic online metaphor corpus annotated with both sentiment
and meaning, hence the need to design and test the data using state-of-the-art Arabic taggers.
In addition, Arabic and English have different structures, and adjustment could be crucial
in such cases.

In addition, more studies discuss the metaphor conceptually and computationally from
different perspectives. For example, S. Mohammad et al. (2016) discussed the relation
between metaphor and emotions using a data-driven WordNetMiller (1995)). S. Mohammad
et al. (2016) follows the Miller (1995) annotation approach to identify the target and
domain of the metaphor. Rentoumi (2012)) discussed the sentiment driven by metaphor. In
general, the study discusses the correlation between sentiment detection and the existence
of metaphors using WSD. In addition, the study used SemEval 07 data annotated with
sentiment to collect one thousand pieces of information from the news. Also, discuss the
basic concept of metaphors, which is different from the metaphor aimed at this research.

In addition, the study of Rentoumi (2012) discusses the theoretical aspect of the concept
of English metaphor. The proposed methodology contains Word Sense Disambiguation
(WSD), sentence-level polarity assignment (SLP), and sentence-level polarity detection.
The study Rentoumi (2012)) described above collected metaphorical data annotated with
sentiment. In addition, metaphors can be determined using previously designed algorithms.
However, these algorithms could be applicable to the Arabic language. However, our Arabic
metaphor corpus has a different structure from the regular Arabic metaphor. So, the accuracy
of the application could not be achieved unless the algorithm adjusts to adapt the Arabic
metaphor online.

2.1.1 Arabic metaphor resources

There are sufficient available datasets built for Arabic metaphors in different fields. However,
the Arabic metaphor data created for the current study were on a specific domain and
field with limitations enabling it to be used in this research. Alowisheq et al. (2016)
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stated that:*“There are no reliable and adequate lexicons or annotated corpora for the Arabic
language,” making the metaphor extraction process from Arabic texts challenging. However,
there are resources for Arabic metaphor identification created for the linguistic and social
science fields Gholami et al. (2016) and Faycel (2012)). These studies are mentioned as
available resources for building the Arabic metaphor corpus. Regarding Arabic translation,
Gholami et al. (2016) investigated Arabic metaphor translation into English following
Jakobson and Halle’s Jakobson (1956)) theory of translation carried out by two native speakers
of both languages. This dataset of translation does not fit the current study as the data were
built for a religious domain so the metaphor has the Arabic classical structure whereas the
current study is focused on online metaphor which is widespread in social media. That study
was limited to the religious domain whereas the current study concentrates on the terms for
social media which could be used in any domain. For instance, the previous example v

‘Eggs’ which is one of the metaphorical terms in my new corpus (AMC) that the term could
be used on the X platform to describe something. Still, this study does not use evidence
from the X social media platform because of X’s privacy restrictions. Similarly, Al-Harrasi
(2001)) applied Arabic metaphor translation into English to political speeches, analyzed and
explained metaphor conceptually using translation as evidence. Another linguistic study
by Faycel (2012) employed a corpus-based approach to study Arabic Tunisian metaphors
about food in the proverb domain because Arabic proverbs are full of metaphors as they
reflect Arabic history and culture. Faycel (2012) classified the proverbs in the food domain
from human physiological and psychological perspectives and for social science purposes.
In addition, the nature of the data was that it had fixed opinion because each proverb has a
background culture or story so their metaphorical sentiment polarity is fixed. So, making
a base resource for Arabic metaphors with sentiment for Arabic proverbs would be useful,
but automatic metaphor identification could not be used. Even so, it could be used to train
the tool, but not for the automatic identification to identify metaphors like online metaphors
because, as has already been explained, Arabic online metaphor uses the same terms with
different meanings and sentiments, which makes it more challenging. Raii (2009) examined
Arabic metaphors in dialectal discourse in the linguistic field and discussed changes in
Arabic metaphor structure in different contexts. However, the researchers did not mention
the data resource collection other than speech but discussed the nature of a random structure
which did not have the same regularity as written text. The online context has been and uses
metaphors as part of its basic structure (Raii, 2009). That study categorized verbal Arabic
dialectal metaphor into different categories based on the metaphor usage. For example, they
showed that a metaphor can occur as a verb to describe the onset of a new season, as in
wlsdlle Jlo okl which means ‘Yaloul has come to the doors’. That study had a similar

concept to the changeable Arabic metaphor structure but did not discuss Arabic metaphor
based on basic and reliable information as the data source was not provided.

The only study that addresses Arabic metaphor computationally without incorporating
sentiment analysis is (Abugharsa, 2022). The approach proposed by Abugharsa (2022)
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is effective within the context of the Libyan dialect and poetic domain; however, it may
not be applicable to online Arabic metaphors, which often exhibit unfixed and dynamic
structures. Moreover, the focus of my work differs significantly, as it incorporates sentiment
analysis within the metaphor classification task. While Abugharsa (2022)) employ a binary
classification method for metaphor detection alone, our tool Alsiyat (20235) is, to date, the
only system that integrates both metaphor and sentiment analysis for Arabic. Our approach
shows promise in reducing human intervention in the pre-annotation process by leveraging
semantic information from the Arabic Semantic Tagger El-Haj et al., 2022| to classify
metaphor-associated sentiment (AMC). Importantly, the AMC framework was essential for
enhancing the accuracy of sentiment classification.

In other languages, metaphor classification often relies on various supporting resources.
For example, metaphor detection in Polish utilizes robust, language-specific resources
(Wawer et al., 2017), whereas studies on Chinese metaphor often translate texts into English
to make use of existing English-based tools (Peng et al., 2018)). However, such translation
methods are limited in accuracy and fail to capture important linguistic features, including
aesthetic and cultural nuances. In the case of Arabic, comparable reliable resources for
metaphor classification are still lacking.

2.1.2 English metaphor detection

In this section, I shall discuss metaphor detection in English and some of the metaphor
detection techniques for other languages to demonstrate the new advanced techniques
currently in use. The advanced algorithms and the reliable resources designed for the
English language show the lack of Arabic language resources and algorithms.

Regarding English metaphor detection, computational studies are divided into two
general approaches: using resources (lexicons or annotated corpora) and developing
classifiers that do not rely on resources. To my knowledge, no work on detecting and
analyzing Arabic metaphors in Arabic discourse has been published. Furthermore, no
studies have examined English metaphors as a corpus with sentiment, meaning, context,
theme, and metaphor type information. As mentioned earlier, the number of reliable English
lexicons facilitates the process of analyzing and identifying metaphors in English, whereas
there are very few reliable Arabic lexicons to use for identifying metaphors. Having an
Arabic metaphor resource is the main step in identifying metaphors, and the algorithm
should be designed to fit the Arabic online text. The structure of an Arabic metaphor corpus
could affect the algorithm performance in identifying Arabic metaphors. There is, however,
an algorithm built specifically to help to identify metaphor based on the size of the data,
this is Word2Vec. Word2vec can predict the metaphor based on the frequent occurrence
of a metaphor in specific contexts, but the prediction cannot be achieved unless there is
a reliable resource annotated for the Arabic metaphor to train it. Arabic metaphor in the
online context needs a previous definition because there are new Arabic metaphor terms
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used in the online context.

In addition to the metaphor resources for English, there have been different attempts
to achieve automatic metaphor identifications. Next, we discuss studies conducted
computationally for the English language in regard to the identification of metaphors and
consider their methods to identify the differences and similarities between the various
applications. As explained above, studies of English metaphor detection can be divided into
two general approaches: supervised and unsupervised detection. It was suggested by Rai,
Chakraverty, and Devendra K. Tayal (2016b) that linguistic metaphors can be detected using
natural language processing (NLP) by analyzing the properties of the surrounding words.
They specifically proposed using conditional random fields (CRF) for the accurate detection
of metaphors. In that study, a comparison approach was used comparing CRF classifications
with previously used methods employed by [Dunn (2013)), Klebanov et al. (2015) and Hovy
et al. (2013)] each of which used a different approach to analyze the detection of metaphors.
The experiments used the VU Amsterdam metaphor corpus as the data set (Krennmayr and
Steen, 2017). The CRF was interpreted using the syntactic, conceptual, effective, and word
embedding characteristics taken from the MRC psycholinguistic database (MRCPD) and
WordNet-Affect. One concern about the comparisons is that the data set was not the same for
all the studies: Klebanov et al. (2015) used the VU Amsterdam Metaphor corpus, whereas
the others did not. The results would have been more reliable had the data set for all the
comparison models been the same. Furthermore, it is essential to note that the current study
was focused on metaphors in the Arabic language, while the research by Rai, Chakraverty,
and Devendra K. Tayal (2016b)) looked at metaphors in English. However, the methods
proposed in this approach could be recreated and justified using Arabic data. However, as
already explained, the lack of reliable Arabic resources is problematic. In addition, Arabic
metaphors can differ depending on the context. The Arabic metaphor corpus compiled for
the current study has an unstable structure as the metaphors were collected from the online
context, which has a free and informal writing style. So, if the method could be adapted, a
justification might be needed, unless the metaphor has a standard structure, which is found
in classical Arabic texts. The classical Arabic metaphor context is found in the text of the
Qur’an, which is miraculous and inimitable, yet unchangeable. This means that because the
Qur’anic metaphor appears in fixed writing, machine learning could be trained to identify
and adapt the metaphors. However, the text of the Qur’an is considered challenging for
translation to be understood in English (Zeroual and Lakhouaja, 2018). The results showed
that the CRF classifier proposed by the researchers was more accurate and precise than other
classifiers. When using the VU Amsterdam metaphor corpus, the accuracy rate was 92%.

Do Dinh and Gurevych (2016) investigated automatic metaphor detection. The
researchers recognized that typical metaphor detection systems used selection preference
violations or concreteness ratings. These are based on hand-coded rules specific to the
language that is to be used. They used word embedding trained on large corpora as a new
approach and found that this approach produced results that were comparable with other
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systems but did not require any extra resources.

In the experiments used by these researchers, Word2Vec trained word embedding
was used. The test data were from the VU Amsterdam Metaphor Corpus (VUAMO).
The system was trained on specific genres such as academic, fiction, conversation and
news. It was recognised during the experiments that conversational texts were the most
challenging in terms of the detection of metaphors. Overall, the findings showed that
the system worked well with English data but needed improvements for use with other
languages. The system performed favourably compared to other systems which require
additional resources. However, the system was limited to the word embedding coded with
it. More research should be done to apply technology to enable the system to adapt and
continually add new word embedding automatically. The researchers suggested further
research into incorporating more advanced structures such as Recurrent Neural Networks
and Long-Short Term Memory Networks into their system (Do Dinh and Gurevych, |2016)).
The studies discussed above dealt with the actual application of metaphor detection using
various advanced techniques for English regardless of sentiment. The advanced techniques
were neural network, CRF, word embedding and machine learning, but those studies were
restricted to reliable resources such as VU Amsterdam, TreeBank, VerbNet, and WordNet,
so their focus was on detecting metaphors, not on building a resource. Moreover, studies
with other languages have been conducted to identify sentiment in metaphorical data. For
example, Peng et al. (2018)) is one of the studies which used the advanced technique of Long
Short Memory network LSTM. The study used a manually labelled dataset of metaphor
(target) and context. The researchers trained the annotated dataset using word embedding
of unlabelled Chinese data to identify sentiment. However, the word-embedding data had
no source to acknowledge the data type, so the word embedding used as metaphorical data
to recognize sentiment in new annotated data could not do so. The LSTM technique was
compared with manual annotation and the findings proved the significance of the contextual
information in identifying metaphor and the importance of the LSTM as a baseline for future
work. Even so, that study showed that the technique could not distinguish between literal
and metaphorical information to identify sentiment. Also, similar to the current study, they
used this method to demonstrate that context information is necessary to identify a metaphor.
The current study, however, has proved that metaphor can be recognized without context
in a known domain, although the context will be annotated as base knowledge for future
practical purposes. The previous analysis mentioned for the study was discussed despite the
structure of the Chinese language. The study applies an experiment to identify metaphors
in the Chinese language after translating the text into English. From the discussion above,
studies on identifying metaphors in English have relied on existing resources built for the
English language. Even unsupervised studies have relied on existing algorithms designed for
English metaphors. This means these algorithms might show different results and accuracy
when applied to Arabic online metaphors. For example, Do Dinh and Gurevych (2016)
used word embedding with the WordNet lexicon as an unsupervised method. However, this
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study still relies on resources like WordNet, which are not available for the Arabic language.
There is no similar resource for extracting information from Arabic online metaphors.
Arabic has no reliable resources for metaphor identification, which raises difficulties for
the detection of metaphors in Arabic. The automatic identification of Arabic metaphor is
therefore challenging, so the ideal approach to identifying Arabic metaphor is to build a
specific resource before attempting automatic metaphor detection. In contrast, the previous
studies sought to solve the scarcity of language resources by designing unsupervised
classifiers for detecting metaphor. Moreover, the existing studies focused on identifying
and finding the meaning (synonym) for the purpose of translation. In regard to the studies
exploring Arabic metaphor from the conceptual prospective, Zeroual and Lakhouaja (2018))
discussed the different types of standard Arabic metaphor in different contexts. The online
Arabic metaphor has a dynamic structure which fits the nature of online communication,
and the challenges of translating metaphor were discussed in terms of the dialects and
the Arabic types. Zeroual and Lakhouaja (2018)) discussed each Arabic metaphor type in
different Arabic forms such as MSA, classical, and dialectal and suggested a method for
identifying Arabic metaphor using the right questions to advance the metaphor for Arabic
in the NLP field. Metaphor in the Qur’an is one of the classical Arabic forms, and the
context is equally important in MSA Arabic. Zeroual and Lakhouaja (2018)) stated that:
“the Arabic metaphor needs deeply structured knowledge in order to interpret the analogy
in relation to the concept.” They also discussed Arabic metaphor in the Qur’an as a unique
source from which to construct a translation system. Arabic metaphor in the Qur’an has a
fixed structure in terms of corpus building because the Qur’an is not changeable, whereas
Arabic metaphor has a variable structure. In Alsayat and N. Elmitwally (2020) discussed
the challenges of Arabic sentiment analysis on different linguistic levels. They emphasized
the figurative level as a consequence of the lack of resources for Arabic sentiment analysis.
There are sufficient datasets available for studying Arabic metaphor in different fields, but
the Arabic metaphor data was in a specific domain and field with limitations preventing it
from being used in the current study. For example,Faycel (2012) studied Arabic metaphor
in proverbs in the social science field. The proverbs were in the food domain in the Tunisian
dialect. The acquired dataset had the spontaneous nature of the online context, which is
similar to our Arabic metaphor corpus. However, the Arabic metaphor corpus built in the
current study has multiple genres in different types of Arabic metaphor, whilst the metaphors
in Faycel (2012) were in proverbs. Likewise, in Raii (2009)’s study, the dataset collected
had spontaneous metaphors, which is more similar to our corpus data, but that dataset was
collected from verbal speech in daily life and without any source mentioned or analyzed
from the conceptual prospective. Also, the data collected in Arabic dialects reflects the
changes in Arabic metaphor in everyday life. The findings of that study showed the data
in different categories based on the apparent use of metaphor within a particular context.
Also, the Arabic metaphors in Raii (2009) were analyzed for the linguistic field. Even
though these are all potential studies for use in building the current corpus, they still lack the
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type of metaphor which is the focus of the current study, which is Arabic metaphor in the
online context. In addition, they studied only specific domains such as food and religion. In
regard to translating Arabic metaphors, Gholami et al. (2016) investigated Arabic metaphor
translation into English from Islamic books. As already mentioned, they followed Jakobson
(1956)’s theory of translation by two native speakers of both languages. That dataset is
one of the contributions to the translation of Arabic metaphors, but that work was limited
to a specific domain, which was religious books. Religious works are written in classical
Arabic, which is different from the form used online. In addition, work has been carried
out in the field of linguistics for psychological and physiological analysis. Similarly, Al-
Harrasi (2001) applied Arabic metaphor translation into English to political speeches and
investigated Arabic metaphor in the linguistic field. So although there are Arabic metaphor
datasets available, their usefulness in the current study is still limited for the reasons given
above. All of the current corpus was drawn from the book domain and gathered from a
particular data set; it is still an online context which is similar to the social media (Twitter)
context. So, our corpus might open a new perspective to be used and analysed.

The studies discussed in this section can be described as resources for concepts and
awareness of the latest Arabic SA resources and techniques. Also, as mentioned above,
Arabic SA is still developing compared to English. One of the Arabic SA data sets was used
for the current approach, but the required data type was scarce. It was decided to collect
online metaphor and annotate with sentiment, so the largest Arabic SA data sets were
considered a priority, as they have more potential to contain online metaphor than other
datasets. For example, Al-Ayyoub et al. (2017)) annotated laptop reviews on ABSA, which is
one possible data set available for use for this research, but the data in that study came from
1028 reviews on the literal meaning, so it does not have the same variety of LARB (large-
scale Book Reviews) (Aly and Atiya, 2013). However, a very recent study conducted for the
identification of Arabic metaphors with pre-annotated data without integrating sentiment
classification is Abugharsa, 2022, Abugharsa, 2022 conducted a binary classification for
metaphor identification without sentiment classification following a certain method used to
adapt the LSTM (Long-Short-Term Memory) method of identification. The schema followed
during the metaphor annotation is a standard schema for LSTM to identify metaphor. In
our schema for this research, we annotate all aspects that could identify metaphor in online
context.

2.1.3 Aspect level sentiment (ABSA)

ABSA in general involves three processes: extracting the aspect term, the aspect category,
and the sentiment polarity information (Pontiki et al., 2016). In particular, due to the lack
of freely accessible data sets created for ABSA and the immature state of investigation of
Arabic SA Al-Smadi et al. (2015), the research in Arabic ABSA began only recently in
2015. However, there have been few works done for the ABSA in Arabic language, such as
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Al-Smadi et al. (2015)), Obaidat et al. (2015), Al-Smadi, Talafha, et al. (2018 and Ruder
et al. (2016).

The previous works shown in Table 1 focused on applying various Arabic ABSA
approaches to several types of Arabic writing such as MSA and dialectal. These works
were conducted for ABSA whether or not they created a new corpus. The result was a
series of technical developments rather than incorporating any new Arabic characteristics
or creating a new data set. In my opinion, the explanation for this could be that researchers
focused on replicating the research methodology developed for the English language instead
of utilising Arabic characteristics. In detail, the ABSA for Arabic so far has mainly
employed methods such as human annotation, SemEval schemata, NNR, SMV, STLM and
deep learning. As a result, the SA technology progressed but the work did not explore new
significant features of the Arabic language, such as metaphor. Also, as will be explained
below, some datasets were duplicated, which shows the scarcity of such datasets. This
has meant that the same annotated data set for ABSA was used in different approaches to
identify sentiment. In addition, the schemata used for annotation have been taken from the
English language schema Table[2.1] For example, Al-Smadi et al. (2015))’s work was the first
research into ABSA for Arabic which applied human annotation using the SemEval-2014
schema with the BRAT tool (Stenetorp et al., 2012)). Their dataset was a human-annotated
Arabic dataset of book reviews, named HAAD, derived from the Large-Scale Arabic Book
Reviews (LARB) set (Aly and Atiya, 2013). Obaidat et al. (2015) upgraded the ABSA for
aspect category extraction T3 and aspect category polarities T4. The study relied on an
earlier dataset HAAD Al-Smadi et al. (2015). The emphasis in Obidat was on identifying
T3 and T4 by performing various lexicon-based approaches to address the shortcomings
which appeared in every strategy. As an example, Al-Smadi and Obidat (year?) used the
same HAAD dataset, pointing to the need for a publicly accessible dataset for Arabic. In
Al-Ayyoub et al. (2017) collected Arabic Laptop Reviews (ALR) using the SemEvall6-
Task 5 schema for annotation. They used an assessment technique which gave an insight
into n-grams and used a support vector machine (SVM) classifier to enable the researchers
to measure and analyse their frameworks. ABSA made progress even though there is a
shortage of accessible Arabic corpora, unlike the situation with English. To the best of my
knowledge, there are four well-formed ABSA datasets available, HAAD, news of the Gaza
conflict, ALR and the Arabic hotel review (SemEvall6- Task 5). This literature review has
shown that the works discussed above centred on breaking down the sentiment of Arabic
texts and made use of ABSA by performing different approaches. Nonetheless, none of the
previous studies sought to investigate ‘between the lines’ and show the figurative element
of the Arabic language. That was clear when the SVM could not recognise the literary
text during the annotation of ABSA for Arabic. The current study is therefore designed
to investigate SA from the figurative perspective of Arabic and will focus on metaphors. I
shall therefore focus on the application of Arabic metaphor with SA. The ABSA dataset
mentioned above has the possibility of being used for this research, but it is small compared
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with the three biggest Arabic SA sets (Elnagar and Einea, 2016} Elnagar et al., 2018}, Aly
and Atiya, 2013). This means that the data does not have the diversity of the data in LARB
to identify metaphor.

2.1.4 Document level and sentence level SA

In this section, I will discuss some of the SA studies which have generated Arabic data
sets annotated at the sentence / document level, specifically the studies which used social
media text regardless of the type of written Arabic. Almuqren et al. (2017) reviewed
corpus annotation for Arabic SA and covered the studies conducted on Arabic for corpus
annotation from different perspectives, such as the level of annotation and the tools used
for annotation. Following that review, I shall discuss those studies and add further state-
of-the-art sentiment studies. Studies of Arabic sentence-level annotation have used various
techniques for different purposes. For example, Al-Subaihin et al. (2011) studied MSA
Arabic using a game to build a lexicon for sentiment annotation. Their new method of
annotation was to extract a pattern of the players using the crowd-sourcing concept but
in a more entertaining and comprehensive manner by extracting the frequent sentiment
annotations (the patterns) used by the players. The overall polarity was calculated after
creating a lexicon from the game. Even though this method had more details than crowd-
sourcing as the text went through multiple stages of annotation, it still had the usual crowd-
sourcing drawbacks, which are finding available participants and the unpredictable time
to finish the annotation. The challenges of annotating micro-blog text, which has words
and phrases with no indication of sentiment, was discussed, as were the challenges faced
during the system design. The challenges included the problem of informal online text,
which has unpredictable phrases and words with no specific meaning or sentiment. The
data used for that study have characteristics similar to those acquired in the current study, but
the annotation showed the challenges of online data annotation, whether or not it includes
metaphor. Duwairi and Qarqaz (2014) annotated social media Arabic text at the sentence-
level using crowd-sourcing. Data were collected using a Twitter and Facebook crawler tool.
A crawler is a crowd-sourcing annotation tool that is used to annotate the collected tweets. A
supervised method was used on different machine learning algorithms to classify sentiment,
which were NB, SVM, and KNN. SVM showed better performance in classifying sentiments
than the other algorithms. Similarly to the previous study, the challenges in annotation of
sentiment in online text were discussed, but the challenges were related to the writing style
and not the level of ambiguity. For example, Arabizi is a type of online writing that changes
Arabic text to English letters and numbers. Abdul-Mageed and Diab (2014) focused on
building lexicon resources for Arabic, namely AWATIF Abdul-Mageed and Diab (2012)
and SANA Abdul-Mageed and Diab (2014). However, each study collected a different
type of Arabic, the former was MSA and the other combined MSA with dialectal Arabic.
In SANA, they labeled the data set that was obtained from various resources, manually
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and automatically. In AWATIF Abdul-Mageed and Diab (2012), the authors discussed the
challenges faced during the annotation process. Specifically, they showed the difficulties
that annotators faced in labeling sentiment for a text that has a figurative part of speech,
such as an idiom, metonymy, or metaphor. For example:

Ondly onkl O
au.,\.;\!\ e dllay M&A d.)\b‘

‘One time and another’
‘I find myself shackled by your eternal spells’

This example explains one of the annotation challenges, which is metaphor. The example
refers to classical (regular) metaphor which is found in poetry and literary works. This
regular type of metaphor which makes it difficult in Arabic to at least find the meaning was
challenging for the human annotators to identify the sentiment. Metaphor in social media
text, however, has new and random means of communication. Designing a model to detect
Arabic sentiment in such text is therefore not easy. Abdul-Mageed et al. (2014)) built an
Arabic language classifier for SA specifically for social media text and also built a lexicon
of different Arabic dialects collected from different resources. This lexicon contained 3582
terms tagged for sentiment. The researchers discussed the challenges of Arabic text such
as the rich morphology, dialects and the problems of identifying sentiment in the Arabic
dialects on the three linguistic levels. They also discussed the challenges of finding the
sentiment in short social media texts without mentioning significant features of the Arabic
text in that specific context. Even though they did not discuss the type of the short text,
that study did address the challenges of classifying sentiment for the Arabic language
in social media. Social media text has more features than the dialectal and the regular
linguistic properties. For example, they discussed the regular problem with identifying
Arabic sentiment in dialects but did not mention dialects, the writing style or the invented
terms in social media. Even though those types are not the main purpose of the current
study, that discussion showed the difficulties which could be faced in identifying sentiment
in Arabic used in social media. Rushdi-Saleh et al. (2011b) sought to solve the lack of
the available Arabic data to perform SA by creating the Opinion Corpus for Arabic (OCA)
from five hundred Arabic reviews collected from different online resources. The data were
balanced as they considered half of the reviews to be positive and the other half negative.
This consideration was not based on supervised annotation because they used machine-
learning algorithms using Rapid Miner. Rapid Miner is a data science platform on which
the performance of machine-learning algorithms can be validated. They stated that: “Arabic
resources that focus on analyzing and mining opinions and sentiments are very difficult to
find”. So, the Arabic language still suffers from the lack of available resources for SA,
which is one of the challenges which the current study is designed to address. Although
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some efforts have been made to create an Arabic SA corpus, the data available still lack
the criteria and specifications of this research. So one of the first priorities was to create a
reliable base dataset for Arabic metaphor in association with sentiment. Rushdi-Saleh et al.
(2011a) sought to tackle the problem by conducting a study on an opinion corpus drawn from
Arabic movie reviews and the web pages dedicated to them. In order to determine if there
were issues which arose in translation, they translated the OCA Rushdi-Saleh et al. (2011b)
into English using EVOCA and then compared the sentiment annotation results from OCA
and EVOCA using machine-learning algorithms. They also compared the results with those
of similar experiments conducted for English. In 2014, an analysis of Twitter for Arabic
SA by Refaee and Rieser (2014) found that there had been enormous academic interest in
this topic given the political unrest in the Middle East because governments and political
analysts believe that examining Twitter feeds from this region can provide more insight
into the overall mood of the average person in the region. To determine the legitimacy of
this claim, Refaee and Rieser (2014)) analysed a "newly collected data set of 8,868 gold-
standard annotated Arabic twitter feeds. The corpus was manually labelled for subjectivity
and sentiment analysis (SSA) (K= 0.816). In addition, the corpus was annotated with a
variety of linguistically motivated feature-sets that have previously shown a positive impact
on classification performance". Refaee and Rieser (2014)) recruited a group of native Arabic
speakers to compare the findings of the corpus with what they could themselves perceive in
the selected Twitter feeds, and concluded that the corpus generated a high level of accuracy
in SA. In addition, the study included a discussion of the online feeds structure as one of the
challenges for annotation. They described the tweeters’ writing type as free writing, which
means that it is changeable. Also, the discussion included the ambiguity of semantic text
such as sarcasm. Online semantic text has unclear polarity for sentiment annotation.

2.1.5 Sentiment analyzers

Sentiment analyzers are tools that classify and predict the polarity of text input. There are
a significant number of web-based sentiment analyzers for English language, compared to
Arabic language such as Chamlertwat et al. (2012) Thelwall et al. (2010). There are two
available Web-based sentiment tools: one predicts the sentiment and the other classifies
based on labeled data, named the lexicon-based sentiment tool. However, some papers
consider the crowd-sourcing approach as a Web-based sentiment tool. Although the tool
does not predict the sentiment, rather classify. The two mentioned have different approaches
in sentiment classification and prediction. For example, the Mazajak sentiment analyzer
Farha and Magdy (2019) built based on a deep learning approach to predict new text. The
El-Masri et al. (2017) classifies the sentiment based on existing data with no prediction
feature. In regards to Arabic, there are few to use to predict the polarity. Since this research
started with testing the Arabic metaphor information in automatic tools for Arabic sentiment
analysis Alsiyat and Piao (2020a), which is the essence of this research. So, this section
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discusses the available Arabic automatic sentiment analyzers. In our approach, the state-
of-the-art Arabic sentiment analyzer is crucial to predict the sentiment using the Arabic
metaphor corpus. In addition to the Arabic semantic tagger as a resource to predict the
sentiment and potentially metaphor.

Mazajak tool Farha and Magdy (2019) is an online sentiment analyzer based on deep
learning in Arabic. The system was tested using different data sets, such as SemEval
2017 and ASTD. The system was designed using state-of-the-art techniques to identify
the polarity. Specifically, the algorithm is designed by preprocessing the AraVec Soliman
et al. (2017), which is 67 million Arabic tweets. The model represents the sentences in
multidimensional vectors using word embedding to process the data to the LSTM (Long
Short Term Memory) and CNN (Netural Network). CNN is for feature extraction, and
LSTM is for considering the contexts of each target. The pattern passes through the softmax
layer to find the probability of the sentiment. Means, the pattern is the words with similar
contexts have similar polarity. The model was linked to an online API with different ways of
predicting the sentiment. The first way is a dialog box as text input to predict the sentiment
with the option to train the sentiment analyzer for the new text. The second way is through
a dialog box to type the tweeter account name and retrieve the first three hundred sentiment
tweets. The last way is to upload the tweets as a text file, and the system returns the tweets
with the sentiments for each tweet in Excel file. Mazajak shows good performance with the
testing data sets, which are ASTD and SemEval 2017. However, the system is designed to
learn the new words based on the crowd-sourcing concept, which could be a solution to find
the sentiment for the metaphor. But this solution is not effective and reliable, as the system
needs large metaphorical data to teach the system to predict the sentiment with metaphor.
However, there are no such big data for Arabic metaphor available to use in such case. In
addition, the system is not designed to detect the metaphor before the sentiment, as the
metaphor drives the sentence polarity.

Another multilingual sentiment analyzer including Arabic is sentiStrength Thelwall et al.
(2010). SentiStrength predicts sentiment by the degree of negativity or positivity of the
text in multiple languages. However, the sentiment analyzer does not predict the neutral
polarity. For example, if the Arabic text is positive and negative minus one, means the
text is not positive and not negative, which is neutral. So, the system does not classify the
text as neutral. It is designed based on machine learning algorithms to classify sentiment.
Compared to state-of-the-art techniques such as CNN and deep learning, machine learning
does not have the learning and adaptation feature of new data. That means that machine
learning needs supervised data, while the other techniques could accept learning from raw
data. In addition, this sentiment analyzer made to detect the emotions strength. They
explained that the obvious emotion words such as love could come as negative based on the
context. They present an example, *Love will tear us apart’, which holds a level of ambiguity.
precisely, the example has metaphor. So, the system could not detect the sentiment for such
an example. They show evidence for the English language, which is the main language used
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in the system. So, the evidence is suppose to be applicable for other languages in the system
as well.

The rest of the Web-base Arabic sentiment tools built on the basis of the concept of
annotation. For example, El-Masri et al. (2017) listed some of the Arabic web base tool
for sentiment. However, those tools created for crowd-sourcing for sentiment annotation
such as Al-Subaihin et al. (2011) not predicting. Also, in El-Masri et al. (2017)) you can
find profit-oriented Arabic sentiment analyzers. However, the sentiment classification for
commercial Arabic sentiment analyzers is unknown. The El-Masri et al. (2017) is a web-
based tool for lexicon-based sentiment. The tool used one hundred fifty two thousand four
hundred fifty five labeled tweets for training. However, the tool was not tested because the
experiment focused on building the lexicon. In addition, the tool is still not available for
use for further modifications. Means the tool did not predict the sentiment for new data.
Therefore, the tool might not be classified as an Arabic sentiment analyzer. El-Masri et al.
(2017) has a user interface with multiple features. The features designed as dialog boxes
to insert the data and choose the range of tweet dates, pre-processing types, the sentiment
classification method, and the machine learning classifier. However, as mentioned, the tool
is not available for testing and evaluation.

The previous online Arabic systems were scrutinized to be aware of the Arabic sentiment
analyzers. In addition, examine the best resource fit for our purpose. SentiStrength Thelwall
et al. (2010) does not have the criteria to use for Arabic metaphor corpus. The SentiStrength
measure the sentiment degree using sentiment score for emotional text. However, the builder
for SentiStrenght explains in an example the inability of the system to detect the sentiment
for the figurative aspect of the text, even if it has the same emotional word. The example
explained previously has ‘love’ in a figurative context. We aim to use the state of art Arabic
system that is based on advanced techniques. New techniques such as CNN, deep learning,
and LSTM may have the ability to know the Arabic metaphor. However, these techniques
are not designed to identify the metaphor. For example, Mazajak builds based on one of
the advanced techniques, which is deep learning. In addition, the system has a correction
section to allow users to add the right sentiment annotation. Even tough, the system could
not predict the correct sentiment for the Arabic metaphor. The Arabic Web base created by
El-Masri et al. (2017)) is not available for use. So, because of the lack of the available Arabic
sentiment analyzers. Designing a sentiment tool is crucial. As discussed, there is a lack of
available Arabic sentiment analyzers. The state of the art Arabic semantic tool El-Haj et al.
(2022) was used with the designed sentiment tool to classify the sentiment. Even though
the semantic tools have no features to classify the metaphor or sentiment, the tagger still has
potential to detect the metaphor based on the semantic tags.
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2.1.6 Discussion

In this chapter, the resources and concepts were discussed and explained to explore metaphor
and sentiment for the Arabic language. The chapter discusses some studies of the three
overlapping subjects of this investigation. The subjects are Arabic metaphor, English
metaphor, and sentiment analysis. In addition, the studies discuss the gaps for those subjects
as Arabic metaphor and sentiment that is still in progress compared to English. In addition,
the chapter discusses some studies for Arabic metaphor in social science and linguistic
fields. In addition to the conceptual analysis, that addresses the metaphor as one of the NLP
problem to solve. Because there are no studies to build an Arabic metaphor corpus and
sentiment detection for Arabic language.

The previous literature demonstrate the gaps and challenges to build and investigate
the Arabic online metaphor with sentiment. The challenges appear in the foundations of
this research, the data, and the methodology. The lack of reliable and available Arabic
metaphor resources is one of the biggest challenges in this research. As mentioned above,
previous studies available for Arabic metaphor in different fields do not meet the goals set
for this research. So, the Arabic metaphor corpus with sentiment information that includes
meaning and context was formulated. Also, since this is the first study to investigate the
Arabic metaphor with sentiment, there is no previous methodology or algorithms to follow
to detect the metaphor. Even if this research uses the English metaphor methodology,
the English language has supportive algorithms and resources that are used to detect the
metaphor. As mentioned above, Rentoumi (2012) uses WordNetMiller (1995) and SentiFig,
as well as the WDS algorithm. In addition, Wilks et al. (2013)) used VerbNet for automatic
English metaphor identification. So, The automatic identification for English metaphor
based on reliable lexicons. Not to mention the English metaphor resources built for the
English metaphor such as Krennmayr and Steen (2017), which are used for training and
testing. In regards to the methodology followed to identify the English metaphor despite
sentiment, they conducted based on strong and reliable foundations. As discussed in this
literature, the approaches linked multiple resources and techniques to detect the metaphor.
For example, Do Dinh and Gurevych (2016) used a neural network with word embedding
linked with VU Amsterdam Krennmayr and Steen (2017) to identify the metaphor on the
word level. So, Krennmayr and Steen (2017) facilitates the search for the metaphor at the
word level, as the data were annotated at the word level for each sentence in XML tags.
Other studies discuss the gaps of the different advanced techniques for identifying English
metaphor only. Arabic language studies discuss only conceptual challenges for metaphor
detection with no actual application. For example, the Rentoumi (2012) research literature
discusses the gaps in previous approaches to applying the English metaphor with sentiment.

In regard to the sentiment for the Arabic language despite the metaphor, the sentiment
for the Arabic language still lacks resources compared to English. Not to mention the
challenges for Arabic language challenges in an online context. The challenges are the
distinctive Arabic dialects, the complex morphology, and the writing styles. In terms of
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metaphor and sentiment, there is no study that combines sentiment, metaphor, meaning, and
context for the Arabic and English language. So, this chapter highlighted the gaps for Arabic
sentiment analysis in general. In addition to the gaps, this research is subjected to metaphor
and sentiment analysis. The chapter discusses the problems of identifying the sentiment
of a metaphor in online text similar to social media texts. The discussion illustrated as the
lack of the available resources and the ambiguity of the online text hold in meaning and
sentiment, respectively. Also, the sentiment annotation challenges for regular and metaphor
text. In addition, the discussion shows the novelty of the Arabic metaphor corpus.
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2.1. Metaphor studies and sentiment

Studied on ABSA for Arabic metaphor

The Researcher The Research the Scheme/Approach | Arabic type
(Al-Smadi et al.,[2015) || Human annotation of | SemEval-2014 (XML) | MSA (HAAD
Book reviews dataset).
(AL-Smadi et al.,[2015) || News of Israel-Gaza | SemEval-2014 (XML) | MSA.
conflict in 2014 from
Social media
(Obaidat et al., [2015) Enhancing the Determi- | the news data set follow- | classical
nation of Aspect Cate- | ing the Gaza attack in
gories and their Polari- | 2014
ties in Arabic Reviews
using lexicon-based
(Pontiki et al., 2016) SemEval-2016 Task | SemEvall6-task MSA Arabic
5: Aspect-Based | 5 (Arabic hotel
Sentiment Analysis | review) In-house
(multilingual including | tool for annotation and
Arabic) Multilingual
(Ruder et al.,|2016) nsight-1 at semeval- | Deep Learning (CNN) | SemEvall6- Task
2016 task 5: Deep 5 data set.
learning for multilin-
gual aspect-based senti-
ment analysis
(Al-Ayyoub et al., || SemEvall6- task 5 SVM classifier dialectal.

2017) ABSA on laptop
review

(Al-Smadi, Talafha, et
al.,[2018)

Using long short-term
memory deep
neural networks for
aspect-based SA  of
Arabic reviews

short-term memory and
deep neural networks

SemEval16- Task
5.

(Al-Smadi, Qawasmeh,
et al.,[2018)

deep Recurrent neural
network vs. sup-
port vector machine for
aspect-based sentiment
analysis of Arabic ho-
tels’ review NNR vs.
SVM for ABSA of
Arabic hotel reviews

NNR+SVM

Dialectal (Arabic
hotel reviews).

Table 2.1: ABSA studies for Arabic Language
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Chapter 3

Data Collection

This chapter describes the process of collecting the Arabic online metaphor data. The
frequent observed behavior of the Arabic metaphor in the online context will be discussed,
as will the analysis to define the scheme for corpus building including data collection. The
novelty and details of the data collection process will be explained in the following sections.
The data analysis presented in this chapter is essential for building an accurate annotation
scheme and for developing an accurate algorithm for identifying Arabic online metaphors in
the future. It also shows the observed changes in the Arabic online metaphor. The frequent
occurrences of the Arabic online metaphor specified the features that could be used for
the computational aspect of the analysis. The discussion also shows some of the linguistic
structures of Arabic online metaphors. Although data collection could be included in the
same chapter as corpus building, the analysis of data collection and the discussion that
follows is sufficiently important to be discussed in a separate chapter.

The regular structure of the Arabic metaphor is opposite to that of a simile Alsiyat and
Piao (2020a). More precisely, the Arabic implicit metaphor contains a logical object with
an illogical trait. For instance, explaining the bravery of someone, a logical object, using an

illogical trait of another absent object. For example, & =l| & 5 (sad! means ‘The
soldier roared in the war’. In the sentence, the solider (a logical object) is said to roar,
which is an illogical trait because roaring is a lion trait. However, the sentence used the lion
trait, which is an absent object, to show the courage and strength of the soldier. In another
example, the explicit metaphor structure is the usage of an illogical subject within a logical
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The solider fight as a lion.
(Simile)

/

The solider roars in the war.
(Implicit metaphor)

The lion shoots the enemy.
(Explicit metaphor)

Figure 3.1: Arabic metaphor Definition

context: gal ey AN means The lion shoots the enemy’. These examples show the
two primary types of Arabic metaphor, implicit and explicit, although there are more types
of Arabic metaphor such as dead, cliché, stock, adapted, recent, and original (Zeroual and
Lakhouaja, 2018]).

The Arabic metaphor in the online context has a spontaneous nature; it is brief and
impromptu to adapt to the speed of online communication. The informal Arabic online
metaphor is not only different from the regular structure, it has a variety of Arabic forms,
which make it a new Arabic online metaphor. For example, the Egyptian dialect uses new

terms such as J> Uo}Jb which means ‘has no solution’. Another example, J-..Ja e
means ‘not normal’, which is used to express a positive attitude towards a book. These two
terms are prefixed with negating words in the form of a phrase. The phrases in the new data
set that follow this negation provide an indication of positivity.

Metaphors in the online context occur in different categories for different purposes. For

example, the metaphor 2. that means ‘Eggs’ is used sarcastically as a food term to express
an opinion; the term indicates a bad atmosphere. Because an egg has a rancid smell, the
term is given a negative polarity to indicate the bad smell of the egg. From the previous
discussion, we can group the Arabic metaphor terms into categories. This chapter discusses
the source of the Arabic metaphor corpus and shows the pattern of Arabic online metaphors.
In addition, the discussion shows the similarity of the Arabic online metaphor with the
context of social networks.
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3.1 Why Arabic online metaphor?

In this section, terms used online are discussed to clarify the type of Arabic metaphors
collected and the meaning of online terms used to describe the structure and similarity
of other Arabic metaphors that can occur. Online metaphors are now widely used after
the wide spread of Arabic data; they are specifically used in social networks, which is the
form most often used to express opinions, particularly in light of the large amount of data
exchanged on social networks. Also, the Arabic online metaphor corpus is new and unique
as it contains terms which have no reliable source for their meaning. For practical purposes
such as machine learning applications, the most desired data used are similar to the social
networks, which are the data used often online. The regular Arabic metaphor could have
been used as a source for this research, but the data would not have any novelty, but would
simply mean building a regular resource without any new analysis. For example, the Arabic
metaphor in poetry has a fixed structure because of the classical Arabic which is used, which
is the ancient structure of the Arabic metaphor. Another example is the Arabic metaphor in
the Qur’an, a context which is miraculous but fixed in its structure.

The metaphors used in this research were used on an online book review website, the
Good Readers website. So, the data collected has similar characteristics to the social media
feeds. However, we use online terms to generalize the type of data. In addition, online terms
are used to describe any data used on the World Wide Web regardless of the place or platform
of the data used. The metaphors were collected using specific criteria to distinguish the
differences and the changes between the regular formal Arabic metaphor, the online Arabic
metaphor, and the formal Arabic metaphor in the online context. Although we were seeking
to collect new Arabic metaphors online, we were restricted to the LABR data set (Aly and

Atiya, 2013)). For example, we wanted five particular dialectal Arabic metaphors such as
u2x/Eggs, but we only found two examples of these terms in the LABR data. In addition,
the criteria used for data collection targeted new Arabic metaphor terms on-line, which
were similar to the terms used on social media platforms. Collecting and selecting the
new Arabic metaphor terms was one of the guidelines for data collection. The terms in
the online version were carefully collected to fit the criteria. The new corpus derived from
LABR contains many online Arabic metaphors which demonstrated distinct features from
traditional or formal metaphor usage contexts. The distinctive features for the informal and
formal metaphors were represented by the structure and were new terms without any reliable

36



Chapter 3. Data Collection 3.2. Why LABR?

source for their meaning.

3.2 Why LABR?

There are sufficient datasets available for Arabic sentiment analysis publicly available.
The largest-scale Arabic sentiment datasets were targeted for data collection, and Arabic
sentiment datasets were also targeted because sentiment is an extension of the computational
aspect of this research. We therefore chose the sentiment in the large Arabic datasets as a
main goal. The Arabic sentiment data set, which is annotated at the sentence level, was
therefore used to compare the sentiment efficiency with the Arabic metaphors. The features,
the discussion, and the annotation were therefore performed based on the computational
aspect of this research. The linguistic analysis of the dataset in the discussion shows the
significance of this research.

The two largest available Arabic sentiment data sets have limitations which had to
be considered. BADR Elnagar and Einea (2016) and HARD Elnagar et al. (2018) are
large datasets of Arabic sentiment. BADR has 500,000 Arabic book reviews annotated for
sentiment at the sentence level using a machine learning algorithm. The data set tested for
the annotation shows the Arabic language challenges, whereas HARD is largely written in
the Gulf dialect of Arabic. Both data sets were suitable for this study despite being written
in specific types of Arabic for different domains. For example, most of the Arabic dialect
written in HARD is the Gulf dialect, whereas BADR has MSA and mostly dialectal Arabic.

LABR Aly and Atiya (2013) is the third largest sentiment analysis data set for Arabic
(see Table 2). It contains 63,000 book reviews written in colloquial and MSA Arabic and
is annotated for sentiment at the sentence level. The diversity of the written Arabic forms
(dialectal and MSA) in the LABR dataset would widen the analysis in this study because of
the many different dialects in it, such as Egyptian, Saudi and Tunisian.

In addition, the other available datasets were written solely in MSA and other types of
Arabic were not available, such as Maamouri et al. (2004) and Abdul-Mageed and Diab
(2012). In addition, the other available sentiment dataset has fewer sentences than LARB,
which decreases the probability of having an appropriate number of metaphor sentences. In
this step, metaphorical expressions were collected from publicly available data in the LABR.
LABR was used to demonstrate the impact of metaphorical expressions on the prediction
of the sentiment analyzer for LREC2020 Alsiyat and Piao (2020a)).

* We used sentiment data sets to collect metaphorical data, even though there are Arabic
metaphorical data sets.

* Mention the available Arabic metaphor datasets. (studies conducted with limitations
and differences)
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3.3 Online context of metaphors in LABR

LABR stands for Large-scale Book Reviews for an Arabic dataset. Its source is a social
networking website where readers list their opinions about books, so the entries have an
online writing style. Although the website is not considered a social media platform, which
has more free writing and communication, the data nevertheless have the social media
communication style. Some examples from the new corpus of social media writing features
are typically brief and opinionated. The metaphors extracted from LABR therefore have the

required social media writing style. One of the examples is &a<’, for which the hidden
meaning is ‘amazing’ and the literal meaning is a ‘vase’. This is a one-word expression that
is used to express the positivity of an item. It is also challenging to identify, even when
it is supported by the context, because such expressions are opinionated and expressive,
so the supporting context gives an emphasis to the opinion without necessarily explaining
the word. Defining those expressions in a resource is therefore essential to detecting
the metaphor computationally. Although the LABR contains informal metaphors, it also
has formal writing of metaphors in the opinions of the books. Formal writing has the
full structure of the Arabic metaphor usually written in MSA. An example of the formal

metaphor context is _wad "oy 2 Ol o &5 lag. which means ‘makes you devour the
book in a short time’. The senteiice has the full structure of Arabic metaphor, and ‘devour’
is a metaphoric expression that indicates reading the book with excitement.

3.4 The data collection process

The criteria were established to meet the aim of the study and to be extended for the next
work. Metaphorical reviews were carefully chosen from LABR. The principal criterion was
to pick metaphor expressions that have polarity. For example, we ignored sentences that
included a metaphor as a quotation from a book. Also, from the long reviews, we picked
the part that combined metaphor and sentiment. For example,

b iy eV ot ool s
un! -.! - j &w‘-ﬁwb
L._5°'W'>- d su‘ S-UJP. wwo‘j csu‘ &.(o
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‘[ like the last part the most, which said:
and the beach settled and I heard the water
machine whirring and I felt the coldness in my body’

In this review, the reviewer gives a quotation from the book that contains a metaphor.
But the metaphor part of the review does not have sentiment or give an opinion about the
book. Reviews containing facts, however, which are considered as a natural polarity, were
included in the dataset. We also ignored sentences that had two contradictory polarities
with two different genres of a book, but we did include aspects of the sentences which
contained metaphor. We wanted to have diversification in collecting the same metaphor
terms with differences in the types of metaphor, different literal meanings, genres, contexts,
and different polarities.

The sentence Jlo 1 £ 3 oymgs, Orldl K &eslog dall), which means
‘amazing. and shocking for all who buried their head in the seas’ sands”, is an example of
a case that has two different opinions on a book with a fact at the end of the sentence that
includes a metaphor. We ignored such cases, as the metaphor does not have sentiments that
contribute to the main opinion of the novel. In addition, we include metaphors that provide

an emphasis of the main opinion. For example, in the sentence JL2! et S dag,

which means ‘amazing. a sea mixed with imagination’, the main opinion is represented by
<2<, which literally means ‘Vase’, but the writer followed his opinion with another
metaphoric expression for the purpose of hyperbole. Another condition, We avoided single-
expression reviews which contained a metaphor that we had already collected. For example,

we collected ,av, which means ‘Eggs’, as an Arabic contemporary metaphorical expression
in a different context, but we ignored it if it occurred without context. For the metaphor
terms collected, we used a reliable dictionary to validate the meaning to ensure the validity

of the metaphors collected. For example, the annotator chose «<5Ls, which means
‘suspicious’ not ‘barbed’.

We assigned native Arabic speakers to collect the data after providing them with
guidelines and verbal instructions. The data set was reviewed in multiple rounds with
the annotators to eliminate redundancy. We also discussed the agreement of the selected
metaphorical expressions in some sentences.
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3.4.1 The Data collection criteria

The Two Arabic native speakers were asked to search through the LABR for the most popular
Arabic metaphor terms used in social media. So, they manually searched using the ‘Find’
feature in the LABR data text file. In addition, the LABR was segmented and distributed
among Arabic native speakers in order to avoid repeating the same choices. In addition,
they were asked to select formal metaphors.

We intended to build a balanced dataset, but we were restricted to the dataset and the
availability of metaphorical expressions. We collected 1000 reviews and found that 500 of
them had two hundred different metaphorical expressions. These two hundred were divided
into two groups each of one hundred formal and informal metaphorical terms. The collected
terms were categorized and organized into different types based on their use, the part of
speech, and the literal meaning. The informal metaphorical terms, which are not common
in formal writing or in a conventional dictionary, were classified based on their use. Formal
metaphors were categorized on the part of speech because the formal metaphor terms are
known in formal writing, but the context defines the metaphor of those terms. As the domain
of the dataset was books, most of the terms were assumed to be relevant to a book, novel, or
story. So, the domain defined the illogical usage of those terms.

The informal metaphors were grouped under food, weapons, verbs, adjectives,
compositions, medical, illness, drugs, personification, and offensive categories. Similarly,
formal metaphors were grouped under categories of verbs, proverbs, nouns, and adjectives.

For example, in informal groups, i3y ~M.. means ‘weapon/bomb’ which was categorized
in weapons, which included any term used to refer to combat. The food group, which
includes the terms egg, cream, delicious, honey, sugar, scrumptious , flavor, freshness,
meal, onion, taste, appetizers, spices and fatty.

Each term had to have a minimum of five different sentences, meanings, or genres.
Although some terms were found only in a maximum of two sentences in LABR, we
nevertheless included them in the dataset. As has already been explained, the data collection
process was assigned to Arabic native speakers and the guidelines were explained to them
verbally and in writing:

¢ Collect the Arabic dialectal metaphor used often in social media, such as 2y meaning
‘Eggs’.
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* Collect known metaphors in formal writing.

* Asmuch as possible, avoid long sentences and avoid sentences that contain metaphors
in quotations.

* Collect sentences that combine metaphor with sentiment in the main opinion about
the book.

* As much as possible, collect five different sentences of the same term to have a
balanced dataset.

* Avoid redundancy.
* Collect the sentences and highlight the metaphor in each one.

We were restricted to the number of metaphors available in LABR. In addition, the data
were revised and gathered to meet the criteria.

* We used the dictionary to determine the meaning of the metaphors (for example,
if there was a word that seems to be a metaphor, we checked the familiarity of the
word in a metaphorical context using a reliable dictionary (for example, the al-ma ‘anit
Arabic online dictionary). In addition, Standard Arabic metaphorical terms were
verified using an Arabic online dictionary, but only to identify their literal meanings,
not their metaphorical ones. The metaphorical meanings were instead validated by
annotators and questionnaire participants. Some terms appear in Modern Standard
Arabic (MSA) rather than dialectal Arabic, yet their online usage differs from their

standard meanings. For example, &J j.g ‘koholiyyah’ literally means ‘alcoholic’ in
MSA and metaphorically ‘nostalgic’, which has a different meaning than recognized.
To ensure that such terms were not inherently metaphorical, we conducted additional
checks, though only for a few cases. Our findings revealed that these terms had no
metaphorical meaning in the dictionary. This indicates a novel way of expressing
metaphor in online contexts, where MSA is used instead of dialectal Arabic.

* Avoid collecting reviews with examples from the book that do not convey any opinion
or sentiment.

41



Chapter 3. Data Collection 3.5. The Arabic metaphor data description

3.5 The Arabic metaphor data description

In this section, the dataset is described to show the differences that could affect the practical
application of identifying online Arabic metaphor. The dataset contained thousand Arabic
metaphor sentences. It was intended to be balanced, but we were restricted to the availability
of the targeted metaphors. The dataset was divided into five hundred informal metaphors
and five hundred formal metaphors. Five sentences were selected for each term. Although
there were sentences with terms that appeared only once in LABR, those terms were chosen
as new Arabic terms in the online context, which is similar to social media.

The dataset contained some metaphc:rs that have the same meaning but with a different
morphology. For example, ses o les|means ‘the most dangerous’ and ‘dangerous’ and
sentences containing them are 4511 gl las! -sand 84de= &y ;. Both examples mean
‘one of the most dangerous novel’ and ‘a dangerous novel’. In addition, the same Arabic

metaphor word can have different meanings. For example, the term JLJ| means ‘until
intoxicated’, which is interpreted as ‘lost’ in the following sentences:

Wl ) N oo dee &y s
NI o oy s g szall a5 !

‘A symbolic vague novel from A to Z’
‘I do not like the complicated symbolic that arrives to the intoxication’

Another example of the same term with different meanings is Lo J! literally means
‘intoxication’ in another sentence, which means ‘joy’:

Ll o 2l g ilgey K

. e

‘crying. hurtful. and amazing until intoxication’

As stated above, the dataset was intended to be balanced, so we looked for the same metaphor
term in different sentences. However, the way in which the term is written affects the result.

For example, the term ale.i3 means ‘cream’, but can be written in different ways. Some
terms written in dialects can have different suffixes to refer to the femininity and masculinity

of the described target. As an example, aleis is written as Ualelalalalalelalalalale 51 and

Udes, Which means ‘fwo faced’ in dialectal pronunciation with elongation to emphasize
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the opinion, £33 with a different suffix. In addition, writing in Arabic metaphor terms
dasl> ¢ 0wl means ‘solid’ with the feminine suffix with slight differences in writing so.

The ossl> 3 Jale does the same.
Some sentences contained more than one metaphor, so we chose the ones based on our

criteria and the ones which would balance the dataset. For example, 42< means
‘masterpiece’, and it appeared multiple times in different sentences, and many of the
sentences collected contained the same term. The online Arabic metaphor structure is
changeable, which means that it does not follow the usual Arabic metaphor structure. In
addition, the structure (as well as the terms) is constantly updating and changing based on

the nature of the online communication. For example, «J 3; means ‘alcoholic’. The dataset
is a showcase of Arabic online metaphors, using new dialectal terms in different sentences

for the online context. The term aJ 5;, which means ‘alcoholic’, is considered a new Arabic
metaphor term even though it appears in MSA because of the unusual use of the term in this

structure in this context. In addition, «J }i 1s used in Arabic to describe a drink, but never
as a metaphor for a story.

The same metaphorical terms were collected in different sentences with different
meanings or genres. For example, the literal meaning can be annotated differently in

different sentences for the same term. For example, <2< metaphorically means ‘amazing’
in the sentence:

Sl el Sy e i Il
S99 wse Ll LUl e dime a2l

‘very amazing book it talks about feelings and
thoughts of certain level of people in very spontaneous manner’

Whereas it is used to mean ‘amazing’ in the sentence. The data were described in terms
of morphology, meaning, and structure that could affect the practical application of the
identification of the Arabic metaphor. Although data were collected for Arabic online
metaphors, which is similar to the social media context, the practical application still made
it challenging to identify the online Arabic metaphor.
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3.6 The Arabic metaphor in the online context

The difference in terms of metaphors in the online context and in the regular context can
make it difficult to gather all the linguistic aspects to evaluate it, because regular Arabic
metaphors occur in multiple types, as mentioned above, with different structures, and the
informal metaphor has a dynamic structure.

This section discusses the difference in the new Arabic online metaphor corpus in terms
of meaning, structure, and context. The differences in informal metaphor writing affected the
data collection of Arabic metaphor terms. As discussed above, the data collection process
was carried out using guidelines that explained how to select the new Arabic metaphor terms
that are frequently used on social media. However, the terms were affected by the method
of writing used on social media, which involves elongation and typos. In addition, informal
writing can be dialectal, not following the grammatical rules of the Arabic language. For

example, the difference in writing the term 34sl> and oJuwls, which means ‘solid’ is

different, in which the letters o and & have different grammatical rules. This had an effect
on the process of collecting the LABR reviews.

As mentioned in the previous section, the criteria prioritized sentiment. The new dataset
showed a variety of sentiments for the same metaphorical expressions, despite the fact that

they had a different morphology. For example, axl2® means ‘terrible’ but the term
can be negative or positive in different contexts. The term is used metaphorically as a
positive indication of the distinction of a work, but is used as a negative indication to
emphasize a negative opinion. For example, in the sentence daJad & lay 4055, which
means ‘depressing in horrible way’ the term is used as negative.

We observed patterns in the context dataset to find features to identify metaphor and
sentiment, which also enabled us to notice linguistic patterns, and we found that some
categories had specific patterns. For example, in the category of ‘illness’, some terms were

prefixed with particular verbs that could also be considered metaphors. In the example
b=/ dl£ means ‘will brings you/ brings you’, one of the verbs occurs several times in
different terms in the illness category. The other terms in the same category were preceded

by regular verbs ol.u- ¥ Ere (oS ol el literally mean ‘It gives nausea,
mental disability, ‘epilepsy, depression’

In addition, there were some informal terms that always contained particular words,
which can both be known as Arabic metaphors in an online context and could occur in
phrases. And those phrases were categorized as composition metaphors in the category
we made for the metaphor terms (see Table 4.2). Some of those terms were categorized
as composition metaphors, and others as personifications. The terms were categorized
according to the type of main words, which were considered metaphors. Because this type

of metaphor comes as two words together. For example, la.s cucLo: s ¢ f\a.@J‘
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.(3;) means ‘easy to digest, brain washing, hit and past’ and ! a> o &Gd‘ _§> means
‘till the marrow’ and ‘till intoxication’. The example &g = was used to describe the

superiority of a book, while & ¢, which means ‘crazy’ as a metaphor, is rarely used in
formal writing or contexts.

1. The dialectal metaphor written in social media and in the regular context (dialectal
pronunciation) can elongate (repeated) letters to emphasize the word. For example,

iy g ¢ Uabalaloblaboblabolale il ala i which means ‘has two faces, and cream in

different forms of writing’, but is written in dialectal pronunciation.

2. Online metaphors use irregular terms to express confusion, love, sensation, and
satisfaction; they use ‘illness’, ‘weapons’, ‘drugs’ and offensive terms, whereas formal
metaphors have recognizable terms that show their use in regular contexts and give
the full structure. For example, JL& (4 9.0) Smd Gly Mook e LY Gy
8.5 and it means ‘after I finishéd from this novel I felt overwhelming dizziness of
beauty’

3. Composite metaphor terms comprise a combination of two terms to produce a single
meaning. For example, aag! i a>q 2 Ls""LV‘” (22> 40d.‘light blood, my
testimony is wounded, easy to digest’ )

4. There are differences in meaning between the same terms in metaphors written in MSA
from those in dialects. For example, <z means ‘scary’,and could be interpreted as a
regular adjective in a normal context, but in the online context it could be interpreted
as a metaphor if it is accompanied by another positive adjective. ¥ s Jls ced
2.2 Lab SlasY) o j aaa> ‘It is neither fantasy nor reality; the sequence of

events is terrifying’ &> 0 2. o W e L S G s Ol
dm2l &> W a2 LA A phenomenal book in every sense of the"word, so real
that it feels like fantasy, so terrifying that it becomes laughable’

The dataset contained verbal discourse to express metaphor, which is similar to the
study by Raii (2009). That study showed a time category for metaphor in speech with verbal
discourse in Arabic dialectal forms. For example, the study has a metaphor to express time

such as -y &5 \>!, which means ‘November comes’. The metaphor occurs as a verb in the
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dialectical discourse represented in the word \=! which means ‘comes’. The dataset has
&M< which is ‘makes you’ in verb form to express the metaphor informally, although the
metaphor in the data has the formal form. This means that the Arabic metaphor could be
expressed informally as a metaphor but written in formal writing, which is MSA.

3.7 Informal metaphor

Arabic online informal metaphors have no source to explain the actual meaning because
those terms are invented to fit the online environment. This section explains the literal and
hidden meanings of informal Arabic metaphors and their context. The dataset contains new
dialectal terms that have no source in the official Arabic dictionary. The meaning and dialect
of some of these terms were authenticated using a questionnaire.

Metaphors in the online context use voice semantics to describe the writer’s opinion.
For example, juuuuus and === (‘Yikhkhkhkh’' and fsss’) are notions expressing
‘disgust’ and ‘disappointment’.Although the informal Arabic metaphor has a known
structure following the pattern of the data, it is still presented in the online writing style.
For example, the structure of informal metaphors online does not always follow the main

structure for regular metaphors. An example is «lls r‘\‘mmmm\\\b _s“> which means

‘you drive me crazy shame on you’. The hidden meaning of the informal term JJ‘ is ‘lying’,
but the dictionary definition of the literal means a city in Spain, though it is written with
a different pronunciation. So, the term has no source in Arabic that can define the correct
hidden meaning.

~Jt2) means ‘watermelon’, which is a fruit of pumpkin species that occurs in many
types, usually spherical or ovoid in shape with a thick green or yellow skin. However, the
actual usage of ‘watermelon’ is a notion of ‘meaningless talk’, which has no reliable source

to explain the hidden meaning. Also, the term ».Ja)/ ‘watermelon’ in this form often comes
as a single term after expressing the main opinion. However, the same term in a different
form occurs as an adjective axJdaJ! oMo and means ‘her watermelon-y dream’. The
term is translated as ‘watermelony’ (an adjective), an example of the Arabic online metaphor
form, while the regular part of speech for watermelon’ is a noun. Also, the translation of

the Arabic informal term in the sentence L@.&Mbi Qd.oiﬁ e 3 fL.».g o, JM;‘ f
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LUy W i UL S5 &leJmeans ‘Then, Rehab Bassam thrust me into the chaos,
and I grew fond of her watermelon-y dreams, her memories, her problems, and her stories’is
not as precise as the translation offered by Google translation, which is ‘her watermelon-y
dreams’. Therefore, the Arabic online metaphor needs a reliable source that can clarify the
hidden meaning of the metaphor in translation.

From the previous discussion, it can be seen that authentication was crucial in data
collection. In addition, interpreting the literal meaning is fundamental in our work. The
literal meaning of each term is given in an online dictionary. The literal meanings of
informal metaphors fall into two types: those which have as source and those which do not,
based on the authentication. In addition, there are words that have voice semantics, which
means using the voice in writing to express opinion.

3.7.1 Terms with no source

In this section, I shall discuss the meanings of the informal Arabic metaphor and the
approach to specifying the meaning. During the data collection process, the chosen metaphor
sentences were examined, and this process led to the realization that there is no source for
some Arabic online metaphor terms. As mentioned above, there is no reliable source for
online Arabic metaphors with hidden meaning. In this section, the lack of a source is for the
literal meaning of some Arabic online metaphor terms, and although there is a literal source
for some Arabic metaphorical terms, they do not apply to phrases which mean something
different from the original. For example, J.p u:jJLe means that ‘has no solution’, which

has no literal meaning in the Arabic dictionary. This term was written in an Arabic dialect,
which means it is new in online communication. Another example of a term that has an

original source in Arabic but has no related meaning is (%) e, which means ‘knock’ and
‘past’, two separate terms that have a source in the Arabic dictionary but not as a phrase.
However, some of the mentioned terms do not have a source in the Arabic dictionary that

indicates the same meaning, such as the word JJ\”, for which the literal meaning is the

source of the term, not the hidden meaning. The previous example of ‘watermelon’ CJa_v is

such a term; it refers to a fruit but ».Jey has a hidden meaning of ‘nonsense’ or ‘inaccurate’.
So, the hidden meaning is the main point behind the term.
The absence of a source discussed in this section refers to different cases of Arabic
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metaphor terms in the dataset. First, terms used as metaphors that are not derived from
the literal meaning, and second, when the term used as a metaphor is opposite to the literal
meaning. Third, the metaphor occurs as a semantic voice, and fourth, the term is present in
the Arabic dictionary, even with the illogical structure of the metaphorical sentence. The
online metaphor in the online context has not just a new structure; it has new terms invented
despite the fact that they have a source in the Arabic dictionary with a different meaning.
Most of the Arabic online metaphors have no reliable source in terms of meaning.

Some terms, however, have no source for their correct meaning, and the metaphorical
meaning is not derived from the literal meaning. New informal terms written in a dialect
are considered new and without a source. To clarify, in the English metaphorical sentence
’you are a rock’, the rock is an object indicating strength, whereas the literal meaning is a
solid mineral material forming part of the surface of the earth. So, the rock as an example of
strength is used to describe a person’s trait, which is strength, but the literal and metaphorical

meanings are not related in the term ;.L.{LA in Arabic, which means ‘silly’ based on the
annotation of the annotators.
Also, a term could be represented by a known term in Arabic but comes with a new

structure, an example of which was discussed above: «J j;, means ‘alcoholic’ which is in
the Arabic dictionary but comes with a new structure to mimic online writing. An example

of a term without source is W, which in a literal context means a ‘tall women’ as a good

trait, but used metaphorically it means a ‘silly person’. In addition, the word a &g )\ means
‘a man who has lost his mind’ in the literal sense, while metaphorically it conveys the notion
of ‘coolness’. Our approach in collecting the informal metaphor was, therefore, to check the
source of each word. Some unfamiliar terms appeared as metaphors, while the dictionary

shows their familiar meaning in the context. For example, the term C Lz which means
‘obvious’ and not ‘screaming’,as in the sentence.
Sl Sl 2y e J Bsm LK L sl
Sl gl s e LWV wle U -l Jle (dg £
‘The writer brought us back to the course and unfolding of the events’
‘Mariam and Laila are a striking example of
the internal suffocating violence endured by Afghan women.’
'C e JUs means literally ‘screaming example’ as the literal meaning in this sentence,

although the illogical explanation of the word Jls ‘example’ is used in the example. Thus,

the familiar word > ,Lz in the dictionary is literally used. Also, the semantic voice terms
in online Arabic have neither a literal nor a metaphorical source. Semantic voice terms are

48



Chapter 3. Data Collection 3.7. Informal metaphor

written to express an opinion rather than being spoken. As mentioned above, s fsss’,
is an expression used verbally to describe ‘disappointment’, but it is used in writing in an
online context. Such semantic voice terms have no literal source from which to derive a
rather intuitive understanding of them. The semantic voice terms have to be authenticated
to know the meaning and dialect.

In addition, online Arabic metaphors can appear as slang. Some of these phrases could

be interpreted as metaphors from the context. For example, in é s/ ‘brain wash’, the

word Jwws means ‘wash’ is a regular verb followed by the illogical noun - . This concept
is similar to the English verb violation in Wilks (1978). The data have cases in which a
phrase is interpreted as a combined metaphor comprising two words. For example, the slang

term () las/‘knock past’ occurs as a phrase that combines two verbs, but if computationally
applicable, the phrases have to be separated to identify the Arabic metaphor.
Slang terms have no source to describe the literal meaning from which they are derived.

For example, Jo 4 /Lo means that ‘has no solution’, which may appear as a negative term.
However, the hidden meaning could contain as positive an indication as ‘creative’. It could

also occur as a negative or neutral connotation depending on the context. In addition,
'é Jews means ‘brain washing’, an expression that has two terms to describe the meaning.

Furthermore, the term () L means ‘knock’ and ‘past’, which indicates ‘random work’.
Proverbs are a rich source of metaphor. Some proverbs are recognized and known in
Arabic. The challenge Faycel (2012) discusses the meaning of Arabic metaphors in proverbs

in food terms. The new dataset has a similar type of data. For example, M‘ 3 ‘ o
means ‘deceiving’, but our data contain new Arabic dialectal proverbs in a different category,
which is an example of the lack of a reliable source with literal and hidden meanings to
identify it as a metaphor. Although those proverbs are treated as one phrase in terms
of meaning, the labeling which we applied was based on the practical work and the
segmentation of the terms to identify the context. Thus, identifying the metaphor was

based on the before and after terms. For example, cw\aJ\ 23 Y, Qh:ﬂ &> is one of the
online Arabic proverbs with metaphor. )

49



Chapter 3. Data Collection 3.8. Data collection challenges

3.8 Data collection challenges

The guidelines were described above in detail. The data collection process will be described
next. We searched LABR using the “find” feature to find the reviews that contained Arabic
metaphor terms that were similar to those used in social media. We wanted to find five
reviews for each term.

However, we faced difficulty in finding the terms due to the informal online writing style.

For example, as already explained, in writing the same informal metaphor term as 34s\>

and oJsl>, there are slight differences in the letters o and 3, which affected finding the
required number of reviews containing the same metaphor. Because the Notepad is case
sensitive. So, we considered the differences in the online writing style to find the required
number of reviews. In addition, the elongation described above affected data collection. For

example, the new informal Arabic metaphor term found in social media v (‘Eggs’) was

written as el ‘Eggs’ with repeated letters to emphasize the opinion.

This exaggerated elongation affected finding the metaphorical term as the Notepad that
was used is case sensitive. Those terms were therefore searched with the differences in
writing style to facilitate and expedite the data collection process. However, the writing
style is still changeable, which means that the LABR could have more informal terms written
in such a style, but we cannot predict the online writing style. So, we follow all possible
ways to find similar new Arabic metaphor terms. So, due to the unpredictable writing style,
we could not have the balanced dataset which we had originally intended by finding five
reviews containing each term. So some metaphorical terms occur in only one or two reviews

in the dataset. For example, the proverb C“J‘” TR = o/ ‘Stomach pain is better

than throwing away the food’. appears only once in the LABR data, and the term 2.
/‘Eggs’ has only two metaphorical appearances. The above challenges discuss the known
social media text challenges, which are the elongations and morphology. In addition to the
Notepad case sensitivity. In addition, the terms appear once in all LARB Aly and Atiya
(2013).
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3.9 Results

As explained in the preview sections, I collected thousands of book reviews that contain
Arabic metaphor data. Although a large amount of data was collected, the main opinions
contained in those reviews are metaphorical. The reviews collected contain sentences of
metaphor. There are context words that explain the other factors of the text that affect the
sentiment, which is a reflection of the practical work to identify the sentiment. For example,
in some of the reviews, the ambiguity of metaphorical sentiment was interpreted from
the supporting context of literal words. The supportive context can be clarified from the
frequency of the occurrence of the online metaphors. Metaphoric words could be classified
as negative due to the fourth or fifth order of words before or after the metaphor, despite the
meaning of the metaphor and the indication of negativity.

In addition, metaphor terms were categorized on the basis of the literal use of the
metaphor. The categorization started with formal and informal Arabic metaphor terms.
The informal categories were constructed on the basis of the literal use of the words. For
example, terms with an indication of alcohol were classified under ‘drugs’, despite the

hidden meaning of the metaphor. For example, &J 3.; was included in the ‘drugs’ category.
The formal topics were categorized according to the regular structure of Arabic words. For

example, the word -ale= which means ‘kidnapped’, a notion of captivation, was classified
as a verb. Formal metaphor terms are terms used in official writing, such as news reports
and articles, and are usually written in classical Arabic and MSA. Informal metaphorical
terms have an irregular structure of Arabic metaphor and are written in dialectal Arabic. In
addition, some of the informal terms were new in Arabic, which means that they had no
reliable source in terms of meaning.

3.10 Dialect authentication

This section discusses the questionnaire to authenticate the Arabic dialect for the new
metaphorical terms. However, we did authenticate some of the new Arabic metaphor terms
as a sample. Some of the new Arabic metaphor terms were collected later to balance the
dataset, and afterward we found some redundancy in the collected reviews. At the same
time, this research was carried out for data analysis of the new Arabic metaphor terms with
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no aim to specify the language. In other words, this research aimed at the practical aspect,
and the corpus has been adjusted to fit the practical aim. However, more precise work will
make the corpus more coherent. But this corpus, with this specification set up, is enough
for this research. In addition, some of those words are used in multiple dialects, as social
media writing is not exclusively for a certain Arabic dialect. For example, I may use the
Egyptian dialect in writing and speaking to show my opinion sometimes. In addition, from
the practical perspective, the dialect is not affecting the meaning, either the sentiment or
metaphor, to identify them. So, we authenticate all the meanings of the metaphorical terms,
as the metaphor affects the annotation.

Therefore, a questionnaire was devised for some of the new informal metaphorical terms.
Other new informal terms were collected later and authenticated by the annotators. The
questionnaire had multiple choice questions for meaning and for the Egyptian and Saudi
dialects for informal terms. An option was offered ‘Other’ if the information provided was
not applicable. Some of the informal metaphorical terms were not authenticated for the
dialects. Dialectal authentication was needed to specify the data for the corpus, which will
show the corpus as a coherent work. However, as mentioned, this was not a main category
for this corpus.

3.10.1 Questionnaire Results

We received 107 responses to the questionnaire regarding the Arabic dialect. From the
responses, we observed that some terms were annotated with the option "Both," indicating
that the term can be used in both the Saudi and Egyptian dialects. As the percentage of
choice was high for a certain choice.

For example, the term 42<", which literally means ‘vase’, was annotated metaphorically
as ‘beautiful/nice’ and was identified as belonging to both dialects. This term received a
44% selection rate, equally divided between the choices of the "Both" and the "Egyptian
dialect". This suggests that the term is commonly used across dialects. Another example of
aterm used in the cross dialect is _q<, which means literally ‘delicious” and metaphorically
annotated as ‘seductive’. The percentage of the two choices of the *Both’ and *Saudi dialect’
were equal to the Y044 percentage.

3.11 Participants profiles

3.11.1 Respondents

To support the authentication of Arabic dialects (Saudi and Egyptian), a questionnaire was
distributed to Saudi and Egyptian audiences. Participants were selected based on their native
proficiency in their respective dialects and their ability to recognize dialectal characteristics.
Participants over 18 years of age included both male and female participants with diverse
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educational backgrounds. Their contributions were used solely for linguistic verification
purposes, ensuring anonymity throughout the process.

3.11.2 Data collectors

The data collection process involved two anonymous participants with computer science
backgrounds, one with a post-graduate degree and the other an undergraduate student.
Both participants were responsible for collecting Arabic online metaphors, leveraging
their technical expertise and familiarity with online content. The postgraduate participant
contributed knowledge to find the Arabic online metaphor according to the data collection
criteria, while the undergraduate participant focused on manually gathering the metaphors
from the LARB Aly and Atiya (2013). Their combined efforts ensured a comprehensive
and accurate dataset, enhancing the accurate choice of metaphorical expressions in Arabic
dialects.

3.11.3 The annotators

The data annotation process was conducted by two anonymous annotators, both native Arabic
speakers with a background in computer science. Their role was crucial in the construction
of the Arabic Metaphor Corpus, as they were responsible for annotating multiple categories
with metaphorical expressions while also identifying the associated sentiment. Using their
knowledge of the Arabic language and technical expertise, they accurately analyzed and
categorized the collected data to ensure accuracy and consistency between different types of
metaphors. Their combined efforts contributed to the creation of a structured and reliable
corpus that captures the new structure of Arabic online metaphors and their sentimental
nuances. Anonymity was maintained throughout the research to protect the integrity and
confidentiality of their contributions. All annotators are above 18 years old.
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Figure 3.2: Questionnaire form

54



Chapter 4

Corpus Annotation

This chapter discusses the corpus building of the Arabic Online Metaphor (AMC) [E.T| with
sentiment and other categories. The categories are specified on the basis of the practical
purpose of extracting metaphor information and sentiment. The chapter also discusses
the annotation process in detail, which includes the schema and the metaphor annotation,
different structures, and challenges in the online context. The discussion section discusses
evidence of the changes in the form of Arabic metaphors in the online context. Also, the
use of contemporary Arabic metaphor to indicate an opinion.

4.1 AMUC construction: Introduction

In our corpus, we find that metaphor in an online context is affected by meaning and literal
sense. For example, we found that the meaning must be annotated to understand the polarity
based on the context. Once the annotators understand the meaning, the sentiment can
be specified. In practice, to identify sentiment with metaphor, a process for classifying
metaphors and word disambiguation is required, which was applied in the SentiFig system
for the English language in Rentoumi (2012)). So, the annotation for meaning was essential
before the sentiment annotation.

When it comes to constructing an annotation schema, the structural differences in
languages have led to different methods of constructing a corpus. From the perspective of
computational linguists, differences in the construction of a corpus depend on the preferences
and features of the language to be specified (Garside et al.,|1997). However, this is not the
case for the unpredictable Arabic online metaphor, as there are no specific features to follow.
The schema was designed purely for practical purposes. Hence, the schema reveals the
pattern and the feature extraction. To clarify, previous studies have annotated metaphors
using a standard concept such as MIPVU (Metaphor Identification Procedure VU University
Amsterdam). Some studies used the SemEval-07 schema to annotate metaphor data such
as S. Mohammad et al. (2016) to add new annotated data to the same group of data. Our
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schema was designed specifically for Arabic online metaphors in its specifications. The
schema was designed not to add to a specific lexicon for Arabic but for practical use for the
computational aspect of the study.

Although the new schema was influenced by VU Amsterdam, it is different from that
schema based on the purpose and the structure of our data. For example, we used the OXygen
tool for annotation, whereas XML was used for their annotation. The VU Amsterdam Corpus
annotated each word of each sentence by lemma and part of speech. The annotation has
different tags for literal and unknown metaphors. Also, the VU Amsterdam corpus annotates
all the words of each sentence and identifies metaphors through the annotation, whereas our
annotation involves extracting the metaphorical context of each review and specifying the
metaphor terms for annotation. One of the research aims is to design a schema to annotate
Arabic informal metaphorical terms with sentiment because building an Arabic metaphor
resource is the foundation for further work with an advanced technique for training and
testing.

The vast majority of studies conducted on the Arabic metaphor discussed the metaphor
conceptually only. These studies discuss the challenges and suggest approaches without
experiments. However, many studies on identifying English metaphors have used supervised
and unsupervised datasets. Regarding conceptual studies in Arabic, there are limitations
when it comes to building a figurative dataset. For example, Alsayat and N. Elmitwally
(2020) discussed the identification of Arabic sentiment analysis on all linguistic levels.
That study built an Arabic figurative dataset for hyperbole and simile by annotating about a
thousand sentences using manual annotation by two Arabic speakers. Although that study
discussed examples of simile in regular text, annotations were performed in Qur’anic text.
The Qur’anic text is miraculous and has a fixed structure and sentiment, as discussed in the
previous chapter. The data involved in the study of N. S. Elmitwally and Alanazi (2020) did
not have a data collection source, but the examples represented in the study showed that the
data came from Qur’anic text. In addition, no previous studies have been conducted for the
construction of the Arabic metaphor corpus. The limitations of the datasets which have been
built are that they were solely for linguistic studies and for specific domains in particular
dialects. For example, Faycel (2012) conducted a study to build an Arabic metaphorical
proverbs dataset in the food domain for social science and psychology in the Tunisian
dialect. In addition, Reyes and Rosso (2012) collected Arabic everyday metaphorical terms,
proving that the metaphor is not only used in poetic and rhetorical contexts but could be
used informally in everyday speech.

In Raii (2009) dataset was divided into multiple categories such as terms for location,
time, and politics. Similarly, Gholami et al. (2016) conducted research on metaphor
translations from Islamic books into English, which explained and analyzed the metaphor
conceptually for the linguistics field. Previous studies collected data comprising regular
Arabic metaphors, which means MSA, dialectal Arabic, and classical Arabic metaphor.
The dialectal and MSA in Reyes and Rosso (2012) have a certain format, which is a

56



Chapter 4. Corpus Annotation 4.1. AMC construction: Introduction

metaphor that comes as a verb itself rather than as an object or as a symbolic term. For

example, as o O A e means ‘October pass fast’ in a literal sense; they consider the
metaphor in the verb (pass) as logically months cannot pass. In addition, they are in speech
in day-to-day life, which may be similar to the social media ones, but not in the same types
and variety structure of this research. In addition, Gholami et al. (2016) has the type of
text that is written in classical Arabic or MSA and is the standard structure of the Arabic
metaphor. Whereas the metaphors collected for this study have different forms starting from
one term to dialectal proverbs.

For example, the sample data contained expressions that were considered as metaphors
but which did not have the regular structure of an Arabic metaphor. The irregularity in
those expressions could be seen in the absence of the forms which construct standard Arabic
metaphorical sentences. Therefore, the linguistically built metaphorical Arabic datasets in
previous studies which could have been used and tested were not appropriate for the purpose
of the current study, as stated above. In addition, they are not accurate for any study in
identifying the sentiment and the metaphor, unless there is a previous labeling.

We therefore designed an Arabic metaphor schema and created a unique annotated
metaphorical dataset with sentiment, meaning, and context for the Arabic language by
analyzing the new Arabic online metaphor structure. The new dataset can be considered
as the foundation for the current study, but it is also a potential source for testing and
developing work in the future. In addition, the new schema has the possibility of being used
as an additional annotation tool.

This chapter describes the core work of this research. There are sections and sub-sections
explaining the design of the new schema and the annotation in the context of the challenges
and uncommon metaphor structures which were encountered. The annotation work shows
the challenges of manually annotating Arabic metaphors and also shows the impact of the
Arabic metaphor on the identification of sentiment. The impact was shown by evidence
from Arabic online metaphor examples.

In the results section, we present the statistical information of the generated AMC corpus.
The table {.1] has the frequent number of different ranges of review lengths in the AMC.
The table divided the AMC into different categories based on the reviews’ lengths and the
polarities. Such statistics are important to show the majority lengths of the AMC reviews
4.4l In addition, the table shows the highest percentage of the polarity taken from the gold
standard annotation [4.I] Moreover, it shows the percentage of the highest category range
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of lengths. The length affects the annotation decision. So, the percentage used to show
that the AMC contains only %7 of the lengthy reviews. In the conclusion chapter [6.1] I
shall discuss the limitations of the current study, one of which is the specific domain of the
dataset, which was book reviews. Other limitations are the specific type of Arabic metaphor
and small amount of Arabic metaphor reviews.

4.2 Arabic Metaphor in online context

The annotation produced the Arabic Metaphor Corpus (AMC) as a result. The AMC
was annotated mainly for sentiment and metaphor information, while the other categories of
meaning, theme, context, and part of speech were added to identify the Arabic metaphor in
an online context for practical purposes. Metaphor, in general, is one of the most widely used
linguistic devices according to Jakobson (1956)), but the Arabic metaphor has previously
been widely used in poetry, which considers the elegance of the Arabic language.

The structure of the Arabic metaphor has three pillars. Arabic metaphor by definition
has a structure opposite to that of the Arabic simile (Alsiyat and Piao, 2020a)). A simile
has three essential elements: likening, device, and trait. Metaphor can be defined through
simile only when the tool is deleted, which defines metaphor. The first pillar is likening
al-mushabbahu things or concepts and has an object which is projected as a simile onto
either a thing, a concept or a person. The second is Adatu at-tashbihi means the simile tool

is a device used to link the two elements of the simile together, which are J.w means ‘like’,

S means ‘as’, W tushbihin means ‘to look like’. al-mushabbahu bihi is also a thing or
a person that is related to the first pillar.

The Arabic word is a simile, except for the simile device Adatu at-tashbihi and the other
pillars replaced with a trait that indicates an absent object. In Alsiyat and Piao (2020a),
Arabic metaphors are grouped into two main types as shown in Figure [4.1]

However, Arabic metaphors can have different structures depending on the type and
context. For example, metaphor used in the Qur’an has a different structure from metaphors
used in a regular context, as the Arabic Qur’anic metaphor is miraculous, whereas the
metaphor has a regular structure in regular Arabic writing. In the online context, as
discussed in the previous chapter, the metaphor has changed to an expression or a phrase
used to express an opinion. Arabic metaphors have changed to adapt to the online practice
of communication, which means that metaphors have become short for rapid use. As a
consequence, the structure of the Arabic metaphor in the online context changed to be
represented as one symbolic term to adapt to the rapid use. For example, the Arabic
metaphor in the online context uses semantics to describe opinion. Clarify a symbolic term
such as food, drug, and weapon to express an opinion.

The problem arises in identifying Arabic metaphors in practice as there is no reliable
resource for the Arabic language for metaphors expressed with sentiment. In addition,
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The solider fight as a lion.

(Simile)

//

e

The solider roars in the war.
(Implicit metaphor)

The lion shoots the enemy.
(Explicit metaphor)

Figure 4.1: Example shows the differences between metaphor and simile

there is no reliable Arabic lexicon resource that can be relied upon to identify a metaphor,
such as English metaphor identification. English metaphor identification is based on a
lexicon categorized by part of speech, which meets the requirement of violating verb/noun
agreement, such as WordNet and BNC.

In comparison, Arabic has large lexicons, but they were built for Arabic sentiment
analysis. Another problem caused by the lack of resources built for Arabic metaphor is
the identification of sentiment in a metaphorical context. Furthermore, as discussed in the
previous chapters, the Arabic online metaphor has its own specification for being interpreted
as a figurative feature of the Arabic language, not to mention if it is in an online context. So,
for the identification of sentiment, an online metaphor needs to be interpreted in advance.
Most of the previous studies on automatic metaphor identification in relation to sentiment
for the English language rely on annotated data. However, advanced methods need a large
amount of data to predict metaphors without prior annotation. Advanced methods such
as word embedding, neural networks, short-term memory (STM), and machine learning
algorithms.

4.2.1 Why using the traditional method of annotation rather using an
annotation tool?

"There is no publicly available text annotation tool that supports Arabic text annotation
efficiently" (Al-Smadi et al., [2015). The previous statement is applicable to the automatic
annotation tool as well. This means that there is no publicly available Arabic annotation
tool to automatically annotate an Arabic text efficiently. The reason is that no tool can
automatically collect the sentiment, part of speech, meaning, and other categories. There
are Arabic annotation tools for certain types of text, such as semantics, morphology, and
sentiment. The tools are not targets for our purpose of annotating Arabic metaphor. The aim
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is to find an Arabic annotation tool that can be fed with guidelines to annotate the Arabic
online metaphor similar to BRAT, which is made for the English language. MADAD Al-
Twairesh et al. (2016) is a web-based Arabic annotation tool. It has a friendly user interface
and features to add the annotation schema. Itis one of the tools that may fit the annotation for
the Arabic online metaphor. However, the tool is not available for use or testing. AraBERT
Antoun et al. (2020) is one of the annotation tools available for Arabic text for sentiment,
named entity recognition, and question answering. The tool is made for classification, but
it is not for manual annotation to use for Arabic text.

Find a tool to manually annotate the Arabic text with regard to metaphor and sentiment
from English language tools. BRAT for example Stenetorp et al. (2012) could be one
of the options, but it does not support the Arabic language. So, it cannot annotate the
Arabic text using Arabic tags, nor automatically recognize the Arabic text type. Although
there are some attempts by developers on GitHub to adapt the BRAT tool for the Arabic
language, it is still not sufficient to use. It has not been officially added to the tool website.
However, some studies have used BRAT (Stenetorp et al., 2012) to annotate Arabic text for
the analysis of aspect-level Arabic sentiment analysis (Al-Smadi et al., 2015)). They used a
SemEval2014 configuration file for annotation to create the annotation schema, which is not
applicable to our research. The Arabic metaphor requires a new schema to accommodate
its unpredictable structure. Therefore, our schema has been adjusted to fit only the cases
necessary to show the impact of Arabic metaphors in the online context on sentiment. For
example, we added another layer of annotation during the process to determine the text that
clarifies the metaphor term, specifying whether the context is before or after the metaphor.
However, annotation schemas from the English language are used to annotate. So, based on
the previous discussion, the Arabic Metaphor corpus was annotated without an annotation
tool and following a newly created scheme using the XML editor Oxygen. Basically, the
XML tags were created prior to the annotation; then the schema was extracted. Then we
extracted and analyzed the features of the Arabic online metaphor to show the impact of
metaphors on sentiment.

4.2.2 The Experiment

In this section, the annotation process and schema design are explained, as well as the target
dataset, which was LABR, and the manual selection of Arabic metaphorical reviews. As
has already been explained, LABR is a publicly available dataset containing 63,000 book
reviews annotated at the sentence level. It is one of the largest Arabic datasets for sentiment
analysis. The fact that the LABR contains book reviews was one of the reasons for choosing
it as a source because people tend to write more about books in reviews, as shown in
the repeated lengthy reviews in the dataset. Reviews containing metaphors were carefully
selected from the dataset following our criterion for selecting metaphorical expressions that
had polarity. For example, we ignored sentences that contained metaphors as a citation from
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a book. Also, from lengthy reviews, we selected only the part which combined metaphor,
sentiment, and the main opinion. For example,

Jbgf‘ :}‘ dji Lﬁ"‘"“'
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‘I like the last part the most, which said:
“and the beach settled and I heard the water
machine whirring and I felt the coldness in my body

)

In this review, the reviewer gave a quote from the book that contained a metaphor, but the
metaphor part of the review did not contain sentiment or give the writer’s opinion of the
book. Reviews that contained facts, which are considered as natural polarity, were counted
in the annotation. Also, we ignored sentences which had two contradictory polarities for two
different aspects of the book. However, we did include parts of the sentences that contained
a metaphor. We wanted to have one polarity in each sentence, with versatile cases and types
of metaphor.

The sentence Jlo )l jl£ & opmgl, Owll K Loslog i), ‘Wonderful.  And
shocking to all those burying their heads in the seas of sand’ is one of the cases which
had two distinct opinions of the book, with a factual statement at the end of the sentence,
which included a metaphor. We ignored such cases because the metaphor part did not
have any sentiment. The manually collected and annotated dataset accurately shows the
metaphorical Arabic discourse used online.

4.2.2.1 Designing the annotation schema

The annotation schema was designed to interpret the Arabic online metaphor with sentiment
in order to extract information and show the impact of metaphor with sentiment. The task
involves finding the accurate elements and attributes to fit the aim of this research. Because
the annotation is based on extracting information. So, the annotation elements and categories
should fit the aim. In our case, the schema was designed first to interpret the text to extract
information and show the impact. For example, the metaphor should be interpreted based
on context and sentiment as well. After the annotation, the feature extraction was extracted
from the annotation. While the impact of metaphor is shown during the annotation as well
by the different sentiment annotations of the same metaphor in different contexts. The
elements of the schema involved the before and after context to specify the metaphor, hence
sentiment. But during the annotation, the meaning plays a significant role in interpreting
metaphor and sentiment, which will be explained in detail in the coming sections.
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The design of the schema started from the previously mentioned concept of fitting the
purpose of the annotation. These rules for semantic annotation were sufficiently detailed
to enable them to be used with any language for general semantic annotation. The rules
in general can be categorized for different purposes, so the overview was that semantic
annotation should not follow the rules, but should be based on factors such as the language,
aim, and domain. However, we did use some of those rules since we had one semantic field
on which to work, which was metaphor. The schema was primarily designed for identifying
metaphor and was divided into the two types of metaphor, formal and informal. Informal
metaphors usually occur in a sentence as an expression of an opinion which defines the
sentence polarity, whereas formal metaphors have the full regular structure of Arabic.

The design of the annotation schema was influenced by Krennmayr and Steen (2017)),
but was modified to fit the computational aspect of this study. For example, the context
before and after a metaphor term was added to identify the metaphor, while Krennmayr
and Steen (2017)) annotated the entire sentence and identified metaphors during annotation.
Specifically, the VU Amsterdam Corpus Krennmayr and Steen (2017) annotated the sentence
and theme in metaphoric form if there is a metaphor in the sentence. So, the corpus was
specifying whether there is a metaphor in each sentence or not. Although our reviews
collected all contain metaphor annotated with metaphor term, sentiment, theme, context
(before and after), part of speech, and meaning. So not all sentences annotated only the
metaphor expression from each review collected with its context.

The schema was designed to fit the purpose and the structure of the Arabic metaphor in
the online context. However, the schema may not be useful for metaphor in other languages
unless the structure of online metaphors in those languages is similar to that of Arabic. We
designed and annotated the schema using the Oxygen XML editor. This is an application
for generating an XML file which can be assigned to a friendly user interface. The schema
was designed to identify metaphorical words. It was divided into three basic attributes,
metaphorical meaning, metaphoric meaning and context. The metaphorical terms have two
types: formal and informal metaphor, according to the part of speech. The literal meaning
can be identified as a near synonym to the metaphorical words. Also, a literal tag was used
to find the metaphor’s meaning, which facilitated the process of identifying the sentiment.
The inconsistent structure of Arabic online metaphors in XML was shown in an Excel table
with specific categories; for example, a metaphor written in an Arabic dialect prefixed with
a pronoun to indicate the future tense, as shown in Figure @
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However, the annotation considered the litter —a in the word _p=l.s means ‘will” /(
~>k; which means ‘licking’) as a pronoun as it was new to the regular Arabic structure,
and the context would make it possible to identify a metaphor from the neighboring words.
The genre element was specified to define the topics related to each sentence, which could
be a good resource for statistical information. The genre is represented by four domains of
the dataset: the book, general, the writing style, and the author (see Figure 4.6).

Those genres were categorized according to the frequency of the subjects used in the
reviews. Although there were metaphorical sentences with different topics in the gathered
dataset, those sentences were too few to group in another genre. So we chose the theme tag
with the topics as attributes with "Name’ type using Oxygen feature to produce an automatic
schema. The general genre was most used to describe an overall opinion of a book and the
topics which were discussed in it. The general genre was also represented by the reviewer’s
comment on the incidents, characters, or conclusion of the story. The writing style genre
is used for reviews which describe the author’s approach to writing. The author genre is
used in reviews which criticize the author’s work. The genre tag was used to specify root
and word id tags. Some sentences had multiple genres with different sentiments, but those
sentences were annotated according to the part which contained a metaphorical expression.
It should be noted that sentences which contain two genres and sentiments can be a potential
topic for aspect level annotation in future work. To illustrate, the schema for each sentence
applied to different levels:

* Annotate the metaphorical words according to their type.
» Specify the meaning of a word which is the nearest meaning to the metaphorical word.

* Annotate the context, looking at the three words before and after the metaphors based
on the sentence length.

» Specify the part of speech of the above tags.

* The genre tag, which is defined as a sub-tag for each sentence.

4.3 The annotation

This section describes the annotation rules for the two stages of annotation: the metaphor
identification annotation stage and the sentiment classification stage with the gold standards
for the overall and metaphor, and discusses the details of the annotation for each annotation
category: the metaphor type, the hidden meaning, the context, the theme, and the part of
speech for each metaphorical section, in addition to the manual annotations of sentiment in
the review and the metaphorical section.
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4.3.1 Annotation guidelines

In this sub-section, the guidelines provided to the annotators are explained, but the annotation
will be described in detail in subsequent sections. The guidelines provided were similar
to those provided for the data collection. For example, different Arabic native speakers
were asked to collect the reviews that contained new Arabic online metaphors and then
to annotate those that appeared in the selected reviews. So the guidelines were similar to
those for the data collection and slightly different from those for the annotation. Manual
annotation was performed in two stages. The first stage of the annotation was adding XML
tags of metaphor, genre, meaning, and context. The second was the creation of an Excel
table of overall sentiment and metaphor sentiment. Automatic annotation was evaluated
and compared with the manual annotation. The guidelines for the two stages are given
here whereas the actual annotation details will be explained in the following sections. The
guidelines were:

* The annotators were provided an annotated sample of XML tags for a review with all
tags. Also, each tag was explained.

* The reviews provided were not annotated in full; only the section containing a
metaphor should be annotated.

* The annotators were asked to select new metaphor terms which combined opinion
about the book and the sentiment, as there were cases of metaphor which had no
opinion but only a quotation from the book.

* Each tag was provided with annotation instructions. For example, the part of speech
(POS) tag was annotated using NLP Stanford POS list, so the POS list was provided
for use during the annotation. However, NLP Stanford did not recognize the correct
POS for some of the Arabic dialectal pronouns, so the POS was annotated by one of
the native speakers rather than both annotators. This means that the POS, genre/theme
and metaphor type were annotated by one of the annotators as those categories would
not affect the annotation quality but were added as resource for the corpus.

* The reviews were provided in the form of an Excel sheet for the native speakers to
annotate the overall sentiment.

* For the metaphor sentiment annotation, the metaphor was labelled from the first tag,
so the annotators were asked to identify the sentiment for the metaphor section.

4.3.2 Annotation in general

As already explained, the manual annotation process was done in two stages as we wanted to
use them in practice after we had collected the metaphorical data. The first annotation stage
involved annotating the metaphor with metaphor type, genre, meaning, and context. The
second stage was annotating the overall sentiment of the metaphor section. The annotation
started with XML tags which were later conggrted to Excel tables to facilitate the analysis
and extract information. The annotation started with the sentence as a root tag and each
target word was manually identified and classified in a metaphor tag according to its type.
The literal meaning was derived from the target word (the metaphor) and identified for its
POS. The literal tags, as already mentioned, were specified by finding the nearest synonym
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to the target word. However, some of the informal cases had to be specified as sentences to

clarify the meaning. For example, the informal metaphorical expression d\.u\.u, which
means ‘scattered me’, was identified by literal tags as a sentence (nd! Gude / ‘brings
the nostalgic’. The literal tags were designed not to express the literal meaning of the
metaphorical words, but the meaning behind them. For example, o J..J‘ - & 5 a7 means
that the context is unusual, whereas the precise meaning is that ‘the birds sing out of the
group’. Furthermore, the genre was annotated according to the topics specified above. Each
review was expected to have one topic with one sentiment, but some sentences had multiple
genres and sentiments, so the annotation in this case focused on the part which contained
the metaphor and ignored the parts which did not. For example, the sentence

oYl &2 Lles lues Bodn &)
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‘so exciting novel and so creative’
‘But the end burn my blood’
‘it could be better than this’

has two aspects, one expressing a good general idea about the book and the other expressing
in detail the bad conclusion of the novel. The genre is specified not just as a classification of
the topic but as a previous context of the target word as a formal metaphor. As mentioned
before, some reviews had two aspects of sentiment, but others had one expression of neutral
sentiment with another sentence of positive sentiment. In our annotation, we took the
positive aspect which elucidated the first part, and both sides complemented each other.
This case is different as it contains one topic with a different sentiment rather than two
topics with two sentiments. Also, the metaphor was our main goal, so we annotated and
elucidated the second part.

However, the context tag cannot be identified for the informal words as it is assumed that
it is basically a metaphor. In the annotation of one expression, we omitted the context tag.
Informal metaphors with one expression were regarded as metaphors because there are no
words to show the metaphoricity of the sentence. In each formal metaphorical sentence, the
target words were defined and the context words were classified using the three words after
the target word. In sentences in which the metaphor occurred at the end of the sentence,
the context words were the three words preceding the target words. In exceptional cases
where we could not use the three following words and the metaphor occurred at the end of
the sentence with only two words of context preceding it, we omitted one of the context
tags. It should be noted that this concept was compatible with the generated dataset, but not
for any data. When it comes to sentiment detection from the features defined according to
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the trained dataset, one expression was assumed to be a metaphor but not an expression of
sentiment. It was necessary to decide whether it is always positive or always negative. In
such cases, the one expression of a metaphor was swapped with the literal word to facilitate
the process of identifying the sentiment. So the previous concept is not appropriate for any

data as one positive expression such as a5 b / ‘amazing’, which is considered to be a
literal expression in another dataset, cannot be classified as a metaphor because of the
pre-trained dataset for semantic annotation and word embedding classification. In addition,
the classified target words need further classification by tagging the type of metaphor and
the PoS. The table above shows the XML representation of the tags mentioned earlier (see
Figure Problems arose with informal metaphors because a "one-expression metaphor’

has a different meaning and sentiment from what it shows. For example, ala= means
‘dangerous’ as its literal definition but ‘fabulous’ as its metaphorical definition. Another

example is & | A=, which means ‘scattered me’ in its literal sense whereas its metaphorical

meaning is positive, which is ‘make me nostalgic’. Also, in the sentence 43§ Jle ~d
gT;Liif‘)H, which means ‘An effective weapon for combating depression’ that the book is a

cure for depression as a motivational implication. However, »M_. meaning ‘weapon’
is interpreted as a negative word when it comes to the ser%ment. So identifying
metaphors including sentiment was not only challenging in terms of finding the meaning
and identification, but also for finding the sentiment, which can be identified by using
the pre-trained dataset . The challenging aspect of informal metaphors which have one
expression is not just the implicit ambiguity, but the fact that they are derived and invented
as a fortuitous expression in everyday conversation. Also, the expressions ossl> and
{a< mean ‘wonderful’ and ‘amazing’. Another case of an informal challenge is when a
metaphor comes in a two-word expression because the two words are essential for the term
to be classified as a metaphor. In this case, we annotated the two words as a metaphor. In
fact, informal metaphors have different cases because of the irregular structure of Arabic
metaphors. A formal metaphor has The complexity of identifying a metaphor does not solely
depend on the intuitive nature and the ambiguity; it also depends on the complications of
the Arabic language structure. In Arabic speech, MSA in particular, metaphor can be used
as an interlapping loop of description as it strengthens the author’s evidence to convince the
reader. For example, the review
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‘This story speaks to the soul and brain.’
‘and compose between the confusion of thoughts and self doubt’
‘until it picks it as a tear then those words comeback to cure that’

has two metaphorical sentences, which is another irregular case for annotation. The
sentences were annotated starting with the first sentence, which has a context that is
metaphorical, so the context was annotated as a sub-tag metaphor with a literal and another
context tag. Metaphor has a compound nature as well, and the sentences in our dataset
showed that metaphor can come in a two-word combination. The two words complete the
full meaning of metaphor, which is known in Arabic as an expression used in specific forms
such as proverbs. The annotation in this case was based on the type of the Arabic sentence.
Grammatically, Arabic sentence types are divided into two: the nominal and the verbal type,
and the PoS will be classified according to the type of the sentence. However, the type of
metaphor will retain the same classification as those expressions known in the language.
The reason for this is that those expressions are considered as MSA. Evidently, Reyes and
Rosso (2012) noted that the metaphors collected are invented in everyday life, so they are
dialectal and not standard Arabic or MSA, and they are used in different contexts with full
expression and pillars of the Arabic metaphor. Another compound case is when a review
had continuous metaphorical sentences containing two-term expressions, meaning that this
case is a combination of two cases, one of which is the two-term expression and the other
sequential metaphorical sentences. For example, the review
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‘Who born the good, it will born for him a chicks flying with pleasure’
‘Who born the evil, it will plant for him the trees with heartbreak thorns and the fruit of regret’
‘God mercy who avid other mistakes and enjoy what is obvious and clear’

has two metaphorical expressions annotated irrespective of the neglected part which does
not contain the metaphorical expression. In the annotation, the review is represented by a
metaphor tag with nested metaphor tags inside the context tag for the first one. We faced
another case of metaphor annotation which is proverbs. Proverbs are frequently used in
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Arabic and are based on Arabic culture and history. As already stated, there is a previous
study of Arabic proverbs in the linguistic field (Farra et al., 2010), but it was limited to
the domain of proverbs. The annotation was based on the overall meaning and the literal
meaning of the proverbs. There are usually no context words for proverbs as the whole
expression is regarded as a metaphor. This is because proverbs usually signify semantics,
which are traits and adjectives, to express the meaning. In the literal sense, the nearest
synonym can be identified using single words which carry the main meaning behind the

proverb. In our dataset, the proverb § Jo.'é.n 2%, g means ‘can the moon be hidden?’
which signifies something famous and well-known, so the literal tag specified as ‘famous’
was applied. For example, the proverb M\ 3 | literally means ‘the poison hidden
in the honey’, which indicates that bad thoughts in the book are deliberately presented in a
good way which cannot be interpreted by others. The parts of speech for those expressions
were classified as a nominal or verbal sentence. In the review,

A3 Y1 Ladl) sy LN 1Y ) el iy g 2051 Y

‘I do not hesitate to put the highest stars for this book and this high class literary story’
‘it touches the cord of my heart and I like through’
‘this story the Constantinople and the suspension bridges’

Some sentences used metaphor, which is one of the hyperboles used to highlight the
reviewer’s opinion, whereas the sentiment can be understood from the context without
the metaphor part. In this case, we took those sentences into consideration for annotation.
For expressions which were identified as being entirely composed of metaphor, the literal
tags were specified by finding the hidden meaning of the expression. For example,
L Cs =dl e alal means ‘create something soft from a stone’, which means that
the novel was influential. The writer was referring to uncertainty about the novel, so the
interpretation had to be general, although the meaning is understood that the novel can affect
him/her to be kind or soft. Although we were aware of the MIPVU schema’s efficiency, the
intention was to have a new schema adapted to the Arabic metaphor structure as well as to
achieve the research purpose of metaphor classification.
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The MIPVU is the standard method of the metaphor definition for annotation. Means
it defines the steps of identifying metaphor this including the annotation assessment, which
is known as Inter Annotator Agreement (IAA). Our annotation method certainly follows
the standard aspect of this protocol. The annotation follows the identification of metaphor,
the inter-rater agreement, and the final assessment for the reliability. However, the details
steps of MIP to identify the metaphor have not been followed precisely. As the Arabic
online metaphor has a different structure than the English language. Means that the Arabic
online metaphor is even new to the Arabic language itself. So it cannot be compared to the
English language. However, the annotators were guided by a list of annotation guidelines
and instructions to annotate the metaphor and sentiment[4.3.1]

4.4 Corpus annotation categories

The previous section discussed the annotation in general, explaining the cases faced during
the process, but the annotation categories were only mentioned briefly. In the following
subsection, the annotation categories will be discussed in more detail.

4.4.1 1ID number

The id number refers to the sentence number from the corpus. These numbers were applied
sequentially to organize the annotation as there were similar metaphor terms annotated in
different sentences. The id number specified in the XML tags was

(s no="") (see annotation sample [4.6).

4.4.2 Genre/theme

The theme was specified based on the subject of the metaphor term. For example, in Figure

, the theme word was specified as ‘book’ uhf, so the metaphor section, which was J,a
JTP g a==> 9, Which means ‘It killed its pain and its beauty.” is referred to in the book.
So the theme is for the metaphor section, which means the word location in the reviews is
far from the annotated metaphorical expression However, the theme was sometimes
far from the metaphorical expression. So we annotated the theme word from the general
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context, which was not necessarily included near the metaphorical expression context. For
example, the review theme

1AW o il ey &K
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‘So . hurtful. and wonderful till intoxication !’
‘well versed work, incomparable to any other work’
‘I loved the horses from Nasar Allah novel this one*: fascinating. period’

was annotated as general because the only word which indicated the generality of the

review was the word Jf which means ‘work’. So, the annotators specified the theme based
on this rule. In circumstances where there was no word in the review to indicate the theme
type, meaning that the metaphor expression referred to an absent target, we assumed that the
review was about the general domain, which is ‘book’. For example, proverbs have no word
to specify the theme as a proverb could be stated for any similar situation. We therefore
also assumed that the theme was about the book. In this case, we annotated the theme word
using the word which most explained the metaphor expression. An example was 2 )'T:.J‘
J.NJL which literally means ‘the poison in the honey’ which is an indication of deceit. The
proverb has no word which specified the book, but since the data were from a book review
domain, the proverb’s aspect was assumed to refer to a book as well. In addition, the entire
corpus has only one aspect, which was book, so the reviews were all about books, but in
different categories. So we specified the theme types based on the frequency of the review
topic. Although there were reviews which did not directly discuss the book rather than the
book content or subject related to the book, the theme types were still specified as general.

4.4.3 Metaphor types

The main metaphor types are formal and informal, but we grouped both types in categories
based on the literal appearance of the metaphor term. The categories for the informal terms
could be considered similar to the semantic categories, but for the metaphorical terms, the
categories were food, drugs, illness, and so on, as previously explained. Formal metaphors

were grouped based on the term’s PoS. For example, the formal metaphor term in {4.6|
J= means ‘kill’ and was specified as a verb. The metaphor in was annotated as
formal because the term was written in MSA and the review had the Arabic metaphor’s full
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<?xml version="1.0" encoding="UTF-8"?2>
<sentences>
<body>
<s no="1"> delad wxlins <genreT Type="general">uxlia</genreT>
<metaphor Type="Verb">
<Informal>wxiu</Informal>
<Tword Type="MD">:</Tword>
<Tword Type="VBP">puxl y</Tword>
</metaphor>
<literal>
<Tword Type="VBP">d jix</Tword>
</literal>
<context Type="before">
<Tword Type="NN">¢ Ls3</Tword>
<Tword Type="PRP">J</Tword>
</context>
</s>

Figure 4.2: Informal Metaphor

structure. In the metaphor J..S means ‘kill’, it refers to é J\J means ‘history’ and the cause

is 'qut:)‘ S 3 093/ it written in the history book’.
n the review [.2] the metaphor was specified as informal because it was written in the
Egyptian Arabic dialect and did not have the regular structure of an Arabic metaphor. The

metaphor specified as J..’J..a means ‘will lick’, which is an indication of confusion, prefixed
with o ‘H’, which means ‘will’ in dialectal Arabic, and the metaphor referred to an absent

target, which is the book. &&les/ ‘your brain’is a context which specified the metaphor. We
considered the different structure of online writing which follows the dialectal pronunciation.

For example, in 4.2] the ‘H’ o in the metaphor was considered as a pronoun during the
annotation. However, the pronoun and the part of speech were not included in the corpus
excel sheet. Cases of Arabic metaphor dialectal structure appearing during the annotation
were observed and discussed as one of the annotation challenges.

4.4.4 Part of speech

The PoS was specified for each annotation category. Stanford could not recognize the

negation and the demonstrative pronouns written in dialectal Arabic. For example, e and
> mean ‘not’ and ‘this’ respectively. So, the Stanford does not have the correct PoS for all
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the annotation categories as they are written in dialect. For example, in the review _je (>

Ol = 6> AL/ ‘this is not a country this is corral’, the word _¢>, which is one of the
annotation context words, means ‘this’, annotated as a noun using Stanford for PoS. So, the
part of speech categories were annotated by the annotator using the part of speech tags from
the Stanford tagger. For example, we use ‘NN’ to indicate the noun. The ‘NN’ used in this
form of writing in the Stanford automatic annotation for part of speech.

4.4.5 Metaphorical meaning annotation

The category was annotated based on a metaphor’s hidden meaning, and the literal meaning
is the translation of each metaphor term, which was identified during the discussion and is
shown in Table [4.2] The literal meaning is one word of the metaphor term’s meaning, so
the annotator used the closest meaning to the metaphor term. For example, in Figure 4.2]

the metaphor «leles g~ which means ‘will lick your brain’ was annotated as a notion
of confusion. There were also cases where the metaphor came as a one-word metaphor and

had a meaning for a one-word metaphor. For example, U2+ Mmeans ‘eggs’, which was
annotated as ‘bad’. For the literal annotation, the PoS was specified for the literal annotation
as well. In addition, all meanings in the metaphoric sense were specified by the annotators.

4.4.6 Context

As already explained, the context is the three words before or after the metaphor term,
and the type of the context is the location of the context words in relation to the annotated
metaphorical term. Punctuation was considered in the context annotation. Punctuation
affects a metaphor’s meaning and specifies the type of the metaphor term. For example, if
a full stop comes after a metaphor, it specifies a stand-alone metaphor. An example is
o~ S TR VED u.o : /‘Eggs. from my opinion my uncle’, where the full stop
comes after ‘eggs’, which is the metaphor The context words were specified based on the
words used to interpret the metaphor, whether they come before or after the metaphorical
words. The context word’s PoS specified this.

4.4.7 Sentiment analysis annotation

The Arabic sentiment analyzer was used to predict the sentiment. Mazajak is an automatic
Arabic sentiment analyzer with a friendly user interface. It is a web-based analyzer; it
accepts Arabic text only as input in a dialog box. Then it predicts the polarity with a choice
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of correcting the polarity if it is wrong. fa s slws & S~ 3V AV T think i broke
my fast on an onion’ is an Arabic metaphor expression, and the automatic sentiment analyzer
Farha and Magdy (2019)) predicts it as positive polarity. If a sentence starts with a positive
opinion of the writing style followed by a contrary opinion for the idea, the review ends with
a negative metaphorical expression. Logically, the annotation for the overall sentiment is
neutral since the sentiment analyzer is not designed to predict the sentiment aspect.
However, Mazajak sentiment analyzer seems to predict the polarity of the first section of
the sentence. This means that the sentiment analyzer cannot see the metaphorical expression
which occurs as an illustration of the reviewer’s opinion. It predicts the sentiment using the
literal words with polarity to specify the sentiment. Although the correct annotation was
neutral, the sentence was more on the negative side. So the sentiment analyzer could not
identify the aspect level, which is the number of negative/positive terms in each sentence,
to identify the polarity accurately and, most importantly, predict the metaphor section. The
metaphor is the last main opinion, which comes as negative towards the end of the sentence
and shifts the sentence’s overall polarity. The Mazajak Arabic sentiment analyzer neglects
the fact that a metaphor expression affects the accuracy of the prediction. Another example
demonstrates the previous fact using the automatic Arabic sentiment analysis:

Al Y e e ale ag LUK
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‘The book is really amazing! The first part is sarcastic’
‘But it didn’t make me laugh much, the second part that he tells about’
‘It’s about real situations that happened to him, truly amazing and has no solution’

The prediction was negative for the previous sentence, whereas the logical overall
annotation is neutral. It should be noted that the last section of the sentence has a positive
metaphor expression, and we have similar terms annotated. But the previous observation is
based on one sentence; however, it could be proof if there are multiple sentences with the
same behavior of the sentiment analyzer with metaphor. The Table [4.2] shows the informal
Arabic metaphor terms, which usually have a different structure of Arabic metaphor than
the regular metaphor written in MSA or dialectal Arabic. Also, the terms are translated into
English, assuming that they refer to a book with different categories, which are the author,
the writing style, or the general genre.
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4.4.8 Gold standard

In general, ’the Gold standard is a trustworthy corpus that is necessary for training and
meaningful evaluation of algorithms which use annotation’ (Wissler et al., 2014). In our
research, the gold standard is trustworthy annotation for a certain aspect of a text that can
be used to evaluate any automatic tool. It is not necessarily corpora; rather, it is another
human annotation used as a reliable annotation to assess the automatic annotation tool.
The gold standard was annotated by me following the same guidelines given to the two
annotators. I started with the overall sentiment analysis for all the reviews regardless of the
presence of metaphors, but some short reviews were all metaphorical, so the sentiment was
entirely driven by the metaphor. Moreover, as previously discussed, the LABR rating score
was used for long reviews which could have multiple polarities. The second round of the
gold standard annotation is to annotate metaphor expressions despite the overall polarity;
even the short reviews driven by metaphor had a level of ambiguity. The LABR data scores
were checked for short metaphors, and the annotation was different from the metaphor and
the writer rating. This means that although a metaphor had negative polarity, the rating

indicated the positivity of the expression. For example, iuas dadw 53 & ‘j DU 8O
means ‘This is not a novel, this is a neurogenic shock’, which was assumed to be negative.
However, the rating score for this review was five, which means that the writer wrote the
review positively. So in such cases of ambiguity, I followed the LABR rating score.

4.5 Inter-Annotator Agreement (Artstein, 2017)

This section discusses IAA (Inter-Annotator Agreement), which is the main computational
aspect of sentiment annotation, but the raw agreement will be calculated for other categories
such as metaphor term selection, meaning and context. The Cohen’s Kappa (Cohen, |1960)
metric was used to calculate the IAA using the following formula:

(Po — pe)

K (1= p.) 4.1
Cohen’s Kappa here was used for three categories, which are the three polarities: positive,
negative and neutral. As already explained, the annotators were given guidelines in the form
of written and verbal instructions. The two annotators selected online Arabic metaphors
based on the criteria provided The main criterion was to label new online Arabic
metaphors, which is the main purpose of this research. However, sentences that had
regular Arabic metaphors were labelled based on the concept of containing an online Arabic

metaphor. For example, metaphors written in MSA, which should have the regular Arabic
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metaphor structure, have the online metaphor structure. For example, &J ji means literally
‘alcoholic’, metaphorically romantic 4.2]is one-word metaphor, which is one of the Arabic
online metaphor forms in an online context. The tasks for the annotators were to label:

* the genre tag by choosing the genre type and the most indicative word from the review
which identified the genre type. For example, the general genre frequently occurred

with &g )1 “the novel’ and LUK\ ‘the book’.

* Metaphors were tagged based their identification as online Arabic metaphors.
Precisely, the new Arabic terms used in the online context were similar to those

used on social media, For example, ﬂ/ ‘eggs’ s one of the metaphors used on social
media platforms. The metaphor type was specified as informal if the metaphor had
an online structure and formal if it had the regular structure of Arabic metaphor.

* The literal meaning was tagged, which is the metaphor’s hidden meaning, based
on the closest literal meaning to the metaphor. We used the online dictionary
called al-ma?ani https://www.almaany.com/en/dict/ar-en/here to ensure the
familiarity of the word in the sentence’s context as there is online metaphor words
have no source as discuss in the previous chapter[3] Also, the meanings and dialects of
informal Arabic metaphors were authenticated by a questionnaire[3.10} The responses
were 107 of 100 informal Arabic metaphor. Some terms were not authenticated all
as the data were updated later to remove redundancies. In addition, the annotators
authenticated the meaning and the context, which is the main aim of this research. In
addition, some of Those words can be used between the Arabic dialects. Even so, we
authenticated the dialect of some of the Arabic online metaphors as a sample of the
dataset to prove the dialects most used in the new corpus.

* The context was labelled based on the metaphor’s location and the sentence length.
For example, if a metaphor comes at the beginning of a sentence, the context type
is after, and vice versa. If a metaphor comes in the middle, the context type was
identified based on the logical order, so that defining the meaning of the sentence
could help to interpret the metaphor.

The labelling process was discussed with the annotators based on the previous criteria.
The resulting scores of the annotators showed an agreement of the data of 0.16, which is in
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the range of low reliability. The different annotators labelled the same dataset separately.
The Cohen’s Kappa IAA was calculated to measure whether the agreement was reliable.
The observed agreement was the number of identical labels from the raters calculated as a
percentage.

The high IAA score from the annotators’ annotation is a proof of the clarity of the
guidelines from Artstein (2017)) perspective. Artstein (2017) discussed the process of
annotation from the perspective of the clarity of the guidelines. The study determined
the relation between the clarity of the guidelines and the reliability of the data by using a
repetitive process. This meant that every annotation process with unreliable data needed to
be re-written or the guidelines needed to be clarified. However, this did not occur in our
case as the data sample had 0.89 IAA, which meant that the guidelines were clarified. But
the TAA for the whole of the corpus data changed to 0.16, which is only a slight agreement.
The annotation process was affected by many factors. In our case, it is possible that the
data were affected by the size of the dataset and the length of the reviews, as discussed
before. This means that after we had calculated a bigger size with many metaphor cases,
the annotation changed.

Also, the level of ambiguity of the online metaphors presented a problem. For example,
some of the online terms could have two possible sentiments but no supporting context from
which to clarify the sentiment term, as discussed 4.6 elsewhere in this chapter. An example

is eleles u~>=dea which means ‘will lick your brain’, which could be either negative or
positive. So one of the annotators could decide that the polarity is neutral, whereas the
other might annotate the metaphor as positive. Moreover, the gold standard would regard
the term as negative.

4.5.1 Metaphor raw agreement

As discussed above, the raw agreement, which is also called the observed agreement, is the
number of compatible annotations between annotators. It was calculated using percentages.
The rate of the identical selection of metaphors was 70%. The 30% of unmatched annotations
had differences in the size of the metaphor expressions compared with the correct ones. For
example, some of the unmatched selections of metaphors were only different in the number
of words, but the metaphor was the same.

As an example, one annotator selected a metaphor as ~.ale=, which means ‘kidnap’
whereas the other chose lala= J.u- aale=, which means ‘kidnap my brain’, which is the
same metaphor but in the form of an expression, not a single word. In this example, there was

a partial match between the annotators, but since the point was to have identical annotations,
it was considered a mismatch. The annotations of both annotators were accurate. The first
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annotator considered the verb ".2le= which means ’kidnap’ to be a metaphor as the target
of this metaphor is the book, which is absent in the context. The other annotator considered
that ‘brain’ would clarify the context and used a metaphor phrase to interpret the metaphor.

Another similar example of a partial match is c".é, which means ‘opened’from one

annotator, whereas the other annotator’s annotation was J>'\ ﬁ) / ‘It opened up
another world for me’. Both annotations were accurate as the first annotator assumed that

the verb C:é/ ‘opened’ referred to the book, which is the general domain for the dataset. The

other annotator assumed that the verb J.>" 3 J 28/ ‘It opened up another world for me’
was explainable more from the subsequent words, which were also a metaphor. Another case
of raw disagreement is full mismatch; this occurs when both annotators make completely

different metaphor choices for annotation. An example of a full mismatch is o) z Al

comes to light’ from the first annotator and <as ‘obstacle’ from the second annotator.
The mismatch is the different metaphor choices from both annotators, which is 20%. The
agreement percentage was calculated based on comparing the metaphor terms chosen by
the two annotators.

Metaphor raw agreement

W FALSE

B TRUE

Figure 4.3: Metaphor raw agreement

4.5.2 Corpus statistics for manual annotation

This sub-section describes the general statistics of the Arabic online metaphor corpus. The
statistics are about the size of the corpus, the length, the number of tokens, and the percentage

77



Chapter 4. Corpus Annotation

4.5. Inter-Annotator Agreement (Artstein, 2017)

of each sentiment category.

Statistics of Data Strcucture of Arabic Meatphor Corpus

Category Value Unit
Size of corpus 1000 review (mostly sentences)
Language Arabic language

Fearture of corpus

manually annotated

sentence sentiment,

metaphor (words/MWEs),

metaphor sentiment,
metaphor meaning,
context of metaphor

Average sentence length 107.968 token
Longest review 1804 token
Shortest review 2 token
>=1000 tokens 5 token
<1000 toks and >=500 toks 32 token
<500 toks and >=100 toks 37 token
<100 toks and >=90 toks 24 token
<80 toks and >=70 toks 30 token
<70 toks and >=60 toks 31 token
<60 toks and >=50 toks 57 token
<50 toks and >=40 toks 53 token
<40 toks and >=30 toks 70 token
<30 toks and >=20 toks 99 token
<20 toks and >=10 toks 149 token
<10 toks and >=5 toks 90 token
<5 toks and >=1 toks 63 token
Positive text units 70% review (mostly sentence)
Negative text units 17% review (mostly sentence)
Neutral text units 13% review (mostly sentence)
1-10 tokens 153 15%
10-20 tokens 169 17%
20-50 tokens 222 22%
50 -100 tokens 195 20%
100- 1000 tokens 69 7%
The total number of reviews 1000

Table 4.1: Statistics of manually annotated corpus.
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Short and long reviews

m number of the reviews
between 40 - 1 tokens

m number of the reviews
between 1000 - 40 tokens

Figure 4.4: Manual annotation statistics

Table .| describes the number of tokens for different ranges. The statistics show those
numbers as the number of tokens, which are the lengths of the reviews. The categories are
divided with different ranges of lengths as they may affect the sentiment decision because
lengthy reviews have many factors which could change the sentiment for metaphor. The
category between 1000 to 40 was considered lengthy reviews. The category below the
previous category is short reviews. The corpus has a high number of short reviews. This
means the approximate proportion of lengthy reviews was only 36% of the total number of
reviews, whereas short reviews had 64% of the total number of reviews as shown in Figure
M.4 So, the corpus has more pure metaphoric reviews than the lengthy ones, which are
affected by multiple factors.

The figure above shows the short and the long reviews as proportions of the total number
of reviews. The smaller proportion of lengthy reviews could nevertheless affect sentiment
annotation decisions because the lengthy reviews could contain multiple factors such as
different sentiments, different metaphors, and different writing styles. However, most of the
lengthy reviews had sentiment combined with metaphor, meaning that the main opinion of
the book combined metaphor and sentiment. This example shows a lengthy review which
contained only one main opinion which combined a metaphor and sentiment, which comes
at the very beginning of the review, followed by a full stop. What is mentioned after the
phrase is just clarification of the main opinion. Another example of a metaphor in the middle
of the review but with a negative opinion is:

s B cby Ly )l O auaadl L

‘The amount of weed in this novel run my lungs!!’

79



Chapter 4. Corpus Annotation 4.5. Inter-Annotator Agreement (Artstein, 201 7)

The gold standerd annotation
statistics

NEUTRAL TEXT UNITS

NEGATIVE TEXT UNITS

POSITIVE TEXT UNITS

0% 10% 20% 30% 40% 50% 60% 70% 80%

Figure 4.5: GS annotation statistics

In which the metaphor specified is & J| =Jbgs, which means ‘ruins my lungs’ written in
dialect, which means ‘painful’ or ‘annoying’. This example has multiple metaphors, but the
annotators chose the ones which had a new structure and met our criteria for data annotation.
There were some reviews with metaphors which were not combined with the main opinion

about the book. The metaphor in this example was specified as & l=® > Jﬁ, which means
‘extract electrons’, which is an indication of extracting emotions. However, the metaphor,
which is an opinion, in this review was not directly for the book being reviewed, but is an
opinion about the book’s content. The book content is not directly reviewing the book but
rather mentioning the incidents that happened based on the book’s story. For example, if the
book talks about politics, the reviewer will give an opinion about the state of the Egyptian
commoner.

This example is from a lengthy review, which was only a small proportion of the whole
dataset. So the overall annotation could be affected by the length of the review. However,
as mentioned, the proportion of lengthy reviews was few compared to the short ones. The
longest review was 344 tokens and the shortest was two tokens. As discussed in the data
collection chapter, lengthy reviews were chosen to balance the dataset. We aimed for the
same five terms in different contexts and with different meanings and sentiments if possible
as we were restricted to the availability of the terms in Aly and Atiya (2013). So we found

some terms which would balance the dataset in the lengthy reviews. For example, the term
C..\a.e means ‘horrible’, and it was chosen in five different contexts, one of which was long.
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As was explained above, the term .22 means ‘horrible’ and was an important piece of
evidence to demonstrate the change in the Arabic metaphor structure and sentiment. The
term signified negativity, but it was used as a positive term in all the contexts that were
chosen. So we chose the terms which proved the change in the Arabic metaphor and the
sentiment. The proportion of the sentiment categories of the gold standard annotation in
our Arabic metaphor corpus was calculated. The positive annotation of the reviews was
70% of the total, which means that most of the reviews had positive polarity. Negative and
the neutral annotations correspondingly formed 30% of the total gold standard annotation.

4.6 Challenges to manual annotation

The annotation was done in three stages. The first stage was to annotate the metaphor terms
in each review. The second stage was the sentiment annotation for the overall reviews and for
the metaphor expressions. The third stage was for the meaning and the context annotation.
In each stage, we faced challenges to manual annotation. As mentioned before, the data
contained long and short reviews. The short reviews were driven by metaphor whereas the
long reviews were driven by metaphor and other text factors. For example, there were some
reviews with multiple metaphors, but they did not contribute to the main opinion of the book
being reviewed. For example, there is a review with a subject related to a politics book and

the reviewer gives an opinion about his country’s current state. Such as (g3 A o (63
4| =, which means ‘this is not a country, this is a corral’ in a literal sense, which indicates
corruption. So for the long reviews, we tended to choose those in which the main opinion
was expressed as a metaphor.

The metaphor annotation was specified, as explained above, using guidelines. However,
the metaphor was specified differently if there were two metaphors in the same sentence.

For example, in Sl o5 aes LS the first annotator chose SuJl ¢ i/ ‘like sugar’ and

the other chose 405/ ‘its blood’. There was a difference in annotating the metaphors, but both
metaphor terms chosen by the annotators were compatible with the selection guidelines. A
case in which a metaphor occurs in the context of an annotated metaphor is called a ‘nested
metaphor’. Nested metaphors were annotated as context annotations without specifying the
metaphor on the Excel sheet because each review contained one metaphor that specified the
sentiment, whereas the other was hyperbole to emphasize the opinion.

The annotators were faced with many challenges during the overall sentiment annotation.
The challenges were related to the level of ambiguity of Arabic online metaphor sentiment
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and meaning. For example, ¢lslos u~>dea, which means ‘it will lick your brain’, was
interpreted as a negative expression by one of the annotators who interpreted it as a notion
of confusion, whereas the other annotator annotated the expression as neutral. This means
that the expression might be interpreted as a notion of fascination and frustration together.
So the level of ambiguity encountered in annotating the sentiment was high, even for a short
expression.

However, the phrase could certainly be expressed as a negative or positive expression
if it is supported with negative or positive words. The expression in this case occurred as
a single phrase with no supporting words. Since the meaning is ambiguous and there are
no reliable resources, the meaning must be annotated. As already mentioned, the meaning
had to be interpreted from the context because the same term had different meanings and

sentiments according to the context. For example, o < /‘May it be ruined’can be either
negative or positive in different contexts. Nested metaphors described above occurred more

frequently as formal Arabic metaphors than informal. For example, in the review &

N2 LIRYCRW AT , the terms & _, which means ‘dabs’ and .2 which means
‘pours’ are metaphors used in the same context. An example of an informal metaphor in a

nested case is Sl (g5 ao> ST The first metaphor is s> which means ‘its blood” and

the second is j(m.l\ _j» which means ‘like sugar’, but the second metaphor is regarded as
a simile because it follows a ‘like’ word in Arabic dialect.
The example <<=~ JH el ooy 2 means ‘ruined the laugh that I laughed’,

which is positive, whereas Llsed! cou . means ‘God ruined the silliness’, which is

negative. The meaning annotated as |- means ‘beautiful’ and U means ‘silly’. So the
meaning for the same metaphor term annotation was annotated for each word in each context
because of the different notions. The Arabic online metaphor had a level of ambiguity in
regard to specifying the sentiment, even for the Arabic native speakers, so the annotators
faced difficulties in specifying the sentiment. We found that the meaning played a role in
specifying and understanding online Arabic metaphors because there is no reliable resource
for Arabic online metaphors to give their meaning, and we found during the annotation that
the meaning is necessary for understanding a metaphor’s context to identify the sentiment.

I asked the annotators to specify the meaning for the metaphorical terms within the

context. For example, }\ la> means ‘too on point ’, which was annotated as negative
as the meaning is not glear. he lack of clarity in this term was represented in the term
despite the context, which means the term in our dataset was followed by a sad Emoji, which
could indicate sadness, whereas the phrase implies that the book affects readers in terms of

things which they wanted to reveal and discuss. The same term occurs as J;U oYl
/“articles on the wound’, which was followed by a winking Emoji, which could indicate that
the review is 'what I want to reveal too’ and is positive. So the context plays an important
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role in identifying the meaning and the sentiment of the metaphor. Although, as mentioned
before, there are some Arabic online metaphor terms with no context which had an obvious
meaning and sentiment if the domain is known, the annotation could be changed based on
the context. The term is metaphorical; however, the term in its context could change both
the meaning and the sentiment. As has already been discussed, the same term can occur in

different contexts with a different meaning and sentiment. For example, the review " ze
z }‘ which means ‘Articles on the wound’ had the same metaphor, and the meaning was
annotated as ‘painful’, which indicates the negativity of the expression.

In terms of meaning and writing style, the typographical and the parsing are two of the
challenges in understanding a review for annotation. For instance,

ezl -@w‘ w{d
W&y aamy J3

‘A history we have neglected and yet it has been recorded’
‘In history books, in short.’
‘It killed its pain and its beauty.’

In this example, the metaphor specified is | means ‘kill’, but the context words had to be
considered in order to understand the metaphor. The word () 3> ‘writfen’ in the review could

be understood as different meanings as the word was parsed with | The annotators interpreted
the word based on the context, meaning the previous and the following words. Also,
elongation in Arabic online metaphor terms is typical in online writing. It does not affect
the annotation, but it does affect the data collection, and it acts as an emphasis of an opinion.
The annotation for the previous example was as follows:

* The metaphor is J3 which means ‘kill’
* The metaphor was categorized as Verb

* The metaphor type is formal and the metaphor’s part of speech was specified as VB,
signifying a verb.
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<8 no="2"> allazy =2y Jid Hlalsly 2oyl oiS 3 ghoy 4ie Lidae 3oyL5 <geni
>uiS</genreT>
<metaphor Type="Verb">
<Formal>Ji é</Formal>
<Tword Type="VB">Jié</Tword>
</metaphor>
<literal>
<Tword Type="VB">au.s</Tword>
</literal>
<context Type="after">
<Tword Type="JJ">g=2¢</Tword>
<Tword Type="PRP'">»</Tword>
<Tword Type="CC">,,</Tword>
<Tword Type="JJI">Jls></Tword>
<Tword Type="PRP">:</Tword>
</context>
</s5>

Figure 4.6: XML Annotation

* The literal meaning specified as Zwe Means ‘erase’ and is a verb.

* The context words are specified after the metaphor term dL?_ 9 4=> 9, which means
‘Its pain and its beauty’ that the metaphor was clarified as a metaphorical term.

Online communication has a spontaneous writing style and the location of the
punctuation affects the meaning of a metaphor. For example, if a metaphor term is followed
by a full stop, that means that the opinion has been stated. But sometimes the context words
written after a metaphor can support the metaphor to clarify the sentiment and meaning
even though there are cases where the supporting words and the metaphor have no obvious

opinion. For example, in o~ S i > O

perspective’, the metaphor is the first word ,zuuowu and the full stop comes after it,
which means that ‘eggs’ is the main opinion, whereas the supporting context, which is from
my perspective’, has no obvious sentiment of the metaphor. The punctuation was left in the
corpus to show the online Arabic metaphor structure and style of writing. For instance, in
the previous example, the Arabic online metaphor could occur as a single expression only

+ which means ‘eggs from my
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to express an opinion. The term ‘eggs’ or ,a- was found alone during the data collection,
but we avoided such cases as they might have made the metaphor identification process more
arduous as the metaphor is most likely to be identified from the context or the surrounding
words. So we left such cases out of the annotation.

In the ‘illness’ category, a phrase such as adas asde ‘Neurogenic shock’ 1s an online
Arabic metaphor term which has no supporting context to specify the sentiment accurately.
The sentiment was therefore scored during the annotation decision. In a sentence assumed
to be a negative opinion by Farha and Magdy (2019), the sentence score is five, which is
positive, whereas the two annotators assumed that it was negative and neutral, respectively.

Another example is ¢leles J..a.lﬁ.a, which means ‘will lick your brain’, which was annotated
by one of the annotators as neutral, assuming that the novel was likely to challenge your
brain or confuse you, whereas the other annotator assumed that it was positive. I assumed
that it was negative as an indication of confusion. In the LABR, the rating for this review
is three, which means that the reviewer rated the book with a bit of positivity despite the
negativity in his review. Moreover, clearly the text is negative if we consider this as textual
analysis, but for a book review, it is neutral.

From these examples, it can be seen that Arabic online metaphors can be highly
ambiguous considering the many factors which can affect them. The challenges lie not only
in annotating the metaphor’s meaning, sentiment and context, but also in identifying the
online writing style and the means of communication. Annotation is therefore challenging
for such metaphors. Also, such contradictions in understanding Arabic online metaphor
describe a fair [AA agreement between the annotators, but not the raw agreement.

4.7 Discussion

The annotation examples show the changing structure of the Arabic metaphor in the online
context. There are many irregular cases of informal metaphors. For instance, informal
metaphorical terms written in dialectal Arabic occur as one term, and more likely come as
metaphors in the online context in the book domain even though an informal term could be

used in a literal context. For example, ,av means ‘eggs’ annotated as an informal metaphor
and logically known as a metaphor in the online context, whereas there are particular Arabic
informal terms which could hold both literal and metaphorical meanings, but are considered
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as metaphors if they are in dialectal Arabic in the online context. For example, oasl> ‘solid’
is one of the metaphorical dialectal terms that can be literal in MSA.

As well as regular cases of the formal use such as proverbs and sequential metaphorical
terms, we discussed and modified the annotation to fit each case. When there are no different
cases of the formal metaphor, we can deduce that the online metaphor in our dataset comes
in two forms, a stand-alone expression and a term with dependent words. However, proverbs

are annotated as expressions. For example, the proverb J..MJ‘ 3 Vmeans ‘The poison in
the honey.” was annotated as a proverb as proverbs have a fixed structure and the meaning is
in the story behind the proverb. However, known proverbs could be annotated more easily
than new ones. For example, there are new proverbs written in Arabic dialect which is
C;_:.\a)\ s ¥y oAadl == o, which translates in literal sense as ‘a pain in the tummy is better
than throwing the food™; an example of a new Arabic dialectal proverb, which means ‘pain’.

A stand-alone expression is a contemporary created term (an informal metaphor) used
in online communication. A term is described as ‘stand-alone’ if it has no context words or
dependent phrases from which to identify it as a metaphor. It is usually followed by a full

stop if it comes with a context, and that was considered in the new dataset. For instance,
&</ ‘vase’ and au/ ‘eggs’ are examples of the stand-alone metaphor type. A stand-alone
metaphor can occur in MSA as well as dialectal Arabic. For example, the metaphor term

&J 3;’ ‘alcoholic’ is written in MSA and v ‘eggs’ is written in dialectal Arabic.

The target, which is equivalent to the subject, in an Arabic metaphor is omitted even
though it has a slight change in the structure when it occurs in the online context. When a
metaphor comes as a phrase, the annotation should merge the two terms together in some

cases. For example, Jo J«j.ll.a means ‘has no solution’; it comes as dialectal and is
expressed in two words combined. However, the term «lélos >/ ‘lick your brain’ comes
in two words but it can be clear if the phrase comes as one word. For example, the word
~>d is a regular verb, but the metaphor depends on the illogical context, which is delos,
which means ‘your brain’.

As already explained, the corpus building was influenced by VU Amsterdam’s work,

but the annotation schema was modified to fit the computational aspect of the present study
because the main purpose of the VU Amsterdam corpus Krennmayr and Steen (2017)) was
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to build an English metaphor resource for researchers in linguistics, whereas the current
study was designed for use in the computational aspect for the analysis of the linguistic field
for online Arabic metaphors. Also, as previously discussed, the VU Amsterdam annotates
all the words of a sentence whether they are metaphorical or not. In addition, each word is
assigned to a lemma by its part of speech, whereas our purpose was to annotate metaphor
terms from their context for metaphor identification. The annotation reveals the data analysis
of the Arabic online metaphor as the data analysis is essential for building an accurate tool.
It should be noted that Oxygen, which is an XML editor application, was used to annotate
the data for the VU Amsterdam corpus.

Our schema design was based on the computational requirements to meet the practical
aim of this study of showing the impact of the online Arabic metaphor on sentiment. For
example, the context before and after a metaphor term was specified to define an Arabic
metaphor. The assumption of the computational aspect is that the metaphor would affect
the sentiment annotation using different methods.

4.8 Results

The Arabic metaphor corpus resulted from the annotation described in this chapter. As
mentioned before, the Arabic metaphor corpus started as XML annotation of the metaphor
expression with metaphor type, hidden meaning, and context. Each tag had its own
specification for annotation. The corpus was annotated for metaphor, sentiment, meaning,
and context. Also, the theme and metaphor type were specified. However, as already
explained, the data were converted into Excel sheets to meet the computational aspect of
this study and also because of the inconsistency of the Arabic online metaphor structure.
However, the Arabic metaphor corpus annotation reveals the Arabic online metaphor
structure. Even though the structure is not static in the online context. The overall
structure has nevertheless been discussed based on the frequency pattern of the Arabic
online metaphor.

The overall manual sentiment annotation showed high raw agreement between
annotators, but high raw agreement is not an indication of the validity of the corpus.
The observed agreement showed 51% compatibility of the overall sentiment category from
the two agreements. As discussed above, IAAs were calculated for the overall sentiment
agreement and showed a low agreement level. A low level of agreement is a common
case in linguistic annotation. Also, it indicates that the annotation task was hard (check
the citation). However, since our purpose was to annotate for practical use, which was
stated in the discussion of practical application of the data as not necessary for successful
machine learning (Artstein, 2017), it was discussed that the annotation reliability does not
imply the sufficiency of the data for practical purpose. Although the unreliability of the
Arabic metaphor corpus implies a high level of ambiguity of the Arabic metaphor, a base
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knowledge of Arabic online metaphor is necessary.

4.8.1 Extracted features

The pattern extraction is one of the results of the Arabic Metaphor Corpus (AMC). These
patterns help define Arabic online metaphors by revealing the surrounding words and their
structure. The features extracted from the AMC are used to determine sentiment and identify
metaphors, focusing on polarity and target/context words. These features can be employed
for further investigation into Arabic metaphors. Our primary objective is to assess the
impact of the AMC on automatic Arabic sentiment analysis. Further suggestions for future
work are discussed in

* The metaphor can be identified using the polarity, and the algorithm will learn from
the annotated AMC with sentiment. The terms associated with contradictory polarity
(positive and negative words) 4.s « &> 0} < mean joyful till terrifying’ in
a literal sense; metaphorically, it is so joyful, it is more likely to be positive and
metaphorical. Because the term ( for example, 4 » means ‘scary’ is negative in
the literal sense, when it is associated with a positive word, it is more likely to be
expressed as negative and metaphorical. Another example, JlJl J> {5 b means
‘fabulous till intoxication’ So, the metaphor comes from the negative word associated
with the positive word. In a literal context, the same term comes with positive words

(ex 4,.5‘) 3 &= )/ ‘terrifying and wonderful’. It is more likely to be positive and

literal. We put this assumption as the word & » ‘ferrifying’ usually comes in a
literal sense to describe a negative incident. But when it is associated with positive
words, it is more likely to be metaphoric. In addition, the previous example has ‘till’,
which often comes with a metaphorical word in the AMC. However, this discusses the
Arabic metaphor in an online context, where the text is unpredictable and changeable,
as discussed in the previous chapters. So, it could not apply to all social media/online
text.

* In addition, the metaphor can be identified using the target words and the contexts
following the feature below. The AMC annotated with the context of the metaphorical
words. The contexts were specified as a definition of the metaphorical words. So,
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the contexts specified after or before the metaphorical terms. The contexts can be
compared with the same term in different contexts. However, this won’t detect the
semantic meaning of the sentences. For example, morphology affects the similarity
even when the two words are similar in meaning.

— Where the target words same with different contexts.

— Where the target words (different form but same meaning) with different contexts.
In this condition, the meaning annotation could be used to spot the term with
the same meaning.

— Where the target words similar (different morphology) with similar contexts.

— Where the target words same with the same context. This condition produce
same classification for the polarity and the if it is metaphor or not metaphor.
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Informal Category Trapslation Translatiqn
literal metaphoric
Py Thing Vase fantastic
Aol Vool solid wonderful
o N no source lie
UR Egg bad
adais \Uail cream lovely
[BVRVARVAY delicious beautiful
s honey beautiful mean in
negative context
K\ S sugar or sugary nice
d‘V‘” Food terms delicious entertaining
e flavor style
i)k freshness good
L= g meal information
S onion bad
Gl taste style
Mo appetizers additions
fw.) fatty rich information
< JL‘,:J‘ spices extra information
FEN) the recipe the story
C.Ja; watermelon nonsense
Lol mixture the content
‘o.:.b taste experience
inas \ C..\a.s horrible wonderful
.= scary majestic
&L killer fantastic
S imaginary magical
J\J 3= legendary fabulous
Dramatize
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o2\ | ! criminal
c:u no source(bubbling) exaggerate
i\ CMJ‘ IPESET no source beautiful
s 0 scary attractive
Blw) deadly fantastic
O 9o death wonderful
ol heavens amazing
ndas Dangerous fantastic
da® story creative
4 g crazy rejected
u’b 9= \(3 54 no source wonderful
CMS— cure comforting
i > . dose energetic
:\i: Medical antibiotic comforting
Jguss” capsule comfortable
gres numb prevent
oane bring stomachache painful
La) 0 sick bad
& e epilepsy confusion
uku al= Hness:physical mental retardation depression
z Y ¢ and mental on the wound on point
&g dizziness beautiful
Gl gl O gale cursed truth despise
oS! depression sad
. A~ Wound pain
Gy crazy miracle
e Hallucination empty
CM'“ Weapon cure

91



Chapter 4. Corpus Annotation

4.8. Results

brain

smart, genius

Z'UCJ‘ A Personification | 4 the bone marrow very
by two faced hypocrite
J{..J \s /<M intoxicated delightful
uu..».ﬁ Drugs term weeding nons?rtlse
< L,J.s drugs tranquilizers
J j.g alcoholic romantic
I drunk very
| = shit bad
a5 _ trash bad
) Offensive
)
Ll =
ok i eat affect
ey makes you die very
C..u swim daydreaming
A\ killer strong
ﬁ;b' devour finish the book quickly
elox Verbs brings you brings pain
s> shake me scares me
d‘“ >3 tickle me makes me laugh
g_,..‘a.-‘a.u dabbing compassionate
ey pull ugly
gred sculptured affected me
SNV damaged house demolish
e lick surprise
saldal takes me
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BEwAl pull you
Aryww black sad
- ES light simple
Ly pae Adjective hit bad
Lol breeze short,light
PN suffocated ugly
ogla s stretched long
! i s brain wash clean
3y s hit and past
S ) gossip gossip
é J.w.:- brain wash affected
Wl aclos compound high brain disregard
P> 22> light blood funny
9,2 3 sl injured testimony incomplete
Lled)s free gossip just words
Mot e years’ laugh funny
f‘.q'” A easy to digest likeable
Sl e till death very
ambe LS Religious Atheist the author

Table 4.2: A sample long table.
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Chapter 5

Impact of Metaphors on Sentiment
Detection

5.1 Why not using deep learning and large language
model?

Based on the technical aspect of LLMs and deep learning: This research addresses a
relatively new and underdeveloped area in Arabic natural language processing, which is
Arabic online metaphor and its impact on sentiment. To address such a new Arabic online
metaphor, pre-annotation is essential for this task. The Arabic metaphor in the online
context is new in terms of structure, meaning, sentiment, type, and even includes some that
are invented specifically for this context.

Given the lack of existing tools and datasets, it is nearly impossible to advance in
this field without a large language model (LLM) specifically built for Arabic metaphors.
However, an LLM built for Arabic metaphor cannot be applied directly. This is because
the first step in identifying Arabic online metaphor is to develop a word embedding trained
exclusively on Arabic online metaphor. Such a model would enable machines to learn and
predict sentiment from metaphorical expressions across a large volume of text. Since no
such resource currently exists, this remains impossible. In addition, since deep learning
depends on LLMs, the application is not accurate either.

Based on the research aim: This research started from the ground up, constructing
a specialized corpus for this purpose. Developing the Arabic Metaphor Corpus (AMC)
with the required specifications took nearly three years of my PhD. The data and analysis
were compiled into structured Excel tables. The central aim was to examine the influence
of metaphors on sentiment. Achieving this required building the AMC and developing
automatic tools to test the hypothesis. I created two tools in collaboration with the Arabic
Semantic Tagger El-Haj et al. (2022), both of which yielded promising results. Although the
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tools have been published and accepted Alsiyat, 2025, current Arabic large language models
lack the ability to interpret metaphors, necessitating prior annotation—a task addressed
through AMC.

Corpus construction in this domain is a demanding and time-intensive process, especially
given the absence of existing Arabic metaphor corpora or annotation schemas. Thus,
the AMC was structured based on key interpretive elements in Arabic online metaphors:
metaphor term, context, theme, meaning, type, and semantics. These dimensions are crucial
for developing future detection methods. For comparison, the VU Amsterdam Metaphor
Corpus took five years and five authors to build, focusing only on identifying metaphors
in sentences—without analysis. In contrast, the AMC provides both identification and
analytical insight, aiming to demonstrate the impact of metaphor on sentiment.

The only previous Arabic study applied the LSTM method for binary metaphor
classification, excluding sentiment analysis. Incorporating sentiment into such models
remains challenging. Moreover, the existing tool’s metaphor classification accuracy is
limited. In contrast, my tool aims to classify sentiment derived from metaphorical
expressions using semantic tags— which is promising to identify metaphor without requiring
manual human pre-annotation. Although still limited to AMC and in its early stages, it shows
strong potential to become the first tool for sentiment classification of Arabic metaphors
using semantic tagging.

In English-language research, only recently have deep learning approaches been adopted
for metaphor detection, relying heavily on well-established resources like WordNet, VerbNet,
and SentiFig. These primarily support metaphor identification, not sentiment analysis
(Wilks et al., 2013). More recently, English studies have begun employing large, pre-
annotated datasets with LSTM for combined metaphor and sentiment analysis. In contrast,
my research introduces a streamlined method that avoids human annotation by relying solely
on semantic tags—offering a promising direction for automatic metaphor and sentiment
detection in Arabic, where no such tool currently exists.

Deep learning methods require substantial data to achieve high accuracy. For Arabic,
even a large word embedding model would not suffice without prior annotation or
interpretation. As such, AMC plays a crucial role as a foundational resource. The corpus
took three years to develop, incorporating detailed analysis and tool design. While the
tool is still undergoing optimization and not yet highly accurate due to time constraints, it
represents a strong initial step toward Arabic metaphor and sentiment classification.

This chapter discusses the testing of AMC using different automatic sentiment annotation
methods to detect sentiment in Arabic book reviews. The Arabic Semantic Tagger was
used to annotate the semantic senses of AMC entries, offering a potential pathway for
future metaphor identification through semantic information. Additionally, the three tested
sentiment detection methods were evaluated using standard performance metrics, such as
accuracy, precision, recall, and F-score, to determine their effectiveness.

We describe the experiments conducted with AMC, with each phase explained through
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flowcharts (see Figure[5.4). The experimental process included applying AMC data using
the Mazajak Arabic Sentiment Analyzer to explore the effect of metaphor on sentiment.
Other sentiment analyzers were also tested and compared against AMC’s gold standard
(GS) annotations. Given the scarcity of web-based Arabic sentiment tools—many of which
lack local deployment capabilities, such as El-Masri et al. (2017)—we utilized the Arabic
Semantic Tagger (AraSAS) to facilitate sentiment classification.

The results indicate that AraSAS shows potential for identifying Arabic metaphors.
However, due to time constraints, further development will be proposed as future work. The
experimental tool designed in this thesis demonstrated the capacity of the semantic tagger
to classify sentiment accurately, using emotion-based tags. Neutral tags were excluded
due to complexity in certain reviews, as discussed in this chapter. The performance of each
annotation method was compared with the gold standard annotations, and these comparisons
were further supported by statistical analysis. Selected manually annotated examples are
included for context, with a detailed explanation of how the gold standard was used to
evaluate the automatic sentiment classifiers.

5.2 The Gold standard

This annotation was conducted based on manual annotation. For the manual annotation
in general, two Arabic native speakers were engaged to annotate the data set. However,
the gold standard was annotated by me. The gold standard is essential for the automatic
annotation. The methods below included the gold standard annotation, which was used to
assess the overall sentiment from the AMC reviews. The discussion below is about the gold
standard annotation process, annotation challenges, and annotation cases. The discussion
compared the gold standard annotation with Mazajak to show the differences in sentiment
annotation between the automatic and manual.

We divided the gold standard annotation based on the length of the reviews. So, the
AMC corpus has overall sentiment gold standard annotation and metaphor gold standard
for the sentiment for the metaphor section. However, in the data collected for the corpus,
some reviews had only one sentence with two words forming a metaphor, so the sentiment
was judged entirely based on the metaphor. The two annotators worked separately.

I compared the gold standard annotation to Mazajak. Because there are cases where the
metaphor could be interpreted as neutral using Mazajak. While manual it is positive. So,
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we compare to clarify those cases. For example, s \sJ! S e s O \j , means ‘if
is an Arabic novel to the core’, and the expression could be positive or negative based
on the context. The Mazajak tool showed a different percent of compatibility with GS
than AraSAS. For example, comparing the overall sentiment annotation with the Mazajak
annotation showed that the compatibility of the annotation from both was 49%, whereas the
51% of the Mazajak annotation was not compatible with the gold standard.

Mazajak with GS

Mazajak with GS

Mazajk... =
W FALSE
B TRUE

Figure 5.1: Mazajak GS annotation

The annotation started with specifying the sentiment orientation for each review by
reading the whole review. Next, the sentiment for the metaphor section was specified in the
context, except for short reviews. Due to the absence of additional opinionated words that
are often present in longer reviews, short reviews may have fewer words that influence the
sentiment decision. For some of the long reviews, the LARB Aly and Atiya (2013) rating
scores of the reviews were followed to specify the sentiment accurately. In addition, some
of the short reviews were found to have a level of ambiguity or were new to the Arabic
language. For example, ¢ »J1 &> &y & &y, means ‘it is an Arabic novel to the core’,
and the expression could be positive or negative based on the context. However, the sentence
has no indication or supporting context for negativity or positivity, so the sentiment was
specified as neutral. The score from LARB, however, was 4, which indicated the positivity
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of the sentence. Because long sentences had mixed polarity of different book aspects even
for subjects related to the book, I followed the LARB score for some of the reviews for
overall sentiment. Also, I checked the LARB score for the metaphoric reviews (short) that
do not have any supporting context.

For some of the lengthy reviews which discussed a book’s pros and cons were annotated
using the Aly and Atiya (2013)) data score, but the metaphor section was annotated based
on the understanding of the term’s context. Contradictory sentiments for metaphors were

specified based on the terms which met our criteria. For example, the term .o =

/‘suffocated’ I\ = £ . j1 ‘draw your imagination’ has both negative and positive contexts,

and U= 5 ‘draw your imagination’ was the chosen term as it described the impact of
the novel on the reviewer and was therefore a direct opinion about the book, which was one
of our main criteria.

For some of the metaphor terms annotated as neutral, the metaphors in their contexts
were aesthetic writing in order for the reviewer to express an opinion. In addition, some of
the extra metaphorical expressions occurred as hyperbole and referred to subjects related to
the book. As mentioned above, some of the sentences appeared to be and were understood
as negative, whereas from the LARB score they were positive. Usually, such sentences
describe the book content in the form of interaction. The Mazajak sentiment analyzer
annotated these sentences as negative because of the absence of any aspect annotation of
the sentence. Identifying the domain of the sentence can therefore affect the accuracy of the
annotation.

One of the challenges for annotation we encountered was the parsing of a metaphorical
expression. Undoubtedly, meaning is one of the basic requirements for accurate annotation,
but even though parsing is not necessary for Arabic native speakers to understand a sentence,
the online context with spelling errors can nevertheless be well understood in an Arabic text,
not to mention the level of Arabic metaphor ambiguity in the online context. For example,

in /<.w RS d"‘{ il ‘you left me behind drunk’ in the metaphor ¢ /<.~/ ‘drunk’ the word

8/ “‘drunks’ assumes that there is a spelling error. Also, s K. could be understood as
_s% by parsing, even though it is rarely written in this form in formal writing. In another

example, L,.«....\a e meaning ‘not normal’, which can be understood as negative, whereas
it is actually an indication of a positive opinion. The previous term is a metaphorical term
which often occurs as positive if it comes in a metaphorical context. The pattern of the

98



Chapter 5. Impact of Metaphors on Sentiment Detection 5.3. Methods

expression can come with a positive context, for example, prefixed with & a.c, which
means ‘brilliant’.

The rating score shifts the polarity and the metaphor. For example, a sentence with
a negative critique of a book’s content has a positive rating because the reader/reviewer
enjoyed the book which was being criticized. This concept is not, however, applicable for
all sentences. Because some negative critiques have a negative rating and in a sentence in
which a metaphor shifts the polarity, the sentence can still have a positive orientation. For
example, a sentence can start with Ao Joall Gang 2ogl G934 2ol S, 33 e
azdl g O3 means ‘A literary work with wonderful description, beyond description,
that sends sorrow and hatred’, which is positive, and end with a negative critique from
the metaphor affect Mazajak annotation Farha and Magdy (2019)), and can be interpreted
automatically to be negative.

Metaphor can drive the polarity. For example, during the annotation, sentences with an
overall neutral sentiment were annotated as negative by Mazajak (Farha and Magdy, 2019).

An example is _§les  J=aos, which means ‘will enter my brain’ and the term was
annotated manually for the metaphorical section as negative, and Mazajak saw the overall
review as negative. If the overall review was manually annotated as neutral, this means
that the automatic annotation system saw the metaphor and predicted the sentiment based
on the metaphor. Even though this possibility is not applicable to all reviews, there were
nevertheless many similar cases found in our corpus. Also, this could be considered as the
effectiveness of metaphor in the overall sentiment. In addition, the rating in this lengthy
review 1s 3, which means that the reviewer has a neutral attitude towards this book. But as
mentioned above, the rating is not necessarily considered a precise polarity as the reviewers
could judge multiple aspects of a book. So the rating is used to give a clue about the
reviewer’s attitude towards the book because there are sentences with a positive attitude but
are rated as neutral.

5.3 Methods

The methods were divided into two main subsections: methods that did not consider
metaphor annotation and methods that did. Although metaphor information was utilized in
all methods, some methods specifically addressed the metaphor annotation, and tools were
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designed based solely on metaphor manual annotation. Consequently, the methods were
categorized accordingly.

5.3.1 Methods for sentiment annotation without metaphors

During sentiment annotation, the annotation was divided into the overall sentiment
orientation of the review and the sentiment determined by the metaphorical expressions.
In addition, I tested the automatic sentiment detection as sentiment classification without
considering metaphor. As the automatic tools are not designed to detect metaphor prior to
the sentiment classification, classification with only metaphors is one of the methods under
test. For example, the sentiment annotation for the metaphor section and the metaphor
classification using the sentiment score and the GS metaphor classification.

So I considered one method with metaphor and another method without metaphor for
sentiment identification, even though both are considered as metaphoric because the AMC
has long and short metaphorical reviews. But the short reviews are affected by too many
factors to be identified as metaphoric. This means that some reviews are purely metaphorical,
which are the short reviews and which comprise most of our AMC (64%). So most of our
reviews from the AMC corpus were purely metaphorical. I divided them in this way as |
focused on the metaphorical section in my work. So we tested methods which directly deal
with metaphor for metaphor sentiment classification, which are the ones designed to predict
the overall sentiment. In addition, there were those without considering metaphor and do
not directly consider metaphor in sentiment classification.

5.3.1.1 Semantic tagger based sentiment detection

The Arabic semantic tagger (AraSAS) is an automatic tool for tagging Arabic text with
semantic categories. This tool has a user-friendly interface with a dialog box to paste and
reset the Arabic text. AraSAS has sub-categories for each tag with different polarity signs
to indicate the polarity type of the sentiment. For example, the signs (+), (++) and (+++)
all indicate the positive semantic type and (-), (-) and (—) are all negative semantic types.
But they do not show the sentiment strength. When there is more than one polarity sign,
it means that the level of sentiment is higher than when there is only one. This explains
the sentiment side of the semantic sub-categories regardless of the semantic meanings. In
addition, the tagger has no sentiment classification function for the tagged text. The AraSAS
0.2 El-Haj et al. (2022)) is the updated version of the AraSAS.

The AraSaS was used in our methodology to tag the online AMC. Each one hundred
reviews out of the one thousand total were tagged independently as the tagger cannot handle
tagging more than a hundred texts at once through the web interface. We therefore put them
into an Excel file to use for the classification coding. We ran the AraSAS for the AMC to
tag each review in the Excel file. The AraSAS treats full stops and exclamation marks as
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starting a new line in a new row text, so they were replaced with English letters to avoid
breaking text incorrectly.

5.3.1.2 Over all sentiment classification using AraSAS

The function written to classify the sentiment was based on the semantically tagged ACM
dataset. The tagged dataset was turned into a data frame using Python. The function was
used to classify sentiment by counting the number of positive and negative emotional tags (E
tags only). Each review was subjected to this function to calculate the sentiment score. The
sentiment score and the polarity were regarded as a dictionary and served as an argument
to the count function, which were the emotional tags without any sign of polarity.

The function was designed to not calculate the neutral E-tags in order to avoid the
redundancy of counting similar tags. For example, if E1 is added to the list, the counter
regards E1 and El+ as a redundancy or as the same. In addition, there were sentences
in which the numbers of negative and positive tags were equal, and in some reviews, the
numbers of neutral, positive, and negative tags were all equal. This means that the review
had the same amount of polarities. For example, when the emotional tags counted as
positive, negative, and neutral were equal, the neutral ones were removed to avoid any
complications because my aim was to test the differences between the methods and to test
the AMC using this method. I therefore deleted the neutral tags from the list of emotional
tags so that only the negative and positive tags were defined beforehand. I will evaluate
these methods further in the Conclusion chapter as suggestions for further research because,
for better sentiment classification in regard to metaphor, all the polarity signs should be
considered in the classification.

The calculation of the sentiment score was based on a set of conditions after linking
the emotional tag with the polarity. So for a positive emotional tag (item) from the pre-
defined list, we added 0.5 to the count, and the opposite for the negative emotional tags, by
subtracting 0.5. For a double positive E++ the function adds 1 to the count, and for double
negative signs (—) the function subtracts 1 from the count. For triple positive emotional
tags (E+++) the function adds 1.5, and for triple negatives (E—) it subtracts 1.5. These
operations were carried out for each review, and in this way, the summation of the sentiment
score was calculated. Finally, sentiment was classified based on the sentiment score. If
the sentiment score is greater than zero, the polarity is positive; if it is less than zero, the
polarity is negative. Otherwise, the polarity is neutral.
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5.3.1.3 Mazajak Arabic sentiment analyzer

Mazajak is an Arabic sentiment analyzer with a web user interface for entering and correcting
Arabic text. Mazajak is based on a neural network which can learn and adapt to new data.
The user interface has a crowdsourcing annotation concept which enables the user to correct
wrong sentiment predictions. Mazajak also has a feature that can upload a text file so that
the data can be annotated all at once.

Using this method, the AMC was uploaded as a text file to produce an Excel file with
sentiment annotation, which means that the AMC was turned into an Excel file. The Mazajak
tool takes each row of the Excel file of the AMC and predicts the sentiment for each row
and puts it into a new column. The output file will therefore be the AMC column with the
sentiment annotation column for each row of the AMC. See the table in the appendix table.

We carried out a small similar experiment using Mazajak, which assessed the impact
of a metaphor on Mazajak (Alsiyat and Piao, 2020a)). In this experiment, the automatic
sentiment analyzer shows the differences in the sentiment prediction on the LARB reviews.
The differences are represented by testing the metaphorical and non-metaphorical reviews.
The Mazajak prediction of sentiment for the Arabic metaphor reviews was evaluated, and
the results showed that the achievement of a correct prediction was reduced by 40% with
metaphor. However, the data used in this experiment were short reviews, whilst the AMC
has reviews of different lengths with multiple metaphors. In using the AMC, as already
mentioned, the Mazajak automatic method did not consider metaphor even though short
sentences can contain metaphors. Moreover, the automatic sentiment analyzer has no
feature to identify metaphors. The performance of the Mazajak was only comparable with
the overall gold standard sentiment annotation. The percentage of the agreement between
the two methods was 49%, as shown in Figure[5.1]

5.3.2 Methods for sentiment detection with metaphor

In this section, I am discussing the methods that are closely related to identifying sentiment
metaphors. I divided the methods in order to determine the methods which can extract
sentiment from a metaphoric section as the AMC has long reviews, which might affect
the identification of sentiment. The first method was the sentiment classification from the
metaphor section using the gold standard annotation and the other was automatic metaphor
sentiment classification that converts the metaphor into a sentiment score.

5.3.2.1 Metaphor Gold Standard

The gold standard metaphor method relies on the manual sentiment annotation of the
metaphor section of each review in the AMC. During the annotation, we specified the
sentiment based on the annotated metaphor terms. We therefore chose the metaphor section

105



Chapter 5. Impact of Metaphors on Sentiment Detection 5.3. Methods

to specify the sentiment based on the metaphor term annotation. We used the Gold Standard
metaphor to specify the sentiment score using the Python code (see Figure[5.5).

5.3.2.2 Sentiment classification combining AraSAS and metaphors

In this method, for calculating the sentiment score for a review, a score of 2 is added to the
sentiment score if the polarity is positive and subtracted 2 if it is negative. If it is neutral or
null, return the sentiment score of zero. I regarded this as metaphor sentiment classification
with a semantic tagger as it followed the AraSAS El-Haj et al. (2022) sentiment score
tagging.

The flow chart in Figure[5.4]shows the initial framework designed to classify sentiment
using the tagged data from the Arabic semantic tagger. The flow chart explains the code
that performs the overall sentiment classification. As previously explained, the E-tag was
the main tag for tagging emotion in the semantic tagger.

Another program was designed to detect review’s sentiment based on the sentiment
score given by the manual annotation for each review. The classification was based on the
sentiment score. We shall now discuss the classification in more detail as a recommendation
for use in future work.

As has already been discussed, the classification could be more precise if it is performed
based on the numbers and types of the polarity signs for the E-tags. For example, before
assigning a sentiment score to an E-tag, all E-tags with each polarity sign could be counted
and the total could be assessed against a set of conditions in order to detect the overall
polarity. Then the sentiment score can be assigned based on the labeled data. This means
that if the polarity is negative, the sentiment will be -1, if it is positive 1 and if it is neutral O.
However, this method did not consider the degree of the positivity and negativity for each
tag which we considered in our classification in the suggestion. Due to the cases which we
encountered during the classification such as the equality of the E-tags and polarity signs,
the work needs to be adapted to fit all cases and the metaphor detection, which would have
exceeded the time frame set for this project. The sentiment classification was therefore
implemented using the sentiment scores only.
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5.4 Evaluation

In this section, we assess the four methods for identifying the sentiment of reviews in
regard to metaphor. The performances of these methods were assessed using the standard
measurements of precision, recall, and F-score. The calculation of statistics was done
automatically using a Python code shown in Figure The classification results obtained
by the four methods were assessed using the Python code with equations and
Then the F-score was used to evaluate the performances of the methods.

df['gold'] = df['gold'].apply(lambda x: -1 if x == "negative" else @ if x == "neutral” else 1)

df[ 'metaphor'] = df['metaphor'].apply(lambda x: -1 if x == "negative" else @ if x == "neutral” else 1)
df['automatic'] = df['automatic'].apply(lambda x: -1 if x == "negative" else B if x == "neutral"” else 1)
df['tags'] = df['tags'].apply(lambda x: -1 if x == "negative" else @ if x == "neutral” else 1)
df['both'] = df['both'].apply(lambda x: -1 if x == "negative" else @ if x == "neutral" else 1)
df.head(20)

tokens gold metaphor automatic tags both

o 1804 1 -1 = 1 1
1 1762 1 0 1 -1 1
2 1701 1 0 1 0 0
3 197 1 o 1 -1 1
4 1034 1 0 1 -1 1
5 959 1 1 0 o] 1
6 931 1 1 1 1 1
T 820 1 1 1 -1 -1
8 912 1 1 -1 1 1
9 864 1 1 1 Q 1
10 848 1 1 1 -1 1
11 829 1 0 1] 1] 0
12 763 0 1 0 1 1
13 757 1 1 1 1 1

Figure 5.7: Evaluation python code

We chose the two existing Arabic automatic tools, Mazajak Farha and Magdy (2019)
and AraSAS El-Haj et al. (2022), to determine the impact of Arabic metaphors on automatic
Arabic sentiment tools against the gold standard annotations by measuring the F-scores,
even though not all of them are designed to identify sentiment and certainly not metaphors.

The Arabic semantic tagger is not designed to identify sentiment as the Mazajak tool.
So we designed a program to classify sentiment based on basic sentiment represented by the
emotional tags. The following methods are for sentiment annotation in regard to metaphors
which were used to analyze the performance of each model based on the automatic tools
explained above.

The following tables show the results of calculations of the standard measurement with
different categories of token numbers in the AMC (Alsiyat et al., [2023). The number
of tokens was considered as it can affect the sentiment decision, whereas Arabic online
metaphors have no standard length of sentences.
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It has already been stated that long reviews can have multiple polarities. For example,
the semantic tool designed to detect and classify sentiment from the emotional tags also
does this for the other tags which have other polarities. So I considered that the classification
was not adequate for full sentiment classification, but it is nevertheless enough to identify
sentiment in the metaphorical section. I therefore applied different codes in order to achieve
an adequate classification, but it was still not optimal. This suggestion will be discussed
further in the section on recommendations for future work.

Based on the statistics set for Arabic sentence length, the reviews from the AMC showed
that sentences with fewer than 40 tokens are considered as short and that those with more
than 40 tokens are long, even though online texts and writing do not strictly follow any
of the Arabic language rules for writing a review. Long reviews formed 36% of the total,
which means that the AMC contains more than 50% short reviews. The calculation starts by
assessing the three columns of the automatic annotations and the gold standard annotations
for overall sentiment and metaphor sentiment. The columns have to meet a set of conditions
to change each polarity into a sentiment score. A polarity is then represented as a numerical
value to calculate the precision, recall and F-score. For example, negative as -1, positive
as 1 and O as neutral. The columns with sentiment scores are passed to a function to apply
the precision, recall and F-score formulas. The function applies the multi-class sentiment
classification for precision and recall, which means that there is a precise response to the
rows of each method against the gold standard labels for each method. The recall responds
to the columns of each method against the gold standard. This is depicted in the following
formulas:

. Truepositive
Precision = — — (5.1
Truepositive + Falsepositive
T it
Recall — ruepositive (5.2)

Truepositive + Falsenegative

F— Seore — 2 * prc‘eczjsion x recall (5.3)
precision + recall

The formulas are not applied manually to the multi-class recall and precision
calculation. The annotation data cases from each model have to be extracted to calculate
the recall and precision automatically. In detail, the cases of the four classes from the gold
standard and one of the models had to be extracted prior to the calculation. For example,
by counting the number of negative agreements between the gold standard and one of the
models, and repeating it for all classes. Then the equations [5.1]and 5.2 were applied to the
extracted tables for the four methods. In addition, the calculation for the precision, recall
and F-score are applied for all other categories of reviews. For example, the recall and the

precision will be applied to all the positive review categories for all methods.
Each method discussed below has the table containing the sentiment classification
method and the method name. The sentiment classification methods have the review
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category and number of reviews. The review category has the reviews lengths ranges.
The number of reviews column has the count number of the reviews for the corresponding
category. In addition, the method name contains the calculations numbers of the standard

equations and

5.4.1 Mazajak method evaluation

. . . Mazajak sentence
Sentiment classification method: . . .
sentiment classification

Review categories Number of reviews | Precision Recall | F-score
All reviews 1000 0.7564289 0.718 | 0.72777
Positive reviews 702 0.9053156 | 0.776353 | 0.83589
Negative reviews 171 0.5183824 | 0.824561 | 0.63657
Neutral reviews 127 0.2539683 | 0.251969 | 0.25296
>=1000 tk 5 0 0 0
<1000 toks and >=500 toks 32 0.7705357 0.5625 | 0.62663
<500 toks and >=100 toks 268 0.7252957 | 0.608209 | 0.64149
<100 toks and >=90 toks 24 0.6547619 | 0.708333 | 0.67424
<80 toks and >=70 toks 30 0.7851852 | 0.733333 | 0.74222
<70 toks and >=60 toks 31 0.9205069 | 0.774194 | 0.81222
<60 toks and >=50 toks 57 0.7601726 | 0.649123 | 0.68706
<50 toks and >=40 toks 53 0.6771965 | 0.698113 | 0.68681
<40 toks and >=30 toks 70 0.6694678 | 0.657143 | 0.65778
<30 toks and >=20 toks 99 0.7703101 | 0.767677 | 0.76701
<20 toks and >=10 toks 149 0.7885742 | 0.812081 | 0.78211
<10 toks and >=5 toks 90 0.8661017 | 0.855556 | 0.83745
<5 toks and >=1 toks 63 0.9727891 | 0.952381 | 0.95825

Table 5.1: Mazajak sentiment classification result.

Before we discuss the table, the method described above in detail was applied[5.3.1.3] I
shall discuss only the evaluation table and its analysis, such as the observation of the F-score
in a specific category to show the impact of the metaphor (long/short review) on detecting
sentiment.

The table shows the calculations of the three standard method assessments, precision,
recall, and F-score. It also shows the different lengths of reviews in terms of tokens. In the
column "number of reviews’, each category has the number of review counts for each range.
For example, the category from 1 to 4 tokens had 63 reviews and an F-score of 0.958, which
was the lowest token length with the highest F-score.
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The Mazajak classification values are in the precision, recall and F-score [5.1] [5.2] and
[5.3] The highest F-score is 0.958 for tokens ranging from 1 to 5. The F-score balances the
classification as it has the true positive and the true negative as a binary classification. So
we used the F-score to identify the highest and lowest scores of each model. The lowest
F-score 1s 0.00 for the category of tokens in reviews less than or equal to 1000. The number
of reviews in the >=1000 category had a review count of 5. The total reviews categories
had an F-score of 0.728. The highest F-score from the Mazajak is 0.958 on between 1 and
4 tokens. All this information will be compared with the findings from the other methods
to show the best or the highest F-score between the methods.
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5.4. Evaluation

5.4.2 Sentiment classification based on semantic tags

Sentiment classification

Sentence sentiment classification

based on gold standard

Review categories | Num. of revi. | Precision | Recall F-score
All reviews 1000 0.641 0.487 0.526
Positive reviews 702 0.831 0.520 0.640
Negative reviews 171 0.263 0.626 0.370
Neutral reviews 127 0.097 0.118 0.107
>=1000 tks 5 0.000 0.000 0.000
999 tks ~500 tks 32 0.686 0.375 0.447
499 tks ~100 tks 268 0.617 0.369 0.426
99 tks ~90 tks 24 0.747 0.500 0.549
79 tks ~70 tks 30 0.783 0.633 0.660
69 tks ~60 tks 31 0.882 0.452 0.582
59 tks ~50 tks 57 0.651 0.456 0.512
49 tks ~40 tks 53 0.548 0.472 0.473
39 tks ~30 tks 70 0.679 0.500 0.548
29 tks ~20 tks 99 0.620 0.556 0.577
19 tks ~10 tks 149 0.599 0.557 0.568
9 tks ~5 tks 90 0.689 0.600 0.621
4 tks ~1 tks 63 0.744 0.603 0.661

Table 5.2: GS annotation method measurement
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This method was explained in detail in the section [5.3.1.1above. Here, I shall explain
the evaluation method and the resulting table to analyze the method’s performance based on
the F-score. The gold standard was used to compare and measure the performances of the
other methods. A fifth column was added to the csv table, and the Python code was used
to evaluate the other methods [5.7] The gold standard column acted as a sentiment score
according to a set of conditions by using equations to calculate the standard measurement
B3l

The highest F-score for this method was found to be 0.661, which was also the same
as was found for the review category of between 1 and 4 tokens. The annotation for this
category showed the highest scores for the two methods, which indicates that the sentiment
scores for the short metaphor reviews were the same as the gold standard rather than the
long reviews. The highest F-scores mean that the annotation was close to the gold standard
annotation, whereas the lowest F-score was 0.0 for the less than or equal to 1000 tokens
category.
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5.4.3 Sentiment detection based on both semantic tags and metaphor
sentiment information

Sent. senti. classification based on both
Sentiment classification semantic tags and
metaphor senti. Info.

Review categories | Num. of rev. | Precision | Recall F-score
All reviews 1000 0.564 0.305 0.351
Positive reviews 702 0.735 0.285 0.411
Negative reviews 171 0.190 0.281 0.226
Neutral reviews 127 0.120 0.449 0.189
>=1000 tks 5 1.000 0.200 0.333
999 tks ~500 tks 32 0.637 0.500 0.526
499 tks ~100 tks 268 0.554 0.354 0.415
99 tks ~90 tks 24 0.582 0.458 0.502
79 tks ~70 tks 30 0.580 0.467 0.513
69 tks ~60 tks 31 0.729 0.355 0.437
59 tks ~50 tks 57 0.529 0.298 0.326
49 tks ~40 tks 53 0.577 0.340 0.359
39 tks ~30 tks 70 0.601 0.243 0.332
29 tks ~20 tks 99 0.561 0.323 0.359
19 tks ~10 tks 149 0.599 0.275 0.271
9 tks ~5 tks 90 0.414 0.144 0.099
4 tks ~1 tks 63 0.878 0.159 0.170

Table 5.3: Semantic tagger annotation method measurement with metaphor
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This method was divided into two steps: the first to detect the sentiment based on the
semantically tagged AMC and the second to convert the GS for the metaphor sentiment
annotation into a sentiment score. The first step had to meet a set of conditions and
functions in order to classify the sentiment (see Figure[5.2]and Figure[5.3)). This method is a
combination of the semantic tagger and the metaphor. The metaphor function [5.5|provided
the sentiment score annotation from the AraSAS, which has sentiment scores calculated
based on the semantic tags’ polarity scores. The polarity scores were specified on the
semantic tagger’s subcategories.

For the GS of sentiment metaphor method evaluation @ the precision, recall, and
F-score were automatically calculated using the metaphor gold standard annotation with the
sentiment classification using the Arabic semantic tagger.

In this method, the metaphor sentiment in the function is to be represented as text and
the sentiment score as numerical parameters. The sentiment as a text parameter meets a
set of conditions after assigning the sentiment with the sentiment score. The function’s
algorithm adds 2 if the sentiment is positive and subtracts 2 if it is negative. The function
consists of a series of conditional statements, but it classifies metaphor sentiment based only
on the metaphor gold standard annotation and not on detecting the metaphors in the text.
There was no metaphor detection. After the classification, the new classification column
was added to the classification table. The table below shows the values calculated from the
standard measurements, which are precision, recall, and F-score for all categories @ This
method has lower F-scores than the other methods. The evaluation was done automatically
using the Python code. The highest F-score was 0.52 for between 500 and 999 tokens, and
the lowest was 0.09 for the category between 5 and 9 tokens in the reviews. These F-score
results are logical as the metaphor annotations were compared with the overall sentiment
gold standard during the calculations, which were completely different types of text.
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5.4.4 Sentiment detection solely based on GS metaphor sentiment
information

This section is to assess the gold standard metaphors. The sentiment score is compared to
the gold standard annotation during calculating the equations [5.3] [5.T]and[5.2] This method
is different from the automatic metaphor with semantic tagger. This method only converts
automatically the gold standard manual annotation to the sentiment score, which is O for
neutral, 1 for positive, and -1 for negative. We test this as a method, not as a tool like
Mazajak tool, although I used a simple code to automatically assess the method.

The highest F-score found is 0.958 for the category 4 tokens to 1 token. Most of the
methods have the highest scores for this category, which means that the sentiment predictions
are better for the short reviews. The lowest F-score is for the neutral reviews category with
a 0.17 F-score.

Sentiment classification Sent. senti. classif. only based on
the gold standard metaphor senti. info.

Review categories | Num. of rev. | Precision | Recall F-score
All reviews 1000 0.732 0.712 0.708
Positive reviews 702 0.883 0.788 0.833
Negative reviews 171 0.460 0.830 0.592
Neutral reviews 127 0.262 0.134 0.177
>=1000 tks 5 1.000 0.200 0.333
999 tks ~500 tks 32 0.718 0.594 0.617
499 tks ~100 tks 268 0.669 0.575 0.598
99 tks ~90 tks 24 0.674 0.750 0.707
79 tks ~70 tks 30 0.713 0.733 0.705
69 tks ~60 tks 31 0.907 0.742 0.793
59 tks ~50 tks 57 0.735 0.649 0.675
49 tks ~40 tks 53 0.655 0.736 0.692
39 tks ~30 tks 70 0.677 0.700 0.684
29 tks ~20 tks 99 0.738 0.747 0.726
19 tks ~10 tks 149 0.798 0.812 0.773
9 tks ~5 tks 90 0.850 0.844 0.820
4 tks ~1 tks 63 0.973 0.952 0.958

Table 5.4: GS automatic annotation method measurement for metaphor
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5.5 F-scores Comparison

The Figure [5.8] and Table [5.5| show the values for the highest F-scores for the four models
together for different review categories. The highest F-score is for the reviews with the
tokens of range between 5 and 1. The category of 1 to 5 tokens produced the highest F-score
because the metaphor is quite obvious in such short reviews than in longer reviews. It
means the review is purely metaphoric with no other factors that may affect the sentiment
prediction. Even though Mazajak has the best performance compared to the other methods,
it is still inadequate. As we proved at the beginning of this research, its performance can
downgrade when it comes to predicting the metaphors with sentiment (Alsiyat and Piao,
2020a).

I found Mazajak has the highest F-score between the four methods and the gold
standard for metaphor. In addition, Mazajak has the highest F-score in the most categories
between all methods. The impact of the Arabic metaphor is more clearly seen using the
Mazajak sentiment analyzer compared to the other methods. The reviews containing 1 to
5 tokens produced two equally high F-scores, which is 0.95 for both methods Mazajak and
the automatic gold standard method. This means the Mazajak predicts sentiment well with
metaphors. This observation could be confirmed further if we use big data.

These figures and the table [5.8|[5.5] show the highest scores between the four methods
in all categories. However, the highest F-score was achieved by the Mazajak sentiment
analyzer in most of the reviews categories, while the gold standard for metaphor got the
highest F-scores for four different categories. The categories with the highest F-scores for
the metaphor gold standards are: for reviews of token numbers between ninety and one
hundred, tokens between thirty and forty, tokens between five and one, tokens between fifty
and forty, tokens of one thousand or higher, and the positive reviews. The highest F-score
is 0.9 for the categories of reviews of tokens between five and one tokens. As the reviews
of tokens between five and one are purely metaphoric. So, the sentiment could be more
precise for that category than the others. The highest F-score was produced by Mazajak for
the rest of the token ranges.
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Compare the F-scores for all reviews
Raw Label Highest F-score for each category Method
All reviews 0.72777423 Mazajak
Negative reviews 0.63656885 Mazajak
Neutral reviews 0.25296443 Mazajak
<10 and >=5tk 0.83745098 Mazajak
<100 tk and >=90 tk 0.70714286 GS metaphor
<1000 tk and >=500 tk 0.6266335 Mazajak
<20 tk and >=10 tk 0.78211204 Mazajak
<30 tk and >=20 tk 0.76701156 Mazajak
<40 tk and >=30 tk 0.68374172 GS metaphor
<5 tk and >=1 tk 0.95825325 GS metaphor
and Mazajak
<50 tk and >=40 tk 0.69212357 GS metaphor
<500 tk and >=100 tk 0.64149253 Mazajak
<60 tk and >=50 tk 0.68705953 Mazajak
<70 tk and>=60 tk 0.81221688 Mazajak
<80 tk and >=70 tk 0.74222222 Mazajak
>=1000 tk 0.33333333 GS metaphor
Positive reviews 0.83588957 GS metaphor

GS metaphor

Table 5.5: F-scores comparison table

F-score comaprsion based on the methods

Mazajak

Figure 5.8: F-score comparison
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5.6 Impact of Metaphors on Automatic Sentiment Detec-
tion

This research examines the impact of Arabic online metaphors, beginning with the challenges
of annotation. As mentioned before in [4.8.1] that the sentiment of the same metaphor can
be different in different contexts. In addition to the reviews with metaphor that shifts
the sentiment of the reviews even with opinionated words after the metaphor. However,
this chapter focuses on the impact using the automatic Arabic sentiment tools with the
AMC. The impact reflected on the differences of the F-scores between the methods [5.5]
However, the results may not be the best result even if it shows the big impact of metaphor
on sentiment, due to the lack of available Arabic sentiment analyzers that can predict the
sentiment accurately for any type of text. For example, Mazajak uses a deep learning method
to predict the sentiment, which should have accurate prediction for the Arabic metaphors. As
Mazajak was built on deep learning, which can learn from the text it analyzes. Additionally,
Mazajak has a feature to correct the predicted polarity. But it was not accurate when it
includes metaphors, even though it has the highest F-scores of the most review categories.
There are only a few available Arabic sentiment analyzers, such as those developed by Farha
and Magdy (2019) and Thelwall et al. (2010), and not all of them are built only for the
Arabic language. For example, the SentiStrength is built for English language and supports
the Arabic text. Therefore the result of the highest F-score for Mazajak is logical, reflecting
the lack of the sufficient existed Arabic tools.

Through the experiments on the Arabic metaphor corpus AMC, I found that the Arabic
online metaphor has multiple factors that can affect the sentiment, such as the meaning,
length, and parsing. Also, the experiment shows the impact of metaphor on different
sentiment classification methods. For example, during tagging the AMC using AraSAS,
some of the parsed words are marked as Z99, which means ‘unmatched’. There were wrong
tagging for some metaphoric words, too.

Not to mention the factors that affect the meaning, which are the way of the online
metaphor written, the choice of words, and the form of words. Precisely, the Arabic
metaphor corpus has new words from informal communication. For example, J.NV ‘al-
als’, which is a word that has no reliable resource to find the meaning; hence, to specify
the sentiment. JJ\W ‘al-als” meaning, which is based on the annotators’ annotations, is
‘sarcasm’.

For the word form, A=Je gl:fhas the metaphor a=ls , which is an unusual form of
word that defines the online Arabic metaphor as discussed. This means the Arabic online
metaphor could be specified through the form of the word. In detail, the word a=ls, which
means ‘atheist’, in the metaphor context, while the word in the normal context is d:u-;\,
which means ‘atheistic’. Those cases were discussed in the first chapter, but I mentioned
them here again to show the factors that impact the metaphor and the sentiment respectively.
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5.6.1 Why metaphorical information is important for sentiment
classification

As discussed earlier, people online tend to express their opinions in a short and quick
manner using metaphors. Since the metaphor takes on a new shape and meaning in the
online context, the necessity to express the metaphorical text has increased to understand
the opinions towards the subject. The problem of identifying the metaphorical sentiment is
the scarce resource of Arabic online metaphors. During our annotation and experiment for
metaphors, the metaphor demonstrates a significant impact on identifying the sentiment.
The metaphor drives the sentiment for the short reviews. It is shown by the highest
F-scores for the short reviews category, which contain between 1 to 40 tokens. While
the long reviews were affected by multiple factors. The impact showed in the Arabic
sentiment analyzers’ different performances when the metaphorical information is used.
Also, the impact is shown by the differences of agreement between the GS and other
annotations in the manual annotation. For example, Mazajak predictions changed when it
compares to the gold standards annotations between the metaphor and overall sentiment
(see Figure and Figure [5.9). In an example for the manual annotation, the review
s el Gly, 3G sl sl s} 5ed Wl u s, the sentiment for the
réview is derived by metaphor. The metaphor osls ;) 515, (545 ) means ‘He donned a
robe that was not his own’, which indicates the negativity of his writing style that he is not
competent in. So, the sentiment is driven by metaphor.

Mazajak with G5

Mazajak with GS

Mazajk... ~
B FALSE
B TRUE

Figure 5.9: Mazajak-GS-overall comparison
The metaphor should be identified automatically to know the accurate sentiment.

However, it is even more challenging for the manual annotation. In the AMC, there are
multiple factors that affect finding the correct sentiment. For example, above all the known
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Mazajak with metaphor GS

W FALSE

HTRUE

Figure 5.10: Mazajak-GS-metaphor comparison

reasons is the ambiguity of metaphor in any text. The online metaphor and the Arabic
features make the identification more challenging 4.6

The reviews were chosen to combine the metaphor and sentiment. During the annotation,
some of the reviews were written in dialects. So, the metaphor’s meaning was necessary to
specify the sentiment. But, as there is no reliable Arabic metaphor resource, the annotators

had to assume the sentiment based on the context. For example, elelos U,...’d:.a means ‘will
lick your brain’. The annotators were uncertain if the metaphor was negative or positive.
Because it can be interpreted as ‘the book is good to the limit will fascinate you’ or ‘the
book is bad to confuse you’. As a result, each of the annotators interprets and identifies the
sentiment based on their own understanding and assumption.

Below I will discuss the methods to optimize the sentiment identification. My main
method is to test the metaphor using the state of the art automatic Arabic sentiment analyzer.
However, there is no available Arabic metaphor corpus to test the Arabic metaphor. So, I
built the Arabic metaphor corpus. I used methods including the manual annotation of the
Arabic metaphor corpus and the automatic Arabic sentiment analyzer.

For the manual annotation of the sentiment for metaphor and the overall, the statistics
proved fair agreement between the annotators. However, as mentioned in the discussion,
the metaphor sentiment can be affected by multiple factors depending on the Arabic online
metaphor context. So, multiple annotators may be needed to improve the quality of the
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annotation.

For the automatic annotation of sentiment, the sentiment was identified using two state-
of-the-art Arabic automatic sentiment analyzers, which are Mazajak and Arabic semantic
tagger. As discussed above, the data was passed as a text file for the Mazajak tagger and
returned as tagged sentences in an Excel file. Mazajak’s prediction is forty-nine percent
compared to the gold standard sentiment annotation, which has about 0.8 precision, 0.7
recall, and 0.72 f-score.

During the Mazajak annotation, it considered metaphor information for the short review
as the sentiment is driven by the metaphors. However, for the lengthy sentences containing
metaphor, the sentiment could be driven by other words as well. So, I suggest a solution
for better annotation, which is identifying the sentiment after splitting the word rather than
sentence. Splitting the words will raise the capacity of identifying the other factors that
affect the sentiment such as metaphor and semantics.

To specify the polarity of each word in the text, the sentiment is specified based on
the biggest number from the counted polarity. The previous solution could be sufficient in
detecting the overall sentiment at the sentence level with the neural network, but not if other
factors are considered such as the semantics.

The other method applies a similar method to detect the sentiment of the Arabic metaphor
corpus, but based on the Arabic semantic taggerEl-Haj et al. (2022)) using the emotional
tags. The emotional tags can be considered as the main sentiment tags to identify the
sentence polarity. However, all the tags could be considered in the sentiment classification
after splitting the reviews into words. The classification can be carried out based on a set of
conditions.

The idea of detecting the sentiment of the Arabic metaphor corpus was explained in the
previous section. The Arabic semantic tagger assigns each word with a semantic tag. So, the
association of tags can be used as a solution for sentiment classification and the semantic,
which could detect metaphor. In other words, instead of using an Arabic sentiment analyzer,
which is based on a neural network or machine learning, the Arabic semantic tagger can
be used. Because we consider the tags as a feature for classifying the semantic, we can
classify metaphors. The classification of metaphor will be based on the assigned semantic
tags. As we classify the metaphor terms to be on drugs, mental health, food, etc. So, the
semantic tagger could be a good solution to classify the metaphors. However, we don’t
know the accuracy of this method as the metaphor could be assigned with regular words,
not categorized as semantic words. For example, the formal metaphor was usually assigned
with a regular form of words: verb, noun, and adjective. So, the Arabic semantic tagger
does not consider the previous words as semantic.

In order to apply the above suggestion, there are multiple things that need to be considered
in the Arabic semantic tagger. The Arabic semantic tagger is affected by the dialects and the
data pre-processing. For example, in the review ells Il > 4tiis | the elongation
annotates as unmatched. Similarly, for the dialect example, <l£los wau the word
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s was tagged as ‘unmatched’. While the metaphor means ‘will lick your brain’,
‘lick’ is a verb and it is an indication of confusion. The pre-processing in our automatic
annotation was not applied as the punctuation affects the metaphor meaning. For example,
S e s e e qr‘ é . &1, <. Also, during the annotation, the metaphor
expression and the overall annotation perform based on the concept where the metaphor
expression stops. So, the Arabic semantic tagger could not specify the semantic of some
Arabic metaphors. For example, Qb,\'s, which means ‘drugs’, was tagged as Z99 (means
unmatched). Another example, the word J..u..aJV ‘al-tahsts’, which is a verb derived from
‘weed’, 1s tagged as ‘Z99°. Those words should be tagged as F3, which means smoke and
non-medical drugs. The mis-tagging of those words can indicate two things. First, the
Arabic semantic tagger cannot recognize the Arabic dialect. Second, it cannot recognize
the Arabic verb form, which is an online metaphorical term. For example, M‘ which
is a recognized noun in the Arabic language, it is a new metaphor term. Another example
of the dialectal verbs regarding the Arabic semantic tagger is the verb _>lw, which was
tagged as “Z99’, maybe because the verb ja=kea is written in dialectal form. And it means
‘will lick’ in literal sense, metaphorically means ‘confusing’

5.7 Comparison

This section compares the agreement between manual and automatic annotations in a
nontraditional way, different from the traditional Inter-Annotator Agreement (IAA) and
standard calculation methods[5.5] Specifically, it focuses on observing identical agreements
between the annotators in both approaches, referred to as observed agreement or raw
agreement (Artstein, [2017). The automatic annotation systems compared were Mazajak
and AraSAS. The manual annotations from both annotators were also compared using Excel
features. The Excel sheet columns were trimmed using the trim function to remove any
extra spaces in the inserted annotations. Additionally, unique values were used to identify
any typos in the annotations. Comparison figures were extracted by checking the value
equality (using the Equal function in Excel) of each cell in both columns. If the cells in both
columns were equal, the result was TRUE; otherwise, it was FALSE. The resulting columns
with binary results indicated the agreement and disagreement between the automatic and
gold standard annotations. Based on these binary results, figures were extracted to analyze
the annotations. The pie charts illustrate the percentage of observed agreements in the
annotations. This section analyzes each figure, considering the performance and factors
discussed above that affect the annotation.

In addition, this comparison highlights the challenges of identifying the sentiment of
Arabic metaphors using different annotation methods, both automatic and manual. The
agreements were compared to show the differences in annotation approaches for identifying
sentiment, despite their reliability. The figures below show the comparisons between the

124



Chapter 5. Impact of Metaphors on Sentiment Detection 5.7. Comparison

annotators’ annotations and the gold standard annotation. Additionally, they compare the
automatic annotations of Mazajak and the semantic tagger AraSAS El-Haj et al. (2022) with
the gold standard annotation.

In the first group of annotations[5.11][5.12] the manual annotations show high agreement
with the gold standard annotation, with over 50% raw agreement. In contrast, the second
group of annotations [5.13|[5.14] shows lower raw agreement, below 50%. This comparison
reflects the impact of Arabic online metaphors on sentiment using automatic annotation
methods. Even with the high agreement on metaphor annotation, the two annotators achieved
70% agreement on metaphor term choice.Means the two annotators have 70% agreement
of the metaphor term choice.

A1l with GS

Al with the GS

Compare... ¥
B FALSE

B TRUE

Figure 5.11: Compare the first annotator with GS
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5.7. Comparison

A2 with GS

A2 with GS

Compa... =
W FALSE

B TRUE

Figure 5.12: Compare the second annotator with GS

Mazajak with GS

Mazajak with GS

Mazajk... -
m FALSE
B TRUE

Figure 5.13: Compare Mazajak with GS
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Count of arSAS

AraSAS with GS

arSAS -
B FALSE

B TRUE

Figure 5.14: Compare automatic tagger AraSAS with GS

Al and A2
metaphor annotaion

B FALSE

B TRUE

Figure 5.15: annotators raw agreement on the metaphor term
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Annotations False True Total
A2 and GS 57%x1000=570 | 43%x1000=430 | 1000
Al and GS 40%x1000=400 | 60%x1000=600 | 1000

Mazajak and GS | 51%x1000=510 | 49%x1000=490 | 1000
AraSAS and GS | 69%x1000=690 | 31%x1000=310 | 1000
Total 2170 1830 4000

5.7.1 Statistical significance calculations

The p-value 4.3821073¢ is extremely small (much smaller than o = 0.05). The calculation
above is a confirmation of the extremely significant statistics of the two groups of categorical
data.

5.8 Chapter summary

This chapter demonstrates the impact of Arabic online metaphors using three automatic
methods. The manual annotation was converted to an automatic process using Python code
for the evaluation. The Gold Standard (GS) manual annotations were changed to sentiment
scores using Python code and then used to find sentiment in the designed tool and in the
evaluation. Although these are not considered automatic tools for showing the impact of
metaphors, they were included in the methodology as they were used in the tool design.

Overall, all the outcomes are approximate results, as the tools are still inadequate for
accurately finding sentiment in relation to metaphors. As a consequence, we evaluate the
exited and designed tool for accurate results. In addition, the annotation results are observed
to analyze and suggest a solution. Evidence has been gathered from the suggestion, but
it is still undergoing. The tools need rounds of development to achieve the best results.
However, the tool evaluation could reveal the most effective technique for finding sentiment
in relation to metaphors. Based on the F-scores results, the best performance to find the
sentiment using AMC was Mazajak. Also, comparisons were made to show the impact of
using the raw agreement of the automatic and manual annotations.

To illustrate, this chapter demonstrates the impact of Arabic online metaphors on the
current state of automatic Arabic sentiment analysis. The statistical results and tools
evaluation (F-Scores) highlight this impact. However, they also indicate that Arabic
sentiment analysis still needs to advance to provide accurate predictions for Arabic sentiment
using Arabic online metaphors. So, the designed tools and the results were designed and
evaluated under unevolved Arabic sentiment analysis tools compared to sentiment for the
English language.

Therefore, a suggestion discussed in the conclusion chapter [6.3][6.4] is to improve
sentiment predictions and identify metaphors. These tools are not to show the impact; rather,
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they aim to optimize sentiment identification with metaphor. However, those suggestions
are only subject to the AMC corpus.
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Chapter 6

Conclusions

6.1 Summary of Research

This study investigated the impact of Arabic online metaphor using state-of-the-art automatic
sentiment analyzers for the Arabic language. However, there is no available annotated
resource for Arabic online metaphor regarding identifying sentiment. In addition, the
available automatic Arabic sentiment analyzers do not identify metaphor to specify sentiment
accurately, especially in the new Arabic online metaphor text. Therefore, the identification
of sentiment in Arabic metaphors has not yet been possible. Building a reliable Arabic
metaphor resource was, therefore, a crucial step towards showing the impact of the Arabic
online metaphor on sentiment.

The findings of the current study therefore contribute to knowledge by building an Arabic
online metaphor corpus (AMC) with sentiment, semantic structure, meaning, context, theme
and metaphor types. Building the AMC was an essential and promising step for this research
and for other researchers seeking to carry out further investigation into Arabic online
metaphors and sentiment. This research shows the impact of the Arabic online metaphor
on sentiment by using different methods despite the limited resources for Arabic metaphor
research and Arabic sentiment analyzers. For example, there are only three automatic Arabic
sentiment analyzers: Farha and Magdy (2019), Thelwall et al. (2010) and El-Masri et al.
(2017). These sentiment analyzers are not all currently available and are not all designed to
identify sentiment in Arabic text. For example, Thelwall et al. (2010) identifies the strength
of sentiment rather than the sentiment itself, as discussed in the literature review chapter@

The experiments of this research do not produce the desirable results as a consequence
of the inadequacy of the automatic Arabic sentiment analyzers, in addition to the high
levels of ambiguity in the new Arabic online metaphor. The IAA was able to test the
AMC’s reliability, which we had expected to be high, but this is normal for an immature
and new type of data. In addition, the impact was more shown by the Mazajak F-score
than by the other Arabic sentiment analyzer methods, which we expected to be shown in all
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methods. A high F-score signified high compatibility between the GS (human annotation)
and the Mazajak (automatic annotation). However, different results had been expected as
the automatic tools were not all built based on adapting to the new Arabic metaphor data to
detect sentiment. Even so, the outcomes and analyses of this study are a fruitful resource for
future researchers seeking to identify Arabic metaphor and to study the structure of Arabic
online metaphor. In addition, the AMC corpus is a fundamental step in identifying Arabic
metaphor automatically. It will open another perspective on identifying Arabic metaphor
regarding sentiment and semantics. The AMC was annotated manually by Arabic native
speakers, semantically using AraSAS El-Haj et al. (2022) and automatically for sentiment
using Farha and Magdy (2019) and the designed tools were used based on the output of the
AraSAS to identify and classify sentiment.

As explained above, the AMC is a foundation for the automatic detection of sentiment
in Arabic metaphor as the corpus contains different categories including context, meaning,
theme and metaphor type. It was constructed as the first Arabic metaphor resource in
regard to sentiment and semantic structure because no previous resource was available for
identifying sentiment in Arabic metaphor. Throughout the process of building the corpus,
the structure of the Arabic metaphor was investigated and the findings showed that sentiment
is affected by metaphor and many other factors such as the length, meaning, and context of a
review. We therefore annotated the AMC with context and meaning to clarify those terms’
which can have different semantic polarities.

During the annotation, we observed changes in the structure of Arabic metaphors when
used in the online context. As part of the annotation process, the structure of Arabic
metaphor was examined to understand the sentiment and the meaning. The AMC showed
the impact of Arabic metaphor through the different annotation choices made by different
annotation methods. With regards to the low agreement between the annotations made by
different annotators, the low IAA score is a reflection of the high level of ambiguity in Arabic
online metaphors. The analysis of the Arabic online metaphor structure enabled us to extract
the features from which we can identify sentiment in the metaphors. The Arabic metaphor
schema used was based on the practical aim of identifying Arabic online metaphor, but it
is not clear yet how effective those features are for identifying sentiment in metaphor using
the AMC corpus as the features need to be applied to a large amount of data in order to train
the tool to detect metaphor accurately. So meaning and context, in addition to the other
categories mentioned above, were annotated in the AMC. The methods used to annotate the
AMC were compared to the gold standard annotation using the standard measurements for
evaluation and agreement. The annotation methods showed the closest annotation to the
gold standard in the F-scores calculation. However, the results show that there is no best
method to annotate Arabic online metaphor because there are multiple factors that affect
the various annotation methods, the most significant of which are the unstable structure and
meaning of online Arabic metaphor. These reasons are specific to this type of data and
annotation.
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Generally, however, the automatic tools are still inadequate for identifying sentiment in
metaphors. Even so, Mazajak showed relatively better performance. This raised the need
to build an Arabic sentiment analyzer to identify sentiment in metaphor or to construct a
sentiment tool which can detect metaphor before the identification of sentiment.

6.2 Achievements and findings of my research

The main two aims of this research are to build an Arabic metaphor corpus with sentiment as
a consequence of no Arabic metaphor ready to use to identify Arabic metaphor in regards to
sentiment. In addition to test the Arabic metaphor corpus on a web-based Arabic sentiment
analyzer to show the impact of metaphor on predicting the sentiment. However, the Arabic
metaphor changes in an online context. So, the annotation scheme should fit the purpose
of identifying the metaphor with sentiment and facilitate the automatic identification in the
future. During our experiments, the Arabic metaphor in online contexts takes different
meanings in similar contexts. So, the meaning was found to be very necessary to be
annotated. In addition, being specific about the context before and after the metaphorical
expressions to accurately define the Arabic metaphor term.

The impact was shown by using state-of-the-art Arabic sentiment analyzers. However,
there are no more than three automatic Arabic sentiment tools, and not all of them are
available to use. So, our impact was shown by only using the Arabic sentiment analyzer
that fits to show the impact. The Arabic sentiment analyzers have been evaluated using the
AMC to show the impact and to reflect the limitations of the available Arabic sentiment
tools. The Arabic semantic tagger was used to tag the AMC as the Arabic online metaphor
uses semantic words to express opinion. The Arabic semantic tagger called AraSAS El-Haj
et al. (2022) was used to fill the gap of the available Arabic sentiment analyzers as well.
The tools were designed and analyzed in assistance with the El-Haj et al. (2022), which
should be optimized as we believe the sentiment classification should be done on the review
as a whole. As a limitation of the AraSAS, it is not designed to identify the sentiment.
So, as a suggestion to identify the metaphor in regards to sentiment, one should link the
semantic category to see the possibility of having a metaphor in the review. This means the
output should be only YES or NO if the review has a metaphor or not by setting up a list
of conditions.However, as discussed, this is only for AMC, as we do not know about other
data that could be used for this purpose.

Corpus building is an extensive task that requires time and effort to annotate the data.
Our approach focuses on corpus building with text analysis of Arabic metaphors in an online
context. Although we aimed to construct the AMC corpus for practical purposes, we could
not ignore the differences and the new structure of Arabic metaphors in online contexts for
annotation purposes. It is crucial to understand the text before the annotation. The practical
approach in our method involves using state-of-the-art existing Arabic tools, assisted by code
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design for sentiment classification using semantic information of AMC with AraSAS El-
Haj et al. (2022). Additionally, we evaluate the state-of-the-art Arabic tools used to predict
sentiment for the AMC. Thus, the findings are beyond the aim and tasks of this research.
They represent what we discovered and observed during the application of the experiments.
Future works mentioned are mostly about improving and creating a new Arabic sentiment
tool that can identify metaphor and sentiment. In addition to extending the amount of the
corpus to fit any advanced tools to predict the metaphor and sentiment. Therefore, we divide
the findings and different future works based on the chapters’ results and findings of this
research as follows:

6.2.1 Building the AMC

This task was one of the main aims of this study. We wanted to build a reliable resource
as a first and reliable reference for any researchers investigating Arabic metaphors. The
AMC is the first resource and reference for Arabic online metaphor for automatic detection.
The corpus contains several sub-tasks with multiple findings at each stage, starting from the
structure, context, meaning, and type of Arabic metaphor used online and ending with the
annotation criteria for multiple categories, challenges, and the annotation evaluation.

During the building of the AMC, we investigated the structure and meaning of the
Arabic metaphor. We sought to identify the same Arabic metaphor terms with different
sentiments in different contexts, and we found that the meaning of the same metaphor term
and sentiment did change in different contexts. The new structure of online Arabic metaphor
showed the pattern of Arabic metaphors for feature extraction [6.2.2] However, we did not
know the efficiency of the features on a larger amount of data. The features were not applied
due to the time limitations and the specific aim of this research. In addition, those features
were beneficial for the AMC corpus as it was designed in the same way as the features.
Also, it could be used for retrieving information from the corpus. Similar work has been
done using an English lexicon, which is the BNC Leech (1992), but the BNC has a huge
amount of data, whereas our corpus had a different aim. We did not go through that work as
it does not show the impact of metaphor on sentiment and we were constrained by the time
limitation on this research and because building a corpus is expensive. We wanted to create
a tool for retrieving information and finding occurrences to distinguish the metaphoric from
the literal context.

6.2.2 Extracted features

The features extracted are one of the AMC findings. These features could serve as conditions
in functions linked to our AMC corpus. The AMC was analyzed to identify sentiment based
on our annotation of metaphorical words and their contexts. Although these patterns are
useful for extracting sentiment and identifying metaphors to be tested in machine learning
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in case of the corpus expansion,the AMC is restricted to trigram words of context words
based on the metaphor position. This means that the trained algorithm will look only three
words before or after the metaphor term following the AMC annotation. However, this may
not have high accuracy for the metaphor terms that come as one term only or the context
that clarifies the metaphor words after the three words.

* The metaphor can be identified using the polarity, and the algorithm will learn from
the annotated AMC with sentiment. The terms associated with contradictory polarity

(positive and negative words) 4. o &> ;. 4x¢, which means ‘joyful till terrifying’
in a literal sense; metaphorically, it is so joyful, it is more likely to be positive and
metaphor. Because the term (for example, & «/ ‘scary’is negative in the literal sense,
when it’s associated with a positive word, it is more likely to be expressed as negative
and metaphor. Another example, LI} Jo &S ‘J means ‘fabulous till intoxication’.
So, the metaphor comes in the negative word associated with the positive word. In a

literal context, the same term comes with positive words (ex?ujb § & Jf ‘terrifying
and amazing’). It is more likely to be positive and literal. We put this assumption as

the word 4. » ‘ferrifying’ usually comes in a literal sense to describe a negative
incident. But when it is associated with positive words, it is more likely to be
metaphoric. In addition, the previous example has ‘ti/l” word, which comes often
with metaphorical words in the AMC. However, this discusses the Arabic metaphor
in the online context, where the text is unpredictable and changeable, as discussed in
the previous chapters. So, it could not apply to all social media/online text.

* In addition, the metaphor can be identified using the target words and the contexts
following the feature below. The AMC is annotated with the context of the
metaphorical words. The contexts were specified as a definition of the metaphorical
words. So, the contexts specified after or before the metaphorical terms. The contexts
can be compared with the same term in different contexts. However, this won’t
detect the semantic meaning of the sentences. For example, morphology affects the
similarity even when the two words are similar in meaning.

— Where the target words same with different contexts.

— Where the target words (different form but same meaning) with different contexts.
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In this condition, the meaning annotation could be used to spot the term with
the same meaning.

— Where the target words similar (different morphology) with similar contexts.

— Where the target words same with the same context. This condition produce
same classification for the polarity and the if it is metaphor or not metaphor.

The conditions mentioned are based only on the AMC corpus as it has no literal context to
distinguish the literal/metaphoric context. However, this could be improved later in future
works by adding the literal context and extending the AMC.

context| context  Target word (metaphor) |c0ntexf) context

Figure 6.1: Features code suggestion

context| context Target word (literal) | context context

Figure 6.2: Features code suggestion-literal

6.2.3 Analysis of Impact of metaphors on sentiment analysis

I carried out a series of experiments to test the impact of metaphors on sentiment detection.
I tested some methods by including the metaphors’ sentiment information in the sentiment
detection process, based on an existing Arabic sentiment analysis tool and semantic tagging
tool. Although the metaphor information did not always improve the results, the experiment
results provide deep insight into how metaphors can be integrated into the automatic Arabic
sentiment detection algorithms and framework.

6.2.4 The aims achieved

1. For the RO1, we collected one thousand Arabic reviews containing metaphors in an
online context from a large-scale Arabic lexicon annotated with sentiment, called
LARB Aly and Atiya (2013). So, we produce an Arabic metaphor data set containing
online Arabic metaphors.
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2. In regard to RO2, The Arabic metaphor dataset collected was manually annotated
with metaphor, sentiment, theme, metaphor type, metaphor meaning, context and part
of speech. So, we produced the first Arabic Metaphor Corpus (AMC).

3. With regards to RO3, there are a few Arabic metaphor tools, but not all of them are
suitable for this purpose. So, we chose the ones that are based on predicting the
sentiment as polarity more than the ones that produce the sentiment as a score.

4. With regards to RO4, I evaluated the Arabic sentiment analyzers by applying the
standard measurements to assess the tools. F-score is used to evaluate the impact on
different tools.

5. In regard to ROS5 and ROG6, I annotated the AMC with semantics as another potential
Arabic sentiment analyzer in order to cover the lack of available Arabic sentiment
analyzer. So, we designed and tested programs to identify the sentiment of the
semantically annotated reviews of the AMC.

6.2.5 Research questions revisited

The answers to the research questions have been discussed throughout the chapters. The
research questions are answered based on what each chapter proves and produces. The
answers are summarized below:

1. The first research question (RQ1) addressed the analysis of the Arabic online
metaphor structure, revealing the unpredictable nature of these metaphors. While
the most frequent online metaphor structures were defined by their context, some
still required interpretation (meaning annotation) prior to sentiment annotation. The
varied metaphorical structures that define online Arabic metaphors may consist of a

single word to convey an opinion. For example, the word &J j_S literally means
‘alcoholic’. However, in a metaphorical sense, it could be interpreted as ‘romantic’
or "calming" based on the annotators’ annotations. Consequently, such words
need to be interpreted before sentiment annotation to accurately determine polarity.
Furthermore, the unpredictable structures of online metaphors became evident during
the design of the annotation scheme to meet the data analysis requirements. In some
instances, there was no supportive text to clearly define the metaphor. For example,
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the context was not always three words before or after the metaphorical term, but
sometimes only a single word or even just punctuation following the metaphorical
word. So, the schema was restricted to those cases.

2. The second question (RQ2) was answered in new Arabic metaphor terms types in
terms of the new structure and new terms and whether they have a source to know
the metaphoric meaning and the literal meaning as well. The new Arabic metaphor
terms contain new dialectal words which do not have a reliable source to know even
their literal meaning. In addition to the new mean of describing metaphor in online
context using semantic voice to express opinion.

3. This question correspond to RQ3, was explained by analysing the meaning and the
structure of the standard and the new Arabic metaphor with evidence from the
collected Arabic metaphor data. The schema designing was done after the data
analysis for the Arabic metaphor data that meets the previous questions, which is
correspond to the fact that Arabic metaphor has unpredictable structure. In addition,
the schema was designed to meet the practical purpose of metaphor identification. For
example, annotate the context to understand the sentiment and define the metaphorical
expressions before or after the term.

4. In the RQ4, The schema designed as mentioned before based on the practical
purpose. However, it is still influence by other annotation schema designed for
English metaphor such as Krennmayr and Steen (2017). Even though, they followed
the standard annotation concept which is MIPVU (Metaphor Identification Procedure
VU University Amsterdam), which is not the case in this research. Our aim is to
identify online metaphor terms as novel, identify the metaphor in online context,
and annotate the sentiment of the AMC. The corpus annotation chapter discuss
the comparison between the previous studies that influence our schema. The VU
Amsterdam identify metaphor linguistically annotating only the existing of metaphor
rather identify the metaphorical term. In addition, they annotate the sentences as
all and binary annotation for metaphor. Means yes/no annotation of the metaphor
existence. our schema follow only some of the XML annotation structure of the
VU Amsterdam and understand the contextual meaning of the metaphor context to
identify the metaphor. Hence, identify the sentiment. The vu Amsterdam is not all
metaphoric, it has literal sentences. While the AMC is all metaphoric. Our schema
designed based on the practical purpose, which used to show the impact of metaphor
using the AMC. However, the AMC consider as a base knowledge for many research
ideas as future work.

5. RQ6 was addressed by designing a sentiment identification tool in association with
the Arabic Semantic Tagger (AraSAS) and the semantically tagged Arabic Metaphor
Corpus (AMC). The tools were designed to determine the overall sentiment of the
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semantically tagged AMC. In addition, another tool designed to identify sentiment
based on manual metaphor annotation with the semantically tagged AMC.

6. RQ7 was answered through statistical analysis by comparing the F-scores of the
tools to find the best-performing method with the highest F-scores. Additionally,
the impact was shown by comparing the raw agreement between the automatic and
manual annotations.

6.3 Limitations of this research

This section discusses the limitations of this project.

6.3.1 Need for further exploring tools and techniques

During the application of showing the impact of metaphor on sentiment, I found that Arabic
sentiment analysis needs improvement in automatically identifying Arabic sentiment. This
is especially apparent due to the limited availability of automatic Arabic sentiment analyzers
compared to English ones. The attempt to optimize the code as part of demonstrating the
impact of metaphor on sentiment was observed in the overall classification process. For
example, the classification should encompass all polarity signs of different aspects within
reviews.

We utilized the Arabic semantic tagger El-Haj et al. (2022) to demonstrate the impact of
metaphor. Although it was not initially designed for sentiment analysis, the two tools were
created to detect sentiment. The AraSAS has the potential to identify metaphor through
semantic tags, but this has not been fully explored yet.

The designed tools exhibited different performances on the AMC, indicating the need
for further improvement. This underscores the ongoing process of optimizing sentiment
classification using the AMC. For example, the AMC occasionally showed equal polarity for
some reviews, making it challenging to classify sentiment when the tool cannot decide the
sentiment in cases of equal polarity. Additionally, AraSAS sometimes provided incorrect
semantic tagging for certain metaphorical words, such as assigning 'unmatched’ for a
metaphorical word, which is incorrect[5.6] Thus, the tool itself still requires improvement
to handle different types of Arabic text. Furthermore, this evaluation is only applicable to
the AMC data and not to any other dataset.

6.3.2 Need for further exploring annotation information for Sentiment
Classification

To specify a program for classifying sentiment in the AMC, we used only the emotional tags
of the AraSAS. For better sentiment classification, the program needs to apply all the tags
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def word wise score sentiments(data2):
try:
split_sentence = data2.split(' ')
final_list = list()

for new word in split sentence:
word = new word.strip()
if len(word)>@:

if "+' in word:
final list.append('+')
elif '-' in word:
final list.append('-")
else:
final_list.append('N")
else:
pass

final_d = dict(Counter(final_list))
return final d if final d else dict()

except Exception as e:
print(str{e))
return 'NA'

Figure 6.3: code optimization

of the Arabic sentiment analyzer. The classification could then be performed based on the
polarity of the most frequent polarity sign in each review. This method is yet to be explored.

The code splits each review into words and processes them through a set of conditions
to count the highest polarity signs in each review and determine sentiment. The result
is presented as a dictionary for each review containing the number of polarity signs.
However, this method faced challenges, particularly in cases where polarity signs were
equal. Consequently, adjustments had to be made to the code to address such cases.

Even though these tools do not directly detect Arabic metaphor, they still utilize the
AMC as part of demonstrating the impact of Arabic metaphors on sentiment. Furthermore,
the code could be further optimized to detect semantic possibilities of metaphoric reviews,
but this remains to be explored.

The analysis of AMC structure cannot be generalized for all online contexts unless
the data contains a considerable amount of online metaphor occurrences. So advanced
techniques such as machine learning can learn from the pattern of the big amount of new
Arabic metaphor terms.

For the Arabic sentiment analyzers, those analyzers lack recognizing the metaphorical
text in advance of identifying the sentiment. So, the results were not the desirable ones. We
expect dramatic changes in the Mazajak performance, but it appears to produce unstable
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predictions with different amounts of data. For example, when we tested using Mazajak,
Mazajak’s performance was downgraded, although in this research Mazajak had the best
performance among the other tools.

With the assistance of the AMC, this problem could be solved by identifying the context
of the Arabic online metaphorical text. In addition, this could be solved by tokenising each
text to a word assigned with the sentiment. Then identifying the metaphor depends on the
metaphor context using the AMC. However, this process could be effective after multiple
rounds of improvements to the tool that was designed. In addition, the tool that will be
designed should be compatible with the automatic Arabic sentiment analyzer.

def word_wise_score(data2):
try:
list_sub=["E1','El+','E1-','E2",'E2+","E2-',"E3', 'E3+', 'E3-', 'E4.1", 'E4.1-',
found_emotion_list = list()
split_sentence = data2.split(" ')
final list = 1list()
for word in split_sentence:
if '+' in word:
final list.append('+')
elif '-' in word:
final_list.append('-')
else:
final list.append('N')

final d = dict(Counter(final list))

if final_d:
pos_count = final d ('+',0)
neg_count = final_d.get('-",@)
neutral_count = final d.get('N',8)

if (pos_count > neg_count) and (pos_count > neutral_count):
return 'Positive’

elif (neg count > pos_count) and (neg_count > meutral count):
return 'Negative'

elif (neutral_count > pos_count) and (neutral_count > neg_count):
return 'Netural’

elif (neutral count == pos_count):
return 'Positive’

elif (neutral_count == neg_count):
return 'Negtaive'

elif (pos_count == neg_count):
return 'Neutral’

else:
return 'Neutral'

except Exception as e:

print(str(e))
return 'NA"

Figure 6.4: Equality polarity

6.3.3 Limitation of data collection

As already explained, the new online Arabic metaphor dataset was collected manually by
Arabic native speakers from publicly available online data (Aly and Atiya, 2013). They
were asked to select frequently used metaphors on social media and search through the
LABR data Aly and Atiya (2013)). The size of the dataset was about 51,000 words, which
might be considered small. However, the data could be extended in future work by adding
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the same online metaphor terms found in online sources such as Twitter. Also, the data
could be expanded by more than a thousand reviews with different semantic categories. As
mentioned before, the collection was limited to LABR, which means that the occurrence of
metaphors was limited compared with the social media feeds. The data were collected from
a specific source, namely LARB, which limited the analysis to the LABR (Aly and Atiya,
2013)) dataset only. Although the metaphorical terms gathered were found to be the same
as the metaphors found in social media feeds, the analysis could be widened if data were to
be gathered mainly from social media because social media have a similar data structure.
In future research, social media data could be added and compared with the current data to
show similarities and differences. The data gathered from a specific dataset and the analysis
of the new Arabic metaphor corpus cannot apply to all online contexts.

6.3.4 Limitation of corpus building

The first limitation is the number of book reviews, even though we consider the corpus has
a good amount of words to be built as lexicon. But the practical aspect was the main aim
of this research to train any machine learning algorithm accurately. for which a big amount
of data is crucial. So, extending the number of reviews is a solution for this limitation.
The second limitation of this corpus is that it is not following the standard methods. This
is controversial as the scheme was designed only for this type of data, which means that it
will not fit every online Arabic metaphor data. For example, the online text discussed in
the introduction chapter could come in Arabizi Duwairi and Qarqaz (2014), and metaphor
could come in this form as well. So, this may not fit all metaphor text types in the online
context.

Nonetheless, the scheme is ideal for practical use as it has all the necessary aspects to
identify the online metaphor starting from the context. Because most of the previous studies
in the English language relied on the lexicon to identify metaphors. And the metaphor
identification based on the lexicon follows the verb-noun violation. So, the AMC has all
aspects of the lexicon to identify the metaphor. However, this again is still only for the
AMC, not all types of metaphor text in the online context.

6.3.5 Lack of accurate automatic Arabic sentiment analyzers

The lack of Arabic sentiment analyzers is a limitation of this project, too. The lack of
available Arabic sentiment analyzers was an obstacle to achieving the desirable results. I
found that all the available ones are inadequate to use. For example, the Mazajak tool is
the only one that predicts the polarity, while the other ones predict using the sentiment
score, which is unreliable. In addition, none of the Arabic sentiment analyzers were built
to identify metaphors and use them for sentiment classification. So, we suggest a solution
to only find the existence of metaphor based on the AMC corpus and ARASAS semantic
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tagger.

6.4 Future direction of research

This section discusses the future direction of this research, building on the arguments and
solutions presented previously. I have already achieved the key objectives of this project and
identified future directions for this research based on the findings of this project. Although
I have already implemented some of these potential suggestions, there is still much room
for further exploration. The findings were discussed in each chapter, and here I focus on the
discussion of how to carry this research forward in the future.

One of the future directions is to expand the AMC by adding Arabic metaphors from
social media, in order to facilitate a comparative study of the AMC data with social media
data to find their similarities and differences. The new data could be gathered from one of
the social media platforms such as X, Facebook, and Instagram. Even though we believe
the AMC is similar to the social media context, I suggest a deeper comparison and analysis
could lead to interesting findings.

In further detail, the data suggested will be gathered on the concept of finding similar
Arabic metaphor terms in one of the social media platforms. If the AMC is expanded with a
similar annotation category, the AMC could be considered as a newly created Arabic online
metaphor lexicon if it is assigned a friendly user interface to find concordances and retrieve
metaphorical information. For example, the corpus could be converted to XML tags and
linked to a web page with categories, which is one of the key features for publication. I
considered this idea at the beginning of this research. However, this did not meet the aim of
this project and the corpus building with this specification would take extensive time.

Another suggestion to go further with this research is to advance the sentiment
classification of the AMC. To advance the classification, we need to consider conditions
to fit all sentiment polarities, in the cases where the sentiment of the metaphor cannot be
recognized by the AraSAS El-Haj et al. (2022). In classifying the sentiment using El-
Haj et al. (2022), the emotional tags were not assigned to all metaphorical terms, but for
all words without specifications. There are reviews with only two words, which contain
metaphors. Such short reviews in our corpus make up forty-six percent of the total reviews.
Considering the 'E’ tags (indicating emotion) only could be a better solution for the data that
has only metaphors combined with emotional tags, while other semantic tags can indicate
the sentiment such as ’-L.1° (meaning ‘dead’. So, the suggestion is to consider all tags to
detect the sentiment of a text.

The AMC is a fruitful resource for many research applications. Linking the AMC to a
friendly user interface will be a good start for many applications:

e It could be built as a lexicon. So, the AMC could have linked to a Friendly user
interface to retrieve information.
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* In addition, finding the metaphor based on the noun-adjective violation concept with
sentiment, which can be achieved using the context of each metaphorical term and
sentiment annotation.

* Using the AMC as a resource to be linked to an automatic Arabic metaphor detection
in regards to sentiment.

* It could be used for linguistic purposes as well as to extract statistical information to
find the occurrences of an Arabic metaphor term.
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Appendix A

Figure

The figure describes a sample of the Arabic metaphor authentication result for the meaning
and dialect. The figure shows the highest number of responses for certain meaning and
dialect for one online Arabic metaphor. The figure added just to show the online Arabic
metaphor authentication process mentioned in the data collection chapter [3.2] Here is the
full version of the questionnaire Questionnaire full version

Arabic metaphor

107 responses

1oz meall Jall e s (Rdat) e (Ba7) el pe I sllacadtldaglf soa IO copy

c
=M

107 responses

26 (24.3%)

Aol dagh

T et agdh 44 (41.1%)
Leait |44 (41.1%)
anly Y, 1(0.9%)
s 1 (0.9%)
eafind 100 (93 £
Sy 8(7.5%)
s 2 (1.9%)
0 25 50 75 100
2-fles 5 gl a e ol A (sasla): eall pe ) Slaadll 4agll s IO copy

Figure A.1: A showcase of the Arabic metaphor dialect authentication
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Appendix B

The annotation table sample

Here is a sample of the AMC corpus with metaphor, sentiment and meaning only. The
sample has metaphor annotation, which labeled by one of the Arabic native speaker. The
sentiment is the gold standard sentiment for metaphor. The meaning column is for one of
the Arabic native speaker meaning annotation. The full annotation table AMC is available
online in AMC corpus.

Table B.1: Arabic metaphor terms Table

Metaphor | Sentiment | Meaning | Transliteration
s negative Ly hayilhis
WFTS negative e ghafalna
Ll negative &Lma.” al- "utmah
Aryon negative FWRES sawda’
Rkl negative N tattagallas
Ao negative A mulhid
8sls negative @ j.L.j birada‘ah
L) e negative LT maridah
BRE%A positive Lig tashudduka
ol = negative slud kharabah
ool positive A~ Jjamidah
Canles positive CAPVoN khatafat
o= positive &n yuhallig
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Appendix B. The annotation table sample

oS negative d\:.\a\_c;‘ haraqat
P positive ) Lo tatafajjar
I negative olas] al-thumalah
R[] positive R al-thumalah
LRV positive e mutadaffiqgah
L s positive 'S abgariyah
039 3 positive Jl~ wuriidih
Jo2 negative 3:.1 muhammal
< o positive ! al-thawb
r;\! \ positive HEXR al-umm
L positive FARY)| tuhfah
- positive e mukhif
(é-a-‘b negative FORW bi-l-qalam
IRy negative Lo tajdif
S~ positive iodle> sihr
Jsi positive Al ‘abhara
‘Q.V.L positive S taltahim
&‘J\aj negative o2 li-sira’
Ll positive S yusallit
r._\a.ﬁ_. positive Sz yuhattim
u‘-"-ﬁ positive Jf'? ‘atanaffas
e positive Sonl taghiis
f“) \ negative G| al-summ
C}Lﬂ positive C)Lc silah
(A& positive J sl "ilm
R positive Lsvlge sadiq
L2 positive Lj\d- ! yukhfa
leday positive ool bi-yatbatib
Cw positive O g tasanna ’
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A W]

[ ?:. b '“
=X
S,

&g
Cans)
oslwl
SY Y

C
‘e.

positive
positive
negative
positive
positive
positive
negative

negative
negative
negative
positive
positive
positive
positive
positive
positive
negative
positive
positive
positive
positive
positive
positive
positive
negative
positive
negative
positive

negative
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qatalt
ta’ ish
li-yakhunuka
‘akalt
bi‘r
tarsumin
Jjarh
‘admat
al-dafinin
al-inzilag
al-qubba‘ah
al-bayad
nasmah
yasha’

tashumm

ta ‘khudh
mughraqah
mukammil
‘anis
yubhir
rafiqi
yukhatib
kanz
nuqtah
irtada
bi-tatbatib
thawb
al-yad
khashabiyyah




Appendix B. The annotation table sample

B positive S tuhizzuka

Py negative Some mahmum
g}. ed positive dm tushirni
Pr positive = § mubhir
ixlad negative sl qgit’ ah
o positive islu) qimmah

By o negative LSl sata ‘kuluka

A~ positive s g0 bahr

g negative Eaml yahfir
<), positive ey rd‘hah
o \j.j negative el g ‘abwab
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Appendix B. The annotation table sample

Table B.2: Arabic Informal and Transliterations

Arabic Transliteration
< tuhfah
Lol jamid
ol jamidah
BN al-‘Ish
R bayd
ala i gishtah
Uas! ishta
s ladhidhah

SVRY ladhid a
Jos > asal
ﬂ»w musakkir
J<.w sukkar
S shaht
4.4& nakhah
i1k tazajah
L= 9 wajbah
Sl basal
Bl madhaqan
oMo mugqabbilat
> dasim
K JON) al-baharat
FEN ) al-tabkhah
C.LJ battikh
dals khaltah
o=l ta’ m
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Appendix B. The annotation table sample

Arabic Transliteration
PPN fazi” ah
G.\aé fazr’

2.2 mukhif
&b gatilah
S khayali

J o= khuraft
) oA mujrim
’ | > ijram

C:.u faqr’
C..d fashkh
CAH afshakh

PEWA fashikhah
s 0 mur ’ ibah
Bl fattak
O 9o mawt
Ol juniin
e khatir
dad qissah

L g juniiniyah

SGes khawqagqt

db e khawqaq

C}Lc " ilaj
i« > jur’ ah
slae mudadd

JgusS kapstlah
grel takhaddur

gaee el yijib-lak maghas
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Appendix B. The annotation table sample

Arabic Transliteration
L) 0 marihah
& sara’

s als’ takhalluf > aglt

C}‘ C > al-jurh
FETRY bidakhah

Gaal gl () gabe mal ’ Gin abual-sidq
s ikti‘ab
. A~ lil-jurh
g majniinah
e halas
CM'“ silah
43 qunbulah
'CLu dimagh

&\;’d‘ A hadd al-nukha’

by bushayn

ﬂ»ﬁ taskar
S /<.~ sukra

gy tahshish

Olyaz mukhaddarat
Jed kuhiiliyyah
Il al-thumalah
| = khara
AL zibalah
Xy zift
ol = kharabah
o i ‘akalt

ey yiftis
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Appendix B. The annotation table sample

Arabic Transliteration
Cn.ud tasbah
A&\l al-qatilah
&“V‘L taltahim
el yijib-lak
LS khudni
;5"" -5 zaghzaghni
dalal, bi-tatbtib
el bi-tashab
gred nahfur
NV S yikhrib bit
et hayilhis
salday bittalla * n1
FReY tashuddak
613 g sawda*
Cais khaff
) madriibah
Lomad nasmah
FEIRES khaniqah
dogla s mamtiitah
! a St ghasil mukh
Gy s khabatlazq
S s al-raghial-raghi
"E JA..‘._; ghasil mukh
Jle aclos dimaghuh * aliyyah
¢ T khafif damm
g 2 Pl shahadatimajriihah
Wl s thartharah majjaniyyah
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Appendix B. The annotation table sample

Arabic

Transliteration

Mot e
ol e
Sl de
Azmls LS

dahik al-sinin
sahlah al-hahm
hadd al-mawt

kitab mulhid

153




Appendix C

Corpus annotation in XML format

This is the full annotation format of the AMC, the samples added to show the annotation
format as some was not included on the extracted Excel files. The XML annotation contains
the metaphor types and part of speech, which is not included in the AMC as Excel table.

<?xml version="1.0" encoding="UTF-8"2>

<sentences>
<body>
<3 no="1"> diles walus <genreT Type="general">walis</genreT>
= <metaphor Type="Verb":

<Informal>paly</Informal>

<Tword Ty MD"> o</ Twords

<Tword ="VBP" >pardes</ Tword:>

</metaphor>

= «literal>
<Tword ="VBP" i jtr</ Twnrd:>
</literals
= <context T before">

<Tword NN">§ bas</Tword>
<Tword Ty PRP">al</Tword:>

= </context>

- </s>

= <3 no="2"> dldlamg daeg JAd Y leislo E_iLi_h QAS 4 gBey 4is Lilds goyLS <genreT Typs="general"
>udsc/genreT>

= <metaphor Type="Verb":

<Formal>Jii</Formal>
<Tword Type="

- </metaphor:>

= <literal>
<Tword Type="VB">gae</Tuords>

</literal>
<context T}
«Tword
<Twozrd
<Tword
«Tword

<Tword Ty
= <fcontext>
- </a>
% <5 no="3"> iadadl - duw <genreT Type="general>isl 4 di</genreT>
=] <metaphor "Noun" >

daiedi</Formal>
="NNO":> Ladead ) </ Tword:>

= </metaphor>

= «literal>
<Tword Type="NNO">Jgadi</Tword>
<fliteral>

Figure C.1: Annotation XML sample
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Appendix C. Corpus annotation in XML format

</COntext:
<f8>
<3 no="4">10uk] Lol sadl cke - Tolaw Ll Yy Slis oSe o pd i Jled Lens slase
sl g i</ genrel>
<metaphor Type="Adjective">
<formalz:|agwd,/formal>
<Tword Type="J0">:1 s gw/Tword>
</metaphor>
<literal>
<Tword Type="00"> Ll g/ Tword>
<fliteral>
<context Type="before":
<Tword Type="CC">a</Tword>
<Tword Type="BB" > e </ Tword>
<Tword Type="VBP">Jlus</Twords
</context>
</8=
<8 no="0"> paw JE Lgol s liis <genreT Type="general">dol s 1</ genreTs
<metaphor Type="Verb":>
<Formal »eliis</Formal>
<Tword Type="VB" »eliis</Tword>
</metaphor>
<literal>
<Tword Type="VB">dis</Tword>
</literal>
<context Type="after">
<Tword Type="NN">31 s i/ Tword>
<Tword Type="PRP"»>k</Tword>
<Tword Type="CC">Js</Tword:
<Tword Type="NN">g s/ Tword:
</context>
<f8>
<8 no="6"> dnde oS <genrel Type="general'>oLS</genrels
<metaphor Type="Adjectiwve">

<Formal>ssdes</Formal>

<Tword Type="J0">dxle</Tword>
</metaphor>
<literal>

sl gdl <genreT Type="general':

Figure C.2: Annotation XML sample
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Appendix C. Corpus annotation in XML format

</context>
<f 3%
€8 NO0="0"> pgmt W boged | e guldid <gEnrel Type="general">ddl i</ genreTs>
<metapher Type="Verbh">
<Formal el o</ Formal>
£Tword Type="VB" nuddids</Tword:>
</metaphor>
<literals
<Tword Type="VB"»Jia</Tword:>
<fliterals
<context Type="after":
<Tword Type="NH">a1 s e/ Tword>
<Tword Type="PRP":Lle</Tword:
<Tword Type="CC"»J8</Tword>
<Tword Type="NN">p</Tword>
</context’
<f8z
<3 00="6"> smdw wiid <genrel Type="general"»wii</genrel>
<metaphor Type="Adjective":
CFOTTAL> dodwes [ FOTMALY
<Tword Type="J0">wedad/Tword>
</metaphors
<literal>
<Tword Type="VB">juudi & o/ /Tword>
</literal>
<context Type="before">
<Tword Type="NN"»oU3</Tword>
</context:
</8>
<3 no="T" zuay 4_...‘.;[I Dlgy WSS L Telaje pud sl @)l Ed I waal.a. <genrel Type="author”
el b | €/ gROPET>
<metaphor Type="Noun">»
<Formal>is|ayod/Formals
<Tword Type="NN">:1a34</Tword>
</metaphor>
<literal>
<Tword Type="NN"»wuis</Tword:>
</literals
<context Type="before":
<Tword Type="VB" > 1</ Tword>
<Tword Type="NN"%:isy</Tword>

Figure C.3: Annotation XML sample
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Appendix D

AMUC file as an input file for Mazajak
annotation

The figure below is for the AMC with no annotations inserted to Mazajak as input file.

CSV-text1.cs

Formulas Data Review View PowerPivot @ Tell me what yo

Calibri 11 A A T == & - EPWrap Text General

o
Paste -
- ¥ Format Painter BRI

erge & Center ~ &7 -9 9

Clipboard i Font i Alignment " Numbe

1 Sentences
Gliles Lok
Alazy dazmy I3 jlaisb Foylll (38 § 0339 e Was &)
[ assall 3 g 58 s Call @ g0 e O By Y 5]
5 aBly (RS S o el o) LSy Lga,yS5 39 &gl ode L w3
Do &5 (oyatons il (fb 88 dyaems 1084 pla og)sl s Lt
aode S
ey 4T Bilg) (3SE L Bslap e 513) S5 3055 WIS dams
Ls Lois gulaz of) Lo Loy § 4 T3 1S QUSI i g8 Conos
Slodle g algll oo slaw 133 A5 dlg ) 8 | adlly pass
1o 6, albs Jio 83
53 057 dalr 28T ol e i 8 aw 5399999999999993) s alr
T13ks Sl 3T Mae ek o lilas Jae caalas L5y § 8113k
B o ot plle § o s ol i dpall 11 oz 0
Ul (Sae I8 (23 Gy Al G BT § e g Iy B5ln Al
|l Wils ¢ @915 amdls O3l Cablse oo pualls ko joniss &)
oy ity nall 00 B ol oW1 ) AT 0 ngn o) s
18 et L Jas bl ¢ ik Jos LA d> Ausllg del3ag . &S00
19 |1 8Ll g Gsab e § ndy WA b &l e 50y dados w3
20 b I Larsl AJlall o Belyall § yaiens BT £ pY s 28y
21 |55l &dne, Blg ) odn Bel)3 3 0,3l A8 e W]l g (S50
22 | et S fras

CSV-text1 @

)

TR IRZ S0 Nou|[sw N

N o w;

Figure D.1: AMC file as input file for Mazajak annotation
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Appendix E
Full AMC

Here is the AMC with full annotation categories. The table contains the human annotations
of the two Arabic native speakers and the automatic annotations of the Mazajak and AraSAS.
Although the AMC here have no reviews tagged with semantic tags, but it could be found
in the link AMC corpus.

G2 - S | =F2=F2

FaLSE FALSE
FALSE FALSE

TRUE FALSE

TRUE FALSE pesitva - -
FaLsE FALSE - - -
TRUE TRUE seguive oagative sagaive
TRUE TRUE seguive osgative sagaive
TRUE TRUE - - -

TRUE TRUE segive osgative sagaive

FaLsE FaLSE pesitva posiive posisve

Figure E.1: AMC with all annotation categories
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Appendix E. Full AMC

N o e o R s b u v w x v z
Compreonl s CoRPI e nper | Comptres mspir - ) [——— . ‘
and metsphor GS 2 bermee th amsoator: - :
s b
2 e ase neutal FALSE == st i as
B BaLsE WUE = neutrsl TRUE ot s = o~
s s mUE pesitva nestrsl TRUE ' st e s
LR e mUE EES EXE segatve postiive. FALsE et gl BN W Benay,
s RUE mUE wE e nagive ase negaiive FaLsE Sosst wrting syte & i
.
7 o RE o o e neutal FALSE = = - =
B WUE TRUE WUE TRUE mE TWUE posttive. FALSE ot auter s s
mUE RUE mUE wE e nagive mUE posttive. FaLsE fapeual gt w w o
s
s RUE mUE wE e seive posttive. FaLsE st wrting syte i e EEDS
0

Figure E.2: AMC with all annotation categories
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