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Abstract

In this thesis, semiconductor nanostructures are studied, both experimentally

and theoretically, to help aid the development of two diverse and important tech-

nologies.

Firstly, charge-carrier confinement in stacked sub-monolayer (SML) InAs in

GaAs: SML deposition results in the formation of In-rich agglomerations within

a lateral InGaAs quantum well (QW) with lower In content. Low-temperature

photoluminescence (PL) and magneto-PL reveals strong vertical and weak lateral

confinement, indicative of a two-dimensional (2D) excitons. Paradoxically, high-

temperature magneto-PL allows excited-state peaks to become resolved, which can

be fitted by a Fock–Darwin spectrum, characteristic of a zero-dimensional (0D) sys-

tem. To solve this contradiction, we postulate that stacked SML InAs in GaAs

forms a heterodimensional system, in which electrons are 2D, and see only the lat-

eral InGaAs QW, whilst the heavier holes are 0D, and are confined in the In-rich

agglomerations. This description is fully supported by single-particle effective-mass

and eight-band k · p calculations, which show heterodimensional confinement is

probable for a large variation in In content.

SML vertical-cavity surface-emitting lasers (VCSELs)—which prove to be one of

the most promising candidates for datacoms applications—have been demonstrated

at >20 Gb s−1, and we postulate that heterodimensionality is fundamental to this
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high-speed operation. Efficient carrier injection is achieved by the lack of a wetting

layer, along with the 2D electrons coupling to several In-rich agglomerations, making

them quickly available to states that are lasing. Furthermore, the shallow confining

potential of the In-rich agglomerations means that excess holes cannot build up in

states that aren’t lasing.

Secondly, semiconductor photoelectrolysis for the solar-powered generation of

renewable hydrogen by water splitting is researched. The novel use of nanostruc-

tures at the semiconductor–electrolyte interface (SEI) in a photoelectrochemical

cell (PEC) is proposed to help increase the maximum potential that can be photo-

generated, thus increasing the likelihood of a given PEC being able to split water.

By solving the Schrödinger, Poisson and drift–diffusion equations, we simulate the

band alignment, confined carrier energy states and carrier densities for a variety

of different material systems. ZnO quantum dots on InxGa1−xN show the most

promising band alignment, with electron-donating and -accepting states straddling

the hydrogen- and oxygen-production potentials (respectively) for small x (x < 0.3),

indicating an ability to split water.
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Chapter 1

Introduction

The demands posed by an ever-increasing world population, along with the indus-

trialisation of developing countries, leads to the significant need for research in both

the technologies we rely on, and the technologies we wish to develop to cope with

these demands. Semiconductor nanotechnology has a huge role to play in meeting

these needs, and this thesis highlights research to aid the development of two such

diverse technologies.

1.1 Sub-Monolayer InAs in GaAs for High-Speed

Datacoms

The efficient communication of knowledge and information is fundamental to mod-

ern society, and the invention of computers and the internet have revolutionised

the way that this knowledge and information is transmitted. Today, a myriad of

different transmission methods are used to transfer data on a multitude of different

length scales. Copper wires, optical fibres and radio waves communicate information

on global, national and local length scales, as well as between components inside

computers.

Figure 1.1 distinguishes between different communication length scales. Global

area networks (GANs), wide area networks (WANs) and metropolitan area net-

works (MANs) are examples of what is commonly referred to as telecommunication

or telecom, whilst transmission on shorter length scales, such as in local area net-

works (LANs), data centres and between different components within computers, is

1
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Figure 1.1: Simplified scheme of communication length scales. Arrows points in the direction of
smaller interconnect distances. Optics are already used for global area network (GAN), metropoli-
tan area network (MAN) and local area network (LAN) applications, whilst copper wiring still
dominates for box, board and chip levels.

commonly called data communication or datacom.

A desire for the transition to optics for datacoms is borne out of the limitations

that are inherent in copper circuitry. For example, attenuation losses at higher

frequencies limit modulation bandwidths, and the high density of copper wiring

results in undesirable crosstalk and a high power consumption [18].

Vertical-cavity surface-emitting lasers (VCSELs) are currently seen as one of the

most promising methods of transmitting light down optic fibres in datacoms net-

works, due to their small footprint, low beam divergence (making for easy coupling

to optic fibres) and on-wafer testing [18]. VCSELs based on the sub-monolayer

(SML) deposition of InAs on GaAs have demonstrated fast bit rates of >20 Gb s−1,

but until now, charge-carrier confinement in SML systems was not well understood.

Structurally, SML depositions form a quantum-dot–quantum-well (QD–QW)

heterostructure, consisting of a lateral InGaAs QW with low In content, in which

are embedded highly–non-uniform In-rich agglomerations [19, 20]. In this work, the

technique of photoluminescence (PL) in a magnetic field is employed to probe the

extent of charge-carrier wave functions and determine whether the QD–QW het-

erostructure is zero- or two-dimensional. This experimental work in backed up by

Schrödinger equation modelling of the confined carrier energy states.
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1.2 Photoelectrolysis

Energy is indispensable for the existence of life on Earth, be it in the food we eat

or the fuels we burn to drive our cars, heat our homes and power the vast array

of electronic devices that we use. The aforementioned problems of an increasing

world population, coupled with the industrialisation of developing countries, has led

to vast increases in global demand for energy [21]. Currently, fossil fuels are used

by industrialised nations to meet the majority of energy demands (Figure 1.2) [1],

but our over-reliance on these fuels is fundamentally flawed for the simple reasons

that their combustion releases atmospheric carbon dioxide, causing global climate

change, and there is only a finite amount of them available for extraction. For us

to successfully adhere to the mantra of sustainable development—to meet the needs

of the present without compromising the ability of future generations to meet their

own needs—we clearly need to transition to a renewable and low–greenhouse-gas

energy infrastructure.

Oil
38%

Gas
26%

Nuclear
5%

Renewables
4%

Coal
27%

Gas
35%

Nuclear
8%

Renewables
3%

Coal
14%

Oil
40%

(a) UK energy consumption (b) Global energy consumption

Figure 1.2: Primary energy consumption by source in 2014, for (a) the UK and (b) the world
[1].

Solar power should play a large part of the solution to this problem; the Sun

delivers enough energy to the Earth in one hour to meet our global energy demand

for an entire year. Currently, solar energy is directly converted to more flexible

energy forms predominantly through the use of solar cells1, which convert sunlight

into electrical energy, providing approximately 1 % of the UK’s electricity supply in

1Excluding more complex routes from sunlight to energy, such as biomass.
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2014, and over 5 % of Germany’s the same year [1]. However, generating electricity

directly from sunlight doesn’t address other energy demands, such as those related

to transport. In the UK, transport accounts for around 40 % of fossil fuel demand

[22]. A high energy density is the major attraction of liquid fuels over batteries, and

thus a method of storing solar energy as a high–energy-density fuel is desirable.

One such fuel is hydrogen, which can be converted to electricity in a fuel cell,

the only by-product from which is water. Hydrogen as a fuel has already more than

proved itself, having powered rockets and instruments on space craft since the 1970s

[23]. Per unit weight, its energy density of ∼142 MJ kg−1 far outstrips that of any

other fuel source, though per unit volume, even in liquid form (∼10 MJ L−1), it is

considerably worse than, for example, diesel (∼38 MJ L−1) and petrol (∼34 MJ L−1),

as illustrated in Figure 1.3. Furthermore, it can be converted to electricity at higher

efficiencies (40 to 60 % in hydrogen fuel cells) [24] than the combustion of fuels in a

combustion engine (25 to 30 %) [25].
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Figure 1.3: Energy densities per unit volume (MJ L−1) and per unit weight (MJ kg−1) for selected
materials. Adapted from Reference 2.

The process of photoelectrolysis enables us to use the Sun’s energy to obtain

hydrogen by the splitting of water. The only (consumable) raw material needed is

water and the only by-product of the photoelectrolysis process is oxygen; it is about

as clean and sustainable as one could envisage. Its use is particularly advantageous

in remote, off-grid locations, where it can be stored and converted to electricity (or
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simply burned as a fuel for heating or cooking) as and when needed, in a localised

stand-alone energy system. Of course, there are limitations with solar hydrogen, the

most obvious being that storing hydrogen and then converting it to electricity is not

as efficient as using solar energy directly to generate electricity (i.e., in photovoltaic

solar cells). Therefore, solar hydrogen should form just one part of a mix of clean

and sustainable energy sources, each used according to their own merit.

Photoelectrolysis research has been harboured thus far by difficulties in devel-

oping semiconductor electrode materials with suitably positioned energy bands, as

well as issues with the resistance of electrodes to unwanted oxidation and reduc-

tion reactions. A particular limiting factor is the flat-band potential, which is the

maximum potential that can be photo-generated under illumination, corresponding

to when band bending at the semiconductor electrode surface (i.e., the interface

with the water/electrolyte) is completely flattened. In this thesis, we theoretically

explore the possibility of using hole-confining type-II QDs on the surface of the semi-

conductor electrode in order to preserve this band bending and thus maximise the

flat-band potential. We do so through the use of a self-consistent quantum drift–

diffusion model, which solves the Schrödinger, Poisson and drift–diffusion equations

simultaneously.

1.3 Synopsis

This thesis begins in earnest in Chapter 2 with an overview of relevant theoret-

ical concepts. Basic semiconductor theory such as crystal and electronic struc-

ture (Sections 2.1 and 2.2) are first introduced, before a more specific discussion

of low-dimensional nanostructures (Section 2.3), carrier distribution (Section 2.4),

absorption, recombination, emission (Section 2.5) and doping (Section 2.6). A brief

introduction of the theory behind the operation of lasers is presented in Section 2.7,

before we delve into the concepts relevant to PL in a magnetic field in Section 2.8.

Sections 2.9 and 2.10 highlight the theory relevant to photoelectrolysis research, and

finally the epitaxial growth of semiconductors is discussed in Section 2.11.

Chapter 3 is devoted to the experimental and theoretical techniques employed in

this thesis, such as those used to grow (Section 3.1), image (Section 3.2) and optically
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study (Sections 3.3 and 3.4) samples, as well as an overview of the mathematics used

to model them (Section 3.5).

The next two chapters are devoted to the specific areas of research undertaken,

firstly of SML InAs in GaAs (Chapter 4) and then semiconductor photoelectrol-

ysis (Chapter 5). Both encompass a literature review (Sections 4.1 and 5.1) and

experimental and theoretical results (Sections 4.2 and 5.4).

Finally, in Chapter 6, we conclude and discuss ideas for further work.
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Chapter 2

Theory & Background Information

Semiconductors, as the name suggests, lie part way between insulators and con-

ductors. In their natural state, they have a resistance much higher than a typical

conductor, but given some external stimulus—for example, an applied voltage or

irradiation from a light source—they become conductive. This makes them useful

for all kinds of optical and electronic devices where current control is important,

such as diodes, transistors and lasers.

This chapter introduces theoretical concepts and background information relevant

to the experimental and modelling work carried out in this thesis. A basic outline

of crystals and semiconductor band structure is presented in Sections 2.1 and 2.2,

before low-dimensional nanostructures are introduced in Section 2.3. The specifics

of charge-carrier distribution and recombination is discussed in Sections 2.4 and 2.5,

as well the effect of doping in Section 2.6. We then move on to the theory behind

the experimental technique of magneto-PL in Section 2.8, before concluding with

an introduction to electrochemistry (Section 2.9), its application to photoelectro-

ysis (Section 2.10), and finally a brief overview of epitaxial semiconductor growth

(Section 2.11).

2.1 Crystals

The semiconductors that we study in solid-state physics are crystalline in nature,

meaning that atoms are arranged in a highly-ordered structure, as opposed to being
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placed at random (as in amorphous materials). Perfect crystals, with complete pe-

riodicity of atoms or groups of atoms, are called single-crystalline. Poly-crystalline

structures, consisting of many single-crystalline grains and having no long-range or-

der, occur naturally as a material cools down from a liquid to a solid. Semiconductor

wafers are usually grown to be single-crystalline (but not always, e.g., Si solar cells

are mostly polycrystalline), typically by a technique known as Czochralski growth

[26]: Poly-crystalline grains are melted and a “seed” introduced to the melt. The

seed is slowly pulled upwards (out of the melt) and in doing so a single-crystalline

cylindrical “boule” is formed (Figure 2.1).

(a) (b) (c) (d) (e)

Figure 2.1: Czochralski growth process. (a) Poly-crystalline semiconductor material is melted.
(b) A seed is introduced. (c) Crystal growth begins around the seed. (d) Seed is pulled out
to achieve a cylindrical single-crystalline boule. (e) Formed crystal with residue of melted poly-
crystal. Adapted from Reference 3.

A brief summary of the crystallographic concepts most relevant to this thesis

will now be presented. For further information, the reader is referred to the many

other texts introducing the field of crystallography in a solid-state physics context,

such as References 27–29.

A crystal structure can be described by a basis attached to a lattice. The lattice is

a geometrical arrangement of points in space, each point having identical surround-

ings, whilst a basis represents atoms and their spacing. In the simplest crystals, such

as copper and gold, this basis is simply a single atom, but for most semiconductor

lattices, it is instead a group of atoms. The spacing between individual lattice points

is known as the lattice constant, and as such, for a crystal structure, the lattice con-

stant represents the spacing between (the centres of) atoms. There are fourteen

so-called Bravais lattices that represent all possible lattice arrangements, and the

most relevant to this work are the face-centred cubic and hexagonal close-packed
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lattices, both illustrated in Figure 2.2.

hexagonal close-packedface-centred cubic

Figure 2.2: Two of the most common semiconductor Bravais lattices, face-centred cubic and
hexagonal close-packed.

The crystal structure a material forms is the one that is energetically favourable

and therefore the one that has the closest packed atoms [4]. Accordingly, most

bulk III-V1 semiconductor materials, including GaAs and InAs, usually have a zinc-

blende crystal structure, a modified face-centred cubic lattice formed from two inter-

penetrating face-centred cubic lattices, as shown in Figure 2.3(a). III-nitride semi-

conductors are slightly different in that they may also form a modified hexagonal

close-packed structure, known as wurtzite and shown in Figure Figure 2.3(b). This

structure, which is more closely packed than zinc-blende, is achievable by III-V ni-

trides due to the nitrogen atom being considerably smaller than the atoms of other

group V elements. Under certain circumstances, non-nitrogenous III-V materials

can also form wurtzite structures, for example, GaAs nanowires can switch between

wurtzite and zinc-blende structures along their length [30]. Zinc-blende materials,

being cubic in structure, have just the one lattice constant, a, whilst wurtzite mate-

rials have a second, c or a3, such that in an ideal hexagonal close-packed structure

c = 1.633a [27]. It is of note that the optical and electronic properties of the same

material in wurtzite and zinc-blende form may be different due to the different

arrangement of atoms.

2.1.1 Crystallographic Planes and Miller Indices

It is also of note that structural, and hence many optical and electronic, properties

of semiconductors are anisotropic, meaning that they are dependent on the direction

1III-V refers to the semiconductor material consisting of one element from group III and another
from group V of the periodic table.
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(b) wurtzite(a) zinc blende

Figure 2.3: (a) Zinc-blende and (b) wurtzite crystal structures. Unit cells are shown by black
dashed lines and for wurtzite, the remainder of the “hexagonal” structure is shown faded for a
demonstration of how wurtzite relates to the hexagonal close-packed lattice.

through a crystal for which they are measured. It is therefore important to know the

relevant directions or planes to consider when undertaking experiments. To account

for this, one can use Miller indices. (hkl) is the Miller index of a plane, where h,

k and l are integers that can be found by: Finding the intercepts on the three-

dimensional lattice axes in terms of the lattice constants, taking the reciprocal of

these numbers, and reducing to three integers having the same ratio. For example,

if a plane runs parallel to the k and l axes and intercepts the h-axis a distance of one

lattice constant away from the origin (i.e., the plane h = 1), then the Miller index

of the plane is (100). Figure 2.4 gives examples for several different planes. A bar

above one of the numbers indicates the intercept is negative. In a similar fashion,

one can also use square brackets, [hkl], to denote directions through a crystal. For

example, [100] is the direction perpendicular to the (100) plane.

h

k

l

(100) (110) (200) (111)

Figure 2.4: Various crystallographic planes and their Miller indices, (hkl).

Using Miller indices for the hexagonal close-packed (and hence wurtzite) struc-
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ture results in crystallographically-equivalent planes having different indices. To

make this more apparent, it is useful to introduce a fourth axis and an accom-

panying four-index system (hkil), such that h + k + i = 0 [28]. This is known

as the Miller–Bravais indices and is shown in Figure 2.5. For example, take the

crystallographically-equivalent planes with Miller indices (11̄0), (100) and (010).

Using Miller–Bravais indices, these can be written (11̄00), (101̄0) and (011̄0), re-

spectively, making it easier to spot their equivalence.

i

k

h

l

(11̄00)
(1 ¯010)

(0
¯11
0)

Figure 2.5: Miller–Bravais indexing of crystal planes for hexagonal structures, introducing a third
axis, i. The three coloured planes are crystallographically equivalent, which is easier to tell from
their Miller–Bravais indices (11̄00), (101̄0) and (011̄0), as opposed to their Miller indices (11̄0),
(100) and (010).

2.2 Electronic Band Structure

Electrons orbiting individual atoms do so at discrete energy levels. When these

atoms are brought close together, electrons interact with each other and due to the

Pauli exclusion principle—that states no two electrons can occupy the same energy

level2—their energy levels split. For large numbers of atoms, these energy levels

become so closely spaced that they can be described as energy bands instead. This

series of bands and their accompanying band gaps (forbidden energies) is termed

the band structure. Figure 2.6 shows how the formation of these bands occurs as

atoms are brought from very far apart to typical-crystal atomic spacing.

The electron-filling of these bands is fundamental to a crystal’s conductance.

Bands that are partially full have higher energy levels available and hence electrons

2More rigorously, the Pauli exclusion principle states that no two fermions (an elementary
particle with spin-half, of which an electron is an example) can have the same quantum numbers,
and thus two electrons can occupy the same atomic orbital but only if their spin is different [27].

11



Ec

Ev
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energy bands

Figure 2.6: Formation of energy bands in diamond as atoms are brought close together. As a
single atom, the highest-energy atomic orbitals are 2s and 2p, which are shown. When the lattice
constant is that of diamond, a0, a conduction and valence band can be clearly seen, with band
edges Ec and Ev, respectively [4, 5].

can gain energy and move in an applied electric field (i.e., they can conduct). Bands

that are completely full have no higher energy levels available and therefore don’t

contribute to the conductance. Bands that are empty do have available energy

levels, but no electrons to fill them and hence they also do not contribute to the

conductance [4].

The most important bands are the valence and conduction bands. The valence

band is made up of the energy levels of valence electrons in the outermost atomic

energy shells, the conduction band is the band that lies above this (at a higher

energy) and the gap between them is the so-called band gap. In metals, these bands

either overlap, or in the case of metals with only one valence electron per atom

(e.g., copper), the valence band is only partially filled. In both cases, electrons can

move freely and hence metals have a high conductance. In insulators, the band gap

is large and so a prohibitively large amount of energy is needed to move electrons

from the valence to the conduction band. Semiconductors are an intermediate case;

they have a band gap, but it is small enough that given some external energy (e.g.,

heating to room temperature), electrons can be promoted to the conduction band

and they can conduct electricity [4]. The differences in energy bands between metals,

semiconductors and insulators is shown in Figure 2.7. The band gap value at which

a semiconductor becomes an insulator is not strictly defined, but ∼3 eV seems to be

a widely accepted figure [31].
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(a) (b) (c) (d)

metal semiconductor insulator

Figure 2.7: Energy band diagrams for: (a) a metal with partially filled valence band; (b) a metal
with overlapping valence and conduction bands; (c) a semiconductor, and; (d) an insulator with
band gap Eg. Shaded grey area represents electron occupation.

The seemingly-contradictory terms valence band energy and conduction band

energy are often used to describe discrete energy values. These values in fact cor-

respond to the uppermost edge of the valence band and the lowermost edge of the

conduction band and are labelled Ev and Ec, respectively, so that the band gap

energy is given by Eg = Ec − Ev.

Convention has it that band diagrams, depicting the conduction and valence

bands, have increasing energy in the upwards direction (as in Figure 2.7), and this

convention will be employed herein when no explicit direction is labelled on a dia-

gram, for simplicity.

2.2.1 E–k Diagrams and Effective Masses

It is common to depict the band structure of a material using an energy–wave

vector diagram. The wave vector k is related to a charge carrier’s momentum by

de Broglie’s relation, p = ~k, and as such, these E–k diagrams demonstrate how

energy states are distributed in momentum space [5]. Figure 2.8 shows a simplified

E–k diagram (for one-dimensional momentum space with wave number k), in which

one can see the presence of a minimum in the conduction and a maximum in the

valence band at k = 0. Around these extrema, the bands appear approximately

parabolic, similarly to the behaviour of free electrons, for which

E =
~2k2

2m0

, (2.1)
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Figure 2.8: A simplified representation of the conduction and valence band edges as a function
of wave number k.

where m0 = 9.11× 10−31 kg is the (free) electron mass [27]. Here, the curvature

of the bands is dependent on the reciprocal electron mass 1/m0. For electrons in

semiconductors, the curvature of the bands near to the minima can be far higher than

the free electron case, and therefore it seems as though the semiconductor electron

mass is much smaller than the free electron mass. This mass the semiconductor

electrons appear to have is called the effective mass and we can use it to re-write

Equation 2.1 for the conduction and valence bands in Figure 2.8:

Ec = Eg +
2~k2

2m∗e
and (2.2)

Ev = −2~k2

2m∗h
. (2.3)

Here, m∗e and m∗h are the electron and hole3 effective masses, respectively. Note that

these energies are relative to E = 0 being at the valence band maximum, and unless

otherwise stated, this convention shall be used throughout this thesis.

In reality, band structures are much more complex than the simplified repre-

sentation shown in Figure 2.8. For instance, it is common for there to be multiple

3A “hole” is the space left behind by an electron when it is promoted from the valence to the
conduction band. It is useful to think of it as a positively-charged counterpart to the electron, that
flows in the valence band. Indeed, the shape of the valence band in Figure 2.8 implies a negative
effective mass, a confusion that can be resolved by introducing the concept of a positively-charged
hole with positive effective mass.
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valence bands, two of which are degenerate at k = 0: the heavy hole (hh) and light

hole (lh) bands. These come with their own separate effective masses (m∗hh and m∗lh)

and therefore Equation 2.3 can be replaced with:

Ehh,lh = − 2~k2

2m∗hh,lh

. (2.4)

Figure 2.9 shows the band structure of GaAs, demonstrating this complex nature

and reminding us that the above parabolic E–k relations are only approximations

around the extrema of the energy bands. The band gap of a material is always

the difference between the lowest minimum in the conduction band and the highest

maximum in the valence band. The relevance of the k-positions of these extrema in

relation to each other will be discussed in Section 2.5.1.

E

k

Eg

EL

EX

L-valley

X-valley

Γ-valleyΓ-valley

electrons

heavy
holeslight

holes

Figure 2.9: Band structure of GaAs, showing the presence of X-valley, Γ-valley and L-valley
band gaps [6].

2.2.2 Fermi Level, Electron Affinity and the Work Function

The Fermi level EF is defined as the energy of a state which has a 50 % probability of

being occupied, and as thermal excitation by higher temperatures means it is more

likely that a higher energy state will be occupied, it is dependent on temperature.

In semiconductors (and insulators), the Fermi level lies within the band gap and is

hence a hypothetical energy level that no electron can actually occupy. In metals,

it sits within the conduction band, availing free electrons that contribute towards

a high conductance. The Fermi energy is discreetly different in definition; it is the

highest occupied state at absolute zero and is therefore temperature-independent.
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A quantity that is often used to compare different materials, and one that is

largely a material constant, is the electron affinity χ, which in solid-state physics is

defined as the energy required to move an electron from the conduction band edge

to the vacuum level Evac:

χ = Evac − Ec. (2.5)

The work function Φ is related to the electron affinity, but is the energy required

to move an electron to the vacuum from the Fermi level, as opposed to from the

conduction band edge:

Φ = Evac − EF. (2.6)

2.2.3 Heterojunction Band Alignment

Ev

Ec

A B A

Eg,A Eg,B

∆Ec > 0

∆Ev > 0

∆Ec < 0

∆Ev > 0

∆Ec < 0

∆Ev > 0

(a) type-I (b) type-II (c) type-II broken-gap

Figure 2.10: Heterojunction band alignment for (a) type-I, (b) type-II and (c) type-II broken-
gap systems.

A heterostructure is formed when layers of two or more different semiconductor

materials are grown on top of each other so that they have one common crystal

structure. The band alignments of the valence and conduction bands in these ma-

terials will be different, and hence discontinuities in the overall band structure can

occur. These alignments can be classified into three types [27].

If one assumes the vacuum level is the same for both materials, the band align-

ment of heterojunctions can be calculated by using the electron affinity χ to position

the conduction band, and the sum of the electron affinity and band gap Eg to posi-

tion the valence band:
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∆Ec = χA − χB and (2.7)

∆Ev = (χA + Eg,A)− (χB + Eg,B). (2.8)

Type-I Alignment

Let us consider a layer of material B sandwhiched within another material A. Type-I

alignment occurs when material B has a smaller band gap than A and is it aligned

such that it lies within the band gap of material A. That is, ∆Ec > 0 and ∆Ev > 0,

as shown in Figure 2.10(a). The consequence of this, if the layer of material B is

thin enough, is that charge carriers may become trapped in this layer.

Examples of material combinations that result in type-I band alignment include

InAs/GaAs and GaAs/AlGaAs (where material B is listed first, e.g., InAs). The

former is of particular relevance to this thesis.

Type-II Alignment

Type-II alignment occurs when the conduction and the valence band edges of mate-

rial B are at higher energies than those of material A, such that ∆Ec and ∆Ev have

opposite signs. Figure 2.10(b) shows this for the case when ∆Ec < 0 and ∆Ev > 0.

Only one of the charge carriers may be confined for this alignment (in the case of

Figure 2.10(b), the hole). GaSb/GaAs is an example of a system that can exhibit

type-II alignment where the hole is confined to the GaSb.

Type-II Broken-Gap Alignment

An extreme example of type-II alignment is when the valence and conduction band

edges of material B are higher (or lower) than those of material A, resulting in a

“broken” alignment, as illustrated in Figure 2.10(c). This alignment is referred to

as either type-II broken-gap or type-III band alignment. InAs/GaSb is an example

of such a system.
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2.2.4 Temperature Dependence of the Band Gap

The band gap of a semiconductor reduces with increasing temperature and the

rate at which it does so differs between materials. As the temperature increases,

atomic bonds weaken and atoms move farther apart. Less energy is therefore needed

to promote an electron from the valence to the conduction band; the band gap

is reduced. This dependence of the band gap on the lattice constant is shown

graphically in Figure 2.6.

There exists numerous empirical and semi-empirical descriptions of this be-

haviour [32] and by far the most widely used is the empirical equation deduced

by Varshni in 1967, the so-called Varshni equation [33]:

Eg(T ) = Eg(0)− αT 2

β + T
, (2.9)

where α and β are material constants, whose units are meV K−1 and K, respectively.

2.3 Low-Dimensional Nanostructures

In bulk semiconductors, the size of the material doesn’t affect its optical or electronic

properties. However, when we scale down this size to nanometre length-scales—to

the order of the electron’s de Broglie wavelength λe = h/pe, where pe is the electron’s

momentum—the laws of quantum mechanics take hold and quantum confinement

has an effect [34].

The most obvious consequence is that charge carriers can become trapped in local

potential variations caused due to the band alignment of nanostructures embedded

in bulk materials, as discussed in Section 2.2.3. This squeezing of the charge carrier

wave functions results in the formation of discrete energy levels (or sub-bands) and

an enlarging of the band gap.

The individual classification of different types of nanostructures is enormous;

from nanoflowers [35, 36] to nanofoams [37] and from QDs [38] to quantum posts

[39]. This work focusses primarily on the semiconductor heterostructures of QWs

and QDs.
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(a) quantum well (b) quantum wire (c) quantum dots

Figure 2.11: Low-dimensional nanostructures (coloured regions): (a) Quantum well (QW); (b)
quantum wire and; (c) quantum dots (QDs), all embedded in another semiconductor material
(transparent box).

2.3.1 Quantum Wells

Semiconductor QWs are typically formed from the embedding of a thin plane-like

area of a narrower–band-gap material, such as GaAs, within a larger–band-gap

material, such as AlGaAs (Figure 2.11(a)). If this results in type-I band alignment,

then electrons and holes become localised in the QW in their attempt to lie in

the most energetically-favourable location (i.e., with the lowest available energy).

Charge carriers are free (unconfined) in two dimensions and they are therefore said

to be two-dimensional (2D).

2.3.2 Quantum Dots

A QD is formed when a semiconductor is downsized to the nanoscale in all three

spatial dimensions (Figure 2.11(c)), so that charge carriers are completely localised

in space; they are zero-dimensional (0D). Type-I band alignment means both elec-

trons and holes can be tightly confined within the dot, whilst type-II alignment

can result in one carrier being confined, with the other being free to roam in the

surrounding material (though Coulomb attraction between the two may partially

localise the free carrier) [40].

QDs come in many varieties, including so-called “colloidal” QDs that are fabri-

cated suspended in a solution. This thesis focusses solely upon semiconductor het-

erostructure QDs, formed by self-assembly, as will be introduced in Section 2.11.1.

The intermediate case, between QWs and QDs, are quantum wires, which are not
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studied explicitly in this work. As the name suggests, these confine carriers to a

one-dimensional (1D) wire-shaped region, as in Figure 2.11(b).

2.4 Carrier Distribution

To interpret data from optical and electronic experiments that will be carried out, it

is important to understand how charge carriers are distributed, which is dependent

on the density of energy states available at a given energy, as well as the probability

of an electron occupying a particular state [5, 27, 41].

2.4.1 Density of States

Even though we describe energies in the bands that form our band structure, they

are still comprised of a finite number of closely-packed states, and as such it is

useful to introduce a density of states (DOS) to tell us where charge carriers can sit

within these bands. This DOS is defined as the number of energy states available

per unit energy, and is usually denoted by g(E), D(E) or ρ(E); the former shall be

used herein. In bulk semiconductors, the DOS is proportional to the square root of

the energy at which it is calculated, and specifically for electrons in the conduction

band, it is given by

g(E)3D =
V

2π2

(
2m∗e
~2

)3/2√
E − Eg, (2.10)

remembering that E = 0 is taken to be at the valence band edge. Though not always,

g(E) is often given per unit volume, in which case V = 1 in the above equation.

Figure 2.12 shows an illustration of the DOS for energies above the conduction band

edge. The implication of this, which is immediately striking, is that the number of

states available to electrons is at its lowest at the conduction band edge and increases

with increasing energy.

The DOS for 2D QWs and 0D QDs is markedly different. The former takes

the form of a step function, whilst the later is completely discretised, as one would

expect for an atom. For a QW:
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Figure 2.12: Conduction band density of states (DOS) g(E) as a function of energy E for a bulk
semiconductor (green solid line), QW (blue dashed line) and QD (orange dotted line).

g(E)2D =
m∗e
π~2

∑
n

H(E − En), (2.11)

We already saw in Section 2.3.2 that the increased confinement in a QW leads to

quantised energy levels and here, En is the energy of the nth level in the QW. H is

the Heaviside step function,

H(E − En) =

0, for E < En

1, for E ≥ En.

(2.12)

and Equation 2.11 is formulated such that the steps in this function occur at the

energy of each quantised energy level.

Additional confinement in different spatial dimensions leads to the further quan-

tisation of energy levels and hence a degeneracy of QD levels compared with QW

levels. We account for these sub-levels by introducing the sub-indices l and m for

confinement to 1D and 0D, respectively, and accordingly the DOS is calculated by

summing over them:

g(E)0D = 2
∑
n,l,m

δ(E − En,l,m), (2.13)

where δ is the Dirac delta function, which is zero everywhere except for when its

argument equals zero (E −En,l,m = 0, in this case), in which case it equals infinity.
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Of course, applied to a QD, this simply means that one and only one available state

exists at each energy level En,l,m; the DOS is not infinite. Figure 2.12 illustrates this

quantisation and degeneracy by comparing bulk, QW and QD DOS side-by-side.

2.4.2 Fermi–Dirac Distribution

The Fermi–Dirac distribution f(E) gives the probability of finding a fermion in a

given energy state Ei at a given temperature T :

f(Ei) =
1

e(Ei−EF)/kBT + 1
, (2.14)

Figure 2.13 shows f(E) for a semiconductor with an arbitrary band gap at differing

temperatures. At absolute zero, all energy states up to the valence band edge are

occupied, whilst at higher temperatures, electrons can be thermally excited into

the conduction band and there is a small but finite probability of them reaching

such energy levels and therefore contributing to the conductance. Remember that

even though the Fermi–Dirac distribution has a non-zero value in the band gap, no

electrons can be present as there are no states available to be occupied. As a hole

is simply the absence of an electron, the probability of finding a hole occupying a

particular energy level is given by 1− f(E).

E

f(E)
Ev

Ec

EF

conduction
band

valence
band

occupied
states

(a) T = 0 K

higher temperature

(b) and (c) T > 0 K

Figure 2.13: Fermi–Dirac distribution, represented by the solid red line, for: (a) absolute zero;
(b) some finite temperature above absolute zero, and; (c) an temperate higher than in (b). In (c)
the temperature is high enough that it is probable that conduction band states will be occupied.
There are no states available to be occupied in the band gap.
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The actual carrier distribution is given by the product of the DOS and the Fermi–

Dirac distribution, such that the electron density in the conduction band is:

n =

∫ ∞
Ec

gc(E)f(E)dE. (2.15)

The upper limit of the integral should strictly equal the energy at the top of the

conduction band, but in reality for most semiconductors at realistic temperatures,

there will be no states populated above the conduction band and ∞ can be used

instead. Note that we have introduced a conduction band density of states gc(E),

which is simply the density of states available for electrons in the conduction band.

Similarly, for the density of holes in the valence band p, we can use the valence band

density of states gv(E):

p =

∫ Ev

−∞
gv(E)(1− f(E))dE. (2.16)

Figure 2.14 shows the distribution of electrons in the valence and conduction

bands in a bulk semiconductor at a finite temperature that is high enough that

thermally-excited electrons have enough energy to populate conduction band states.

Equations 2.15 and 2.16 result in the largest number of carriers being concentrated

at ±kBT/2 from the band edges.

E

Ev

Ec

EF

carrier population

DOS

Fermi–Dirac

Ec + kBT/2

Figure 2.14: Charge carrier distribution for electrons in the conduction band (green) and holes
in the valence band (blue) at an elevated temperature, which is a product of the DOS (blue dashed
lines) and the Fermi–Dirac distribution (red dotted lines). The remaining available states in the
valence band will be occupied by electrons, but this is omitted from the diagram for simplicity.
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2.5 Absorption, Recombination and Emission

The principles of absorption, recombination and emission are fundamental to the

operation of most optoelectronic devices. In brief: Electrons can be promoted from

an energy level in the valence band to an energy level in the conduction band by

the absorption of a photon. This leaves behind a hole in the valence band and

some time later, the electron will recombine with the hole, emitting a photon with

a wavelength equal to the energy difference between the electron and hole energy

levels.

2.5.1 Direct and Indirect Band Gaps

conduction
band

valence
band

Eg

E

k

hν = Eg Eg

E

k

phonon

hν = Eg − Ep

(a) (b)

Figure 2.15: Recombination of electrons (solid circles) from the valence band into holes (hollow
circles) in the conduction band for (a) direct and (b) indirect semiconductors. Direct recombina-
tion results in the emission of a photon with energy hν = Eg, whilst indirect recombination is a
two-step process also necessitating the emission of a phonon with energy Ep, such that the energy
of the emitted photon is hν = Eg − Ep.

Observing where the global minimum in the conduction band lies with respect to

the global maximum in the valence band tells us whether the material has a direct

or an indirect band gap. In direct band gap semiconductors, these extrema lie

at the same k value and hence transitions between the two conserve momentum

(Figure 2.15(a)). In contrast, the extrema are positioned at different k values for

indirect band gap semiconductors and hence a transition requires a change in both

energy and momentum. For momentum to be conserved, any transition must be

a two-step process in which a phonon (quantised lattice vibration) is emitted or

absorbed (Figure 2.15(b)). For this reason, recombination in indirect semiconductors
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occurs at a much slower rate and they make poor optical emitters (though this is

less of an issue for absorption, demonstrated by popularity of Si as a material for

detectors) [4].

2.5.2 Absorption and Excitons

Photons incident on the surface of a semiconductor, be them from sunlight or an-

other excitation source, will either be reflected, transmitted through the material,

or absorbed. Whether they are absorbed or transmitted through is dependent on

the photon’s wavelength in relation to the band gap. For photons of wavelength λ

with energy Eγ = hc
λ

, where c ≈ 3× 108 m s−1 is the speed of light (photons) in a

vacuum:

Eγ < Eg Photons with energy less than the band gap only interact weakly

with the semiconductor and most will pass straight through (Fig-

ure 2.16(a)).

Eγ > Eg Photons with energy greater than the band gap can be absorbed (de-

pending on the thickness of the semiconductor), but any energy above

the band gap is wasted as conduction electrons quickly thermalise to

the band edge (Figure 2.16(c)).

Eγ = Eg The ideal case is photons having the same energy as the band gap, in

which case they are absorbed without the loss of any excess energy

(Figure 2.16(b)).

Absorption considerations are particularly relevant for applications involving the

harnessing of solar energy. The solar spectrum, shown in Figure 2.17, is broad and

it is hence a fine balance selecting a band gap that maximises the amount of the

spectrum that is absorbed (by having a smaller band gap) but at the same time

ensuring thermal losses are not too large (by having a larger band gap) [42].

When an electron is excited to the conduction band, a hole is left behind in the

valence band. These oppositely-charged particles experience Coulomb attraction

and can form a bound state in which both particles orbit each other. This bound
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(a) Eγ < Eg (c) Eγ > Eg(b) Eγ = Eg

thermal
losses
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Figure 2.16: Absorption of a photon with an energy (a) less than the band gap, (b) equal to
the band gap and (c) greater than the band gap.
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Figure 2.17: Solar irradiance spectrum above the atmosphere and at the surface of the Earth.
Adapted from Reference 7.

state is known as an exciton and this exciton can move through the crystal as if it

were a single particle [43]. The electron, being the lighter of the two particle, has the

largest orbital radius and thus the analogy between excitons and the hydrogen atom

is often made (indeed, the exciton wave function is often assumed to be hydrogenic).

We can introduce an exciton reduced (effective) mass µ as the reciprocal of the

summation of the reciprocals of the electron and hole effective masses,

1

µ
=

1

m∗e
+

1

m∗h
, (2.17)

and an exciton Bohr radius aB as the exciton’s radius (in a similar fashion to the

hydrogenic Bohr radius aH
B being the radius of the electron’s orbit in a hydrogen
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atom):

aB =
aH

Bεm0

µ
, (2.18)

where ε is the semiconductor’s dielectric constant.

The energy of the exciton is less than the energy of a free electron and hole by

a factor of the exciton binding energy [44]:

Eb =
µRy

ε2m0

· 1

n2
, (2.19)

which for most bulk III-V semiconductors is in the order of a few meV [27]. Here, n

is the quantum number associated with the excitonic energy level. A consequence

of this is that an exciton may be created from an incident photon with an energy

less than the band gap.

Local electric fields inside the semiconductor, for example at a Schottky junction

(see Section 2.10.2), exert forces acting in opposite directions on the electron and

hole. When the strength of this field exceeds that of the Coulomb attraction within

the exciton, the electron and hole are torn apart and travel as free particles, a

process known as dissociation [5]. Similarly, thermal dissociation can break up the

carriers at high temperatures and for this reason, excitons are generally seen in bulk

semiconductors only at low temperatures [45].

QWs and QDs have dimensions that are in the order of aB and when the well

width or dot diameter becomes less than aB, then the binding energy of the exciton

becomes considerably enhanced [46]. Hence, excitonic effects can be seen in QWs

and QDs at higher temperature, for example, room temperature [47].

Ev

Ec

Eb exciton levels

hν = Eg − Eb

Figure 2.18: The generation of an exciton from a photon with energy less than the band gap by
a factor of the exciton binding energy Eb, for a direct band gap semiconductor.
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2.5.3 Recombination

The process of an electron relaxing back into an empty hole state, in doing so giving

off the energy it has lost, is known as recombination. The three main process by

which recombination occurs are: radiative, Schockley-Read-Hall and Auger recom-

bination [4, 48].

(a) (b)

Ev

Ec

Figure 2.19: Non-radiative recombination mechanisms. (a) Schockley-Read-Hall recombination
via mid-gap trap states. (b) Auger recombination, resulting in the excitation of a third charge
carrier.

Schockley-Read-Hall recombination, shown in Figure 2.19(a), occurs via mid-gap

energy states, called traps. These traps are usually present due to crystal defects

or impurities (the presence of foreign atoms). An electron can become trapped by

these mid-gap states and a hole moves up from the valence band to recombine with

the electron.

Auger recombination, shown in Figure 2.19(b), is the recombination of an elec-

tron in the conduction band into a hole in the valence band (or, the recombination of

an exciton) with the subsequent transfer of the energy lost to a third charge carrier,

promoting that to a higher energy level. For example, the third carrier may be an

electron which is promoted to a higher-energy conduction band state, or it may be

a hole with some non-zero k-value that is promoted from the heavy hole to the light

hole band.

Radiative recombination involves the emission of a photon and is hence the most

relevant to this work. An electron and hole recombine across the band gap, in

doing so releasing the energy lost to a photon. This energy is typically equal to

or greater than the band gap of the material, however excitonic recombination or

recombination from and to impurity states (e.g., donor and acceptor states, discussed
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in Section 2.6) can result in energies less than the band gap. These different radiative

recombination processes are illustrated in Figure 2.20.

Ec

(a) (b) (c) (d) (e)

Ev

Figure 2.20: The most common radiative recombination processes: (a) Band-to-band; (b) con-
duction band to acceptor state; (c) donor state to valence band; (d) donor state to acceptor state,
and; (e) excitonic radiative recombination.

Band-to-band recombination results in the emission of a photon with the most

probabilistic energy of

Eγ = hν = Eg(T ) + kBT , (2.20)

where hν is the photon energy, kB is the Boltzmann constant and T is the tem-

perature. The factor kBT is due to the thermal excitation of carriers, as discussed

further in Section 2.4.2. Note the dependence of the band gap Eg on temperature,

a dependence which is detailed in Section 2.2.4.

Both Schockley-Read-Hall and Auger recombination are non-radiative and hence

are detrimental to the performance of most semiconductor devices.

2.5.4 Photoluminescence

The emission of light subsequent to the radiative recombination of charge carriers,

and that which is specifically not as a result of heating, is called luminescence. If the

excitation source is itself light, for example from a laser, then this process is known as

photoluminescence (PL) [49], which is illustrated for a heterostructure in Figure 2.21.

Other types of luminescence include electroluminescence, when the excitation source

is an electrical current, and cathodoluminescence, when the excitation source is a

beam of electrons.

Used as an experimental method, PL spectroscopy (commonly referred to simply

as PL) is an incredibly useful tool from which one can obtain PL spectra with
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Figure 2.21: Representation of the photoluminescence (PL) process for a heterostructure. An
incident photon from excitation light is absorbed, for example, in the bulk semiconductor, before
relaxing down into the nanostructure or QW and recombining to give a photon with energy equal
to the difference between electron and hole states.

accompanying PL peak energies that give an indication of the emission energy of

photons emitted by radiative recombination. The influence of a magnetic field on PL

energies, and what this can tell us about charge carriers within semiconductors, will

be introduced in Section 2.8. The experimental methodology behind PL experiments

is discussed in Section 3.3.

Photo-excited carriers with energies above the band gap quickly thermalise to

or near the band edges and in bulk semiconductors; their distribution is deter-

mined by the product of the DOS and the Fermi–Dirac distribution (Section 2.4)

[5]. Hence, the low-energy side of PL spectra is the DOS, whilst the high-energy

side is the Fermi–Dirac distribution, similar to the carrier distributions illustrated

in Figure 2.14. Indeed, fitting a PL spectrum with the Fermi–Dirac distribution is

often used to obtain the carrier temperature [50].

However, many other factors have an impact on PL spectra, such as compo-

sitional variations or impurities. More importantly in the scope of this work, the

presence of low-dimensional nanostructures can mean a considerably different inter-

operation of the line shape is needed. Most notably, Gaussian broadening due to

statistical QW–width, QD–size or compositional fluctuations over the area covered

by excitation light can have a large influence [51]. One must also remember that

the DOS in 2D and 0D is far from that of the bulk three-dimensional (3D) case.
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2.6 Doping

So far we have limited our discussion to intrinsic semiconductors, where the density

of electrons in the conduction band equals the density of holes in the valence band.

For the condition of charge neutrality to be obeyed, the Fermi level must sit at a

mid-gap position, equi-distance from each band (Figure 2.14). Most (but not all)

semiconductors are naturally intrinsic. In Section 2.4, we saw the effect that thermal

excitation can have on carrier population, and that the kBT ≈ 25 meV thermal

energy that is provided at room temperature is normally not significant enough

(compared to typical band gaps in the order of 1 eV) for a notable concentration of

electrons to be thermally excited to the conduction band.

However, it is often desirable to have a higher electron/hole concentration in the

conduction/valence band so as to obtain a higher conductance, and we can achieve

this by the introduction of impurity atoms into the crystal lattice with extra/fewer

valence electrons (compared to the semiconductor material), a technique known as

doping. N-type doping (the “n” standing for “negative”) is the addition of impu-

rity atoms with an extra valence electron, which has the effect of pushing up the

Fermi level towards the conduction band. The impurity—known as a donor due

to its donation of an electron to the conduction band—creates its own donor en-

ergy band close to the conduction band and within the band gap, as illustrated in

Figure 2.22(a). On the contrary, p-type doping (the “p” standing for—you guessed

it—“positive”), is the addition of impurity atoms with one less valence electron, hav-

ing the effect of dragging down the Fermi level towards the valence band and creating

an acceptor energy band close to the valence band in the band gap, as illustrated

in Figure 2.22(b). The presence of energy levels within the band gap is of relevance

when considering absorption, recombination and emission, as in Section 2.5.

2.6.1 Carrier Density

Making the assumption that our semiconductor is non-degenerate, meaning that

the Fermi level is at least 3kBT away from either band edge, allows us to simplify

the Fermi–Dirac distribution to a simple exponential function, f(E) ≈ e(E−EF)/kBT ,

thus enabling us to solve Equation 2.15 analytically to obtain a value for the bulk-
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Figure 2.22: Fermi–Dirac distribution f(E) (dotted lines), conduction and valence band density
of states gc,v(E) (dashed lines) and carrier population (solid shapes) for (a) n-type and (b) p-
type semiconductors. Donor and acceptor energy levels, Ed and Ea, are shown as lying close to
the conduction and valence band edges, respectively. The Fermi level is pushed up towards the
conduction band in n-type materialrials, and pulled down to the valence band in p-type materials.

semiconductor electron density [4]:

n ≈ Nce
EF−Ec
kBT , (2.21)

where Nc is the effective DOS of the conduction band and is given by:

Nc = 2

(
2πm∗ekBT

h2

) 3
2

. (2.22)

Rearranging Equation 2.21 and taking logarithms of both sides results in an expres-

sion for the Fermi level:

EF ≈ Ec + kBT ln
n

Nc

. (2.23)

Similarly, for p-type semiconductors,

EF ≈ Ev + kBT ln
p

Nv

, (2.24)

where Nv is the effective DOS of the valence band:

Nv = 2

(
2πm∗hkBT

h2

) 3
2

. (2.25)

In the above, we can make the assumption that the dopant density is much greater

than the intrinsic carrier density (the undoped carrier density)—Nd >> ni for n-
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type and Na >> ni for p-type—in doing so enabling us to approximate the electron

and hole densities as the dopant densities: n ≈ Nd and p ≈ Na [21].

If the Fermi level is closer than approximately 3kBT to either band edge, then

the semiconductor is said to be degenerate and we can no longer simplify the Fermi–

Dirac function to a simple exponential function. Instead, a useful approximation

which can be used is the so-called Joyce–Dixon approximation, which, to second

order for an n-type semiconductor, is given by [4]:

EF − Ec = kBT ln

(
n

Nc

)
+

1√
8

n

Nc

−
(

3

16
−
√

3

9

)(
n

Nc

)2

, (2.26)

and for a p-type semiconductor, is:

EF − Ec = kBT ln

(
p

Nv

)
+

1√
8

p

Nv

−
(

3

16
−
√

3

9

)(
p

Nv

)2

. (2.27)

2.6.2 P–N Junctions

The bringing together of a p-type region and an n-type region creates a discontinuity

in Fermi levels between the two, and to achieve equilibrium, charge carriers diffuse

across the junction; holes from the p-type to the n-type, and electrons vice-versa.

This leaves behind ionised donors in the n-type region and acceptors in the p-type

region, creating an area around the junction free of carriers, the depletion region,

resulting in an electric field across the junction. This field in turn causes a drift of

carriers in the opposite direction to the diffusion, and when the drift current matches

the diffusion current, equilibrium has been achieved [4, 41]. This junction is known

as a p–n junction and an in-equilibrium band diagram is shown in Figure 2.23. This

equilibrating process brings about a built-in potential V0 and thus the creation of a

diode; a system in which carriers can flow in one direction but not the other.

We can apply an external voltage, or bias, to either enhance or shrink the deple-

tion region. Applying a forward bias reduces the voltage drop across the junction

(Figure 2.24(a)), whilst applying a reverse bias increases the voltage drop (Fig-

ure 2.24(b)). The former has the effect of pushing carriers into the depletion region,

where they can radiatively recombine to give out light. This process is the principal

behind the operation of light emitting diodes (LEDs).
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Figure 2.23: Band diagram of a p–n junction in equilibrium, where band bending results in an
built-in potential V0.
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Figure 2.24: P–n junction under (a) forward bias, enabling radiative recombination, and (b)
reverse bias, preventing the recombination of charge carriers.

2.7 Lasers

The inner workings of semiconductor lasers is a vast and complex subject, but the

simplified principle of their operation is surprisingly straightforward, albeit if such a

description is rather hand-waving in nature. As this thesis only encompasses lasers

as a potential application of the SML samples studied, such a simplified description

is justified. There are numerous excellent texts devoted entirely to the subject of

semiconductor lasers, such as References 52 and 53.

A laser is an optical device that produces coherent light by the stimulated emis-

sion of photons. In spontaneous emission, electrons in the conduction band re-

combine with holes in the valence band in a somewhat random manner and they

therefore emit incoherent light. If an electron in the conduction band is hit by
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a photon with the same energy, it can be stimulated to recombine and thus emit

another photon with the same energy, as shown in Figure 2.25. This is known as

stimulated emission and results in coherent light with the same wavelength, phase

and polarisation. For stimulated emission to occur, there must be more electrons in

the conduction band than in the valence band, known as a population inversion.

Ev

Ec

Figure 2.25: The principle of light amplification through the stimulated emission of a photon,
prompted by the collision of a photon with an excited electron in the conduction band.

The fundamental scheme of laser operation is thus: Spontaneous emission is

prompted by the excitation of electrons to the conduction band, by optical or elec-

trical pumping. Mirrors are used to reflect some of these photons back and forth,

and they are confined within the structure in a resonator cavity, such that a stand-

ing wave is set up along the cavity (along the so-called optical axis). If pumping

is sufficient to achieve a population inversion, these photons trigger the stimulated

emission of further photons, thus increasing the total number of photons and ampli-

fying the light. The threshold for lasing to occur is when the round-trip optical gain

created by this stimulated emission is equal to the losses (due to absorption and loss

of photons through the mirrors and in the material), and above this threshold an

increase in the pumping serves to increase the light intensity rather than increasing

the population inversion.

A p–n junction under forward bias can form a basic laser, with the bias offer-

ing the initial pumping to encourage electrons to recombine with holes across the

junction (as in LED operation), turning the depletion layer into the so-called active

region. However, a huge current is needed for lasing to occur as there is no defined

region for radiative recombination, and electron and holes can drift through the

junction without recombining. Instead, it is common to use a double heterostruc-

ture or a QW, in which the band alignment serves the role of confining carriers and

creating the active region. A common example, as illustrated in Figure 2.26, is a
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p-GaAs QW embedded in n- and p-type AlGaAs cladding. In equilibrium (with

no bias), the Fermi level sits well below the GaAs QW conduction band and thus

the QW is depleted of electrons. Under sufficient forward bias (Figure 2.26(b)), the

electrons have enough energy to flow from the n-AlGaAs into the QW, where they

can recombine radiatively with the holes.

Ev

Ev

Ec

Ec

EF

EF,n

EF,p

n-AlGaAs p-AlGaAsp-GaAs
QW

active
region

eVapp

electron injection

hole injection

(a)
equilibrium

(b)
forward bias

Figure 2.26: Band diagram for an GaAs/AlGaAs QW laser. (a) In equilibrium, when the large
band bending between the n-AlGaAs and GaAs QW prevents carriers recombining. (b) Under
forward bias Vapp, so that electrons and holes can be injected into the QW active region and
radiatively recombine.

2.7.1 Gain

A full mathematical description of gain in semiconductor lasers is not necessary in

the scope of this work, but nonetheless, a qualitative distinction between terminolo-

gies used in literature is useful [4]:

Gain Sometimes referred to as material gain, or optical gain, this quantity refers

to the optical amplification that an active medium provides per unit length of

the optical axis, and can be thought of as the amount by which the number
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of photons is multiplied per unit length. It therefore represents the difference

between the absorption and stimulated emission, meaning gain is negative if no

pumping is applied. The gain g required for lasing to commence (the threshold

gain) can be given in terms of the cavity length L and the reflectivities of the

mirrors, R1 and R2:

g =
1

2L
ln

1

R1R2

. (2.28)

Modal gain The gain of an optical mode is given by the modal gain, and it is

useful to distinguish between this and the material gain as there is often a poor

overlap between the optical mode and the gain medium, especially in confined

structures. Thus, we can introduce a confinement factor Γ to distinguish

between modal gain and material gain g(N), where N is the carrier density:

modal gain = g(N)Γ. (2.29)

Differential gain The differential gain is the rate at which gain increases as more

carriers are injected:

differential gain =
dg(N)

dN
. (2.30)

2.7.2 Edge-Emitting Lasers

Edge-emitting semiconductor lasers are amongst the most common semiconductor

lasers in use today. As their name implies, light emission occurs from the edge of the

structure (perpendicularly to the growth direction), as illustrated in Figure 2.27(a).

The double heterostructure described in the last paragraph is typically used to

construct an edge laser.

2.7.3 Vertical-Cavity Surface-Emitting Lasers

Vertical-cavity surface-emitting lasers (VCSELs), on the other hand, emit light from

the surface, as shown in Figure 2.27(b). The cavity length along the optical axis is

much shorter than for edge-emitting lasers, typically only a few wavelengths in size,

and as such the probability of a photon triggering stimulated emission in one round

trip is much lower. To counteract this, high reflectivities of typically above 99 %
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Figure 2.27: Simplified representation of (a) an edge-emitting laser, and (b) a vertical-cavity
surface-emitting laser (VCSEL). Red regions demonstrate where light emission is from. Adapted
from Reference 8.

are needed, as opposed to ∼30 % for the mirrors used in edge lasers. Such a high

reflectivity is usually achieved by the use of distributed Bragg reflectors, formed of

layers with alternating high and low refractive indices. The advantages of VCSELs

over edge-emitting and other lasers is discussed in Section 4.1.2.

2.8 Excitons in a Magnetic Field

High magnetic fields have a considerable effect on the charge carriers within semicon-

ductors, and this manifests itself in emission spectra in noticeable and analytically-

useful ways. Before we continue, it is vital to introduce two quantum-mechanical

material properties related to magnetism:

Diamagnetism All materials are to some extent diamagnetic, meaning that they

create an induced magnetic field that opposes an applied field.

Paramagnetism Paramagnetic materials exhibit a magnetisation that is directly

proportional to the applied field. A particular atomic manifestation of param-

agnetism that is of interest is that the magnetic moment due to an electron’s

spin tends to align with an applied field (without an applied field these mag-

netic moments align randomly and cancel). This causes a so-called Zeeman

splitting of atomic energy levels, a phenomenon first observed by Pieter Zee-

man in 1896 [54] when he discovered that the emission spectrum of a sodium

lamp, when placed between the poles of an electromagnet, showed splitting of
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its spectral lines into several components [55]. Semiconductor nanostructures

such as QDs have been frequently shown to demonstrate Zeeman splitting

[56–58].

This section focusses solely upon diamagnetic effects, as Zeeman splitting is

often much less than the inhomogeneous broadening of typical III-V semiconductor

nanostructure emission spectra.

2.8.1 Landau Levels

The cyclotron orbits of charged particles in a magnetic field with magnitude B,

which are due to the magnetically-induced Lorentz forces acting upon them, are

quantised. As such, charged particles can only occupy discrete energy levels; so-

called Landau levels. One can deduce this purely quantum-mechanical effect by

solving the Schrödinger equation Ĥψ = Enψ with a Hamiltonian Ĥ that encom-

passes the vector potential of the magnetic field, in doing so obtaining values for

these discrete energy levels [59]:

En(B) = E0(0) +

(
n+

1

2

)
~ωc, (2.31)

where n is the Landau-level index, E0(0) is the ground state energy level in the

absence of an applied field, ωc = |eB|/m∗ is the classical cyclotron frequency, m∗ is

the particle’s effective mass and we have neglected Zeeman splitting of states due

to electron spin (see the preamble to this section). The derivation of Equation 2.31

can be found in most quantum mechanics textbooks. If we limit ourselves to the

parabolic region around the conduction band minimum, then we can use the electron

dispersion relation from Equation 2.2 to express the energy spectrum due to Landau

quantisation as:

E =
~2k2

2m∗e
+

(
n+

1

2

)
~ωc. (2.32)

Here, k is the component of the wave vector k that is parallel to the applied magnetic

field. This cyclotron motion acts to confine the electrons and holes in the directions

perpendicular to the applied field. The classical orbit size of these carriers in the

lowest Landau level (n = 0) is given by the magnetic length:
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lB =

√
~
eB

. (2.33)

2.8.2 Excitons

So far, we have only considered free electrons, but at least at low temperatures,

electrons and holes can form bound excitonic states with hydrogenic wave functions

(Section 2.5.2). It is well established that second-order perturbation theory accu-

rately describes the energy shift of low-lying atomic energy states under the influence

of an applied field, as the field is only a small perturbation to the ground state. If

we again ignore paramagnetic effects, the energy shift is quadratic in B [60, 61]:

∆E =
e2a2

B

8µ
B2. (2.34)

For semiconductors, exciton Bohr radii are considerably larger than the hydrogen

Bohr radius and exciton binding energies are considerably smaller than the hydrogen

binding energy (Rydberg energy). As such, perturbation theory is no longer valid as

a complete description for fields achievable in a laboratory setup. For example, aB =

10.2 nm and Eb = 4.8 meV for GaAs (from Equations 2.18 and 2.19, respectively,

and parameters from Reference 62), meaning that above a few Tesla, we see a return

to the Landau-level linear dependence described above.

2.8.3 Low-Dimensional Nanostructures

In QWs, QDs and other such nanostructures, the confinement due to an applied field

competes against the confinement offered by the nanostructure due to composition-

induced potential variations, and we can exploit this by observing the field depen-

dence of energy states (e.g., by observing PL emission peak energies) to see whether

composition or magnetic confinement is dominant:

lB >> aB When the magnetic length lB is much greater than the Bohr radius aB

of the confined exciton, then the field offers only a small perturbation

and a quadratic field dependence prevails, as in Equation 2.34.

lB << aB When the applied field has a greater confining effect than the nanos-
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tructure(s), the field dependence is instead linear and follows the

Landau-level dependence of Equation 2.31.

In the case of QWs, a field applied perpendicularly to the plane of the well has

the effect of confining excitons laterally (along the plane) and as such can be treated

similarly to the bulk case. A field that is in parallel with the plane of the well con-

fines excitons vertically, and whether it is the field or the well that confines the

exicton can tell us about the composition and structure of the sample (or indeed,

whether exciton wave functions from adjacent wells are coupled, increasing the wave

function extent).

Mathematical solutions to the problem of nanostructures in a magnetic field are

much more difficult to obtain, as compared to bulk materials, due to the presence of

the three competing confinement energies, due to composition, Coulomb interaction

and the magnetic field. Accordingly, one needs to know detailed information about

the morphology and composition of the system, information which is often impracti-

cal or impossible to gather. As such, analytic models are an invaluable tool to gather

fundamental physical information about the system based on justified assumptions

and simplifications. The two analytical models used herein are the Fock–Darwin

and the excitonic models, the former making the simplification of neglecting the

excitonic binding energy and the latter the confinement energy [61].

2.8.4 Fock–Darwin Model

The Fock–Darwin (FD) model was independently derived by Fock [63] and Darwin

[64] in the late 1920s and early 1930s to solve the problem of an electron confined by

a 2D harmonic potential in a perpendicularly applied magnetic field. This problem

accurately describes not just an atomic system, but also excitons in a QD, due to the

dot’s atom-like energy states and the fact that these states can often be described

by a 2D harmonic oscillator [61, 65]. For a 2D potential of energy ~ω0, the (n, l)th

energy level is given by:

En,l = E0 + (2n+ |l|+ 1)~
√
ω2

0 +
ω2

c

4
− 1

2
l~ωc, (2.35)
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where E0 is the confinement energy in the direction of the field, and n and l are

quantum numbers relating to the atomic energy shells: n = 0, 1, 2, ... is the radial

quantum number (Landau level index) and l = 0,±1,±2, ... is the orbital angular

momentum quantum number. As before, Zeeman splitting is ignored and as such

the ground state (0, 0) is two-fold spin degenerate. An example FD spectrum for an

electron in GaAs is presented in Figure 2.28, using a typical confining potential of

~ω0 = 3 meV [66] and an electron effective mass of m∗e = 0.067m0 [62]. Note that for

large fields, the FD states become asymptotic towards Landau levels and therefore

for very large fields, all states become degenerate Landau levels. The explanation for

this is intuitively obvious; in very strong fields, charges are no longer being confined

by the 2D harmonic potential (i.e., the QD), but by the magnetic field instead.

Landau levels are shown on Figure 2.28 (yellow lines) for comparison.
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Figure 2.28: Fock–Darwin (FD) spectrum from Equation 2.35 for ~ω0 = 3 meV, m∗
e = 0.067m0

and E0 = 0, for 0 ≥ n ≥ 3 and −5 ≥ l ≥ 5. n = 0 states represented by blue solid lines, n = 1
by green, n = 2 by red and n = 3 by black. The formation of Landau levels at higher magnetic
fields can clearly by seen, and the Landau levels themselves, from Equation 2.31, are shown by the
thicker yellow lines for comparison.

As the FD model is for a single particle, its application to excitons treats them

as single particles and hence neglects their binding energy. This isn’t as rash an

assumption as one would initially think, however, as the confinement energy due to

the QD is inextricably linked the exciton binding energy: confinement of excitons in

nanostructures increases their binding energy by squeezing the carriers into a smaller
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volume [61]. One approach which has been employed in literature before [65] is to

treat the electron and hole wave functions as identical on equivalent atomic shells,

such that m∗eω
e
0 = m∗hω

h
0 , in which case the harmonic confining energy ~ω0 becomes

the sum of the electron and hole confining energies, ~ω0 = ~(ωe
0 + ωh

0 ) and we can

use the reduced exciton mass µ as opposed to single-particle effective masses in the

cyclotron frequency ωc = |eB|/µ:

En,l = E0 + (2n+ |l|+ 1)~
√

(ωe
0 + ωh

0 )2 +
ω2

c

4
− 1

2
l~ωc. (2.36)

E0 now encompasses the exciton binding energy as well as the band gap. Whether

this approach is justified or not is dependent on the exact problem studied and one

must bear in mind that the assumption that electron and hole wave functions are

identical is often not true. For example, in type-II systems (Section 2.2.3) one carrier

is localised and its wave function may be squeezed into its confining potential (e.g.,

a QD), whilst the other carrier is free and its wave function extends to its intrinsic,

unconfined size.

2.8.5 Excitonic Model

The so-called excitonic model [61] differs from the FD model in that there is no

extended intermediate field regime, but instead it passes straight from the low-field

to the high-field regime, without discontinuity, at a critical field Bc. Furthermore,

the excitonic model differs in that it takes into account the exciton binding energy

and chooses to neglect the confinement energy, though as previously detailed, the

two are inter-dependent.

The low-field regime is quadratic and given by Equation 2.34, whilst the high-

field regime is linear and given by the ground state Landau level dependence shown

in Equation 2.31:

E = E0 +
e2a2

B

8µ
B2 for B ≤ Bc (2.37)

and
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E = E0 + E1 +
1

2
~ωc (2.38)

= E0 + E1 +
~eB
2µ

for B ≥ Bc, (2.39)

where E1 is a constant required for continuity. Applying this condition for continuity

results in a critical field of

Bc =
2~
a2

Be
, (2.40)

which corresponds to a critical magnetic length of lc = aB/
√

2, such that the

crossover between the two regimes is when the magnetic length is 1/
√

2 times the

zero-field Bohr radius. It follows after algebraic manipulation that E1 equates to

the exciton binding energy, E1 = − ~2
2µa2B

. It is important to note that this is the

unconfined binding energy, whilst in reality the squeezing together of electrons and

holes has the effect of increasing the binding energy, as previously discussed.

We can amalgamate these results to form final expressions for the excitonic

model:

E =

E0 +
e2a2BB

2

8µ
for B ≤ 2~

ea2B

E0 − ~2
2µa2B

+ ~eB
2µ

for B ≥ 2~
ea2B

.

(2.41)

Finally, introducing the fitting parameter Γ = e2a2
B/8µ, we can write:

E =

E0 + ΓB2 for B ≤ Bc

E0 − ΓB2
c + 2ΓBcB for B ≥ Bc.

(2.42)

Γ is the diamagnetic shift coefficient and is a useful quantity in itself, representing

the rate at which the magnetic field shifts energy levels, usually expressed with units

of meV T−1. Simple algebraic rearrangement yields values for the Bohr radius and

effective mass of

aB =

√
2~
eBc

(2.43)

and
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µ =
e~

4ΓBc

. (2.44)

2.9 Electrochemistry Basics

Electrochemical cells are ubiquitous in modern society in the form of the batter-

ies that power our vast array of portable electronic devices. They typically consist

of two electrically-connected conducting or semiconducting electrodes placed in an

electrolyte solution. Voltaic cells are those that generate an electric current, and

therefore batteries are a form of (or more strictly, a series of) voltaic cells, whilst

electrolytic cells use an electric current to drive a chemical reaction that would not

occur spontaneously [41]. “Photo” refers to the use of sunlight to drive a process

and so, for example, photovoltaic refers to the use of sunlight to produce electri-

cal currents, usually in reference to a semiconductor solar cell. By definition, it

then stands that photoelectrolysis is the use of sunlight to drive a chemical reaction,

though by convention the term is commonly used to refer solely to the splitting of

water into hydrogen and oxygen (as opposed to other electrolytic processes, such as

splitting bauxite to obtain aluminium). Similarly, a photoelectrochemical or photo-

electrolytic cell (PEC) is used to refer to an electrochemical cell used to split water.

Before we delve into the specific case of PECs, it is important to introduce some

basic electrochemical definitions and concepts [67].

2.9.1 Electrodes and Electrolytes

An electrode is a (semi)conductor in which electrons or holes carry charge, whilst

an electrolyte is an ionic conductor in which ions (charged atoms) carry charge.

Liquid-phase electrolytes containing an ionic species (for example, H+, Na+ or Cl−)

are typically used to aid the transport of charge across the electrolyte. For photo-

electrolysis, this electrolyte must be an aqueous solution.

In addition to the two electrodes that facilitate the overall electrochemical pro-

cess, a third electrode with a fixed potential, named the reference electrode, is often

used to standardise the measurement of potentials. The potentials of common ref-

erence electrodes, such as the standard hydrogen electrode (SHE) and saturated
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Table 2.1: Electric potentials of the standard hydrogen electrode (SHE) and satu-
rated calomel electrode (SCE) relative to each other [16] and the vacuum level [17].

SHE (V) SCE (V) Vacuum (V)

vs. SHE 0 +0.244 ∼ −4.4a

vs. SCE −0.244 0 ∼ −4.6b

vs. vacuum ∼ +4.4a ∼ +4.6b 0

a Literature values for the SHE relative to the vacuum vary from as low as 4.2 V
[68] to 4.6 V [69] but tend to average at approximately 4.4 V; the reader is
invited to pick their own uncertainty!

b Values for the SCE relative to the vacuum (and vice versa) are calculated from
the SHE relative to vacuum [17] and the SCE relative to the SHE [17], rounded
to 2 s.f.

calomel electrode (SCE), are well defined in reference to each other but with a

degree of uncertainty relative to the vacuum, as shown in Table 2.1. Values for

potentials are often written “vs.” the reference electrode, for example “vs. SHE”

for potentials measured with the SHE as a reference electrode.

2.9.2 Half-Reactions, Reduction and Oxidation

The overall chemical reaction in a cell is usually made up of two independent half-

reactions occurring at the two separate electrodes, each of which can be written

separately but which will only occur in a complete electrochemical cell. In the case

where it is only one of these half-reactions that we are interested in, the electrode

at which this occurs is labelled the working electrode, and the other electrode, the

counter electrode.

We observe or control (depending on whether our cell is voltaic or electrolytic)

the potential of the working electrode with respect to the reference electrode, which

amounts to controlling the energy of electrons in the electrode. If we drive the

electrode to more negative potentials, the energy of electrons is raised and they

can reach a high enough level to transfer into vacant electrolyte states, that is,

empty spaces in the molecular orbits of ionic species in the electrolyte. If this flow

of electrons from the electrode to the electrolyte proceeds at a constant rate, it is

known as a reduction current. In contrast, driving the electrode to more positive

potentials lowers the energy of the electrons (increases the energy of the holes) and

46



electrons in the electrolyte will find more favourable states to transfer to on the

electrode (or equivalently, holes will reach a low enough energy level to transfer into

vacant hole states in the electrolyte). This flow of electrons from the electrolyte to

the electrode (and therefore the flow of holes from the electrode to the electrolyte)

is known as an oxidation current.

The reduction and oxidation half-reactions occur in parallel at the separate elec-

trodes. Each half-reaction has a potential associated with it and under “standard

conditions” (25 ◦C, 1 atmosphere and 1 mol L−1) these are called the standard re-

duction potential E	red and the standard oxidation potential E	ox. The overall redox

potential Eredox lies midway between Ered and Eox and is analogous to the semi-

conductor Fermi level. Under standard conditions it is named the standard redox

potential E	redox [9]. Rather confusingly, some texts refer to Eredox as the reduction

potential. Convention has it that the symbol E is used to refer to these potentials,

despite them being potentials and not energies (see Section 2.9.3).

Overpotential

The reduction and oxidation potentials give us the theoretical, thermodynamically-

determined potential that a chemical reaction should take place at. The difference

between this and the experimentally-observed potential that the reaction takes place

at is called the overpotential, which is due to a number of difficult-to-determine

energy losses in the electrochemical cell, such as charge-carrier depletion near to

electrode surfaces and resistance losses across the electrolyte [67].

2.9.3 Conventions

The development of electrochemistry and solid-state physics as separate research

fields has lead to many contradictory conventions and overlapping definitions. The

most notable of these is the parallel use of the terms Fermi level, in reference to

the electrode, and redox potential, in reference to the electrolyte. In reality, the

difference between these two terms is purely conceptual; they both refer to the

chemical potential of the electron. Reiss [70] argued that there is no reason to not

use the term Fermi level in relation to electrolytes, and to avoid confusion, this

convention of referring to all chemical potentials as Fermi levels will be employed
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herein, with the Fermi level in the electrolyte referred to as the redox Fermi level

EF,redox and the Fermi level in the semiconductor referred to as the semiconductor

Fermi level EF,s.

The most probable reason that the co-existence of these two equivalent terms has

persisted is that they are often given, sometimes without qualification, with reference

to different absolute levels. The Fermi level in solids is often given relative to the

vacuum, whilst the redox potential (Fermi level in electrolytes) is normally given

relative to the SHE. Converting between the two is of course trivial (see Table 2.1)

and the author will endeavour to make absolutely clear what any quantities presented

are relative to.

The final nuance to note is that energies and potentials are often used inter-

changeably. For example, experimentally-measurable quantities will be expressed as

a potential, whilst energy levels (e.g., the semiconductor band edges) will be given as

an energy. As we are dealing with electrons whose charge q = −e is well established,

expressing an energy E as a voltage V (or vice-versa) is simple: E = qV = −eV .

Indeed, using units of electronvolts so that E[eV] = −V [V] makes things even easier.

It is important to note the negative sign, which arises because conventional current

flows in the opposite direction to electron current.

2.10 Semiconductor Photoelectrolysis

Semiconductor photoelectrolysis utilises physics from photovoltaic solar cells in an

electrochemical environment to split water by the use of a semiconductor electrode.

This multidisciplinary research topic requires theoretical concepts from the fields of

solid-state physics, electrochemistry and materials science, to name but a few. Work

in this thesis focusses mainly upon band alignment in the semiconductor and at the

semiconductor–electrolyte interface (SEI).

A typical semiconductor PEC is shown in Figure 2.29. Before delving into the

physics behind its operation, a simplified overview of the photoelectrolysis process is

useful so the reader can get their bearings: A semiconductor electrode is ohmically

contacted to a counter electrode and the two electrodes immersed in an aqueous

solution. The conduction and valence bands in the semiconductor are bent upwards
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Figure 2.29: A simplified schematic of a photoelectrochemical cell (PEC), consisting of a semi-
conductor electrode and a counter electrode immersed in an aqueous electrolyte.

(for an n-type semiconductor) or downwards (for a p-type semiconductor) at the

SEI and this creates an internal electric field in the semiconductor. Upon illumina-

tion, excitons are created near the SEI and subsequently split up by this internal

field. Depending on the direction of the band bending, either electrons or holes flow

towards the counter electrode, whilst the oppositely-charged carriers travel to the

SEI. Given that the energy levels are positioned correctly, these charges transfer to

the electrolyte and drive chemical reactions to split up the water.

2.10.1 Hydrogen and Oxygen Production

The overall water-splitting reaction that occurs in a PEC can be described by hy-

drogen and oxygen half-reactions, each occurring in parallel but at separate elec-

trodes. For n-type (p-type) semiconductors, oxygen (hydrogen) evolution typically

occurs at the semiconductor electrode, with hydrogen (oxygen) evolution occur-

ring at the counter electrode. The energy of electrons and holes relative to the

hydrogen-production potential Ered (the reduction potential for water) and the

oxygen-production potential Eox (the oxidation potential for water) tells us whether
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or not water splitting can occur, as is discussed further in Section 2.10.3.

The two half-reactions are written differently depending on whether they are in

an alkaline or an acidic electrolyte [9, 15]. For an alkaline electrolyte with a pH of

14:

2H2O + 2e− 
 H2 + 2OH− E	red = −0.828 V vs. SHE (2.45)

4OH− + 4h+ 
 2H2O + O2 E	ox = +0.401 V vs. SHE. (2.46)

For an acidic electrolyte with a pH of 0:

2H+ + 2e− 
 H2 E	red = 0.000 V vs. SHE (2.47)

2H2O + 4h+ 
 4H+ + O2 E	ox = +1.229 V vs. SHE. (2.48)

The so-called Nernst equation can be used to give a value for the hydrogen-

and oxygen-production potentials as a function of the pH. The derivation of the

Nernst equation for the particular case of water electrolysis can be found in standard

electrochemistry textbooks [71]. For hydrogen production,

Ered = E	red +

(
log(10)

kBT

e

)
× pH (2.49)

= −0.059× pH vs. SHE at 25 ◦C, (2.50)

where Ered is the hydrogen-production potential at a particular pH and E	red is the

standard hydrogen potential at pH = 0, given vs. SHE in Equation 2.47 above. It

goes without saying that relative to the SHE, E	red = 0 V, as this is after all how

the SHE is defined. This physical meaning of Equation 2.50 is that the hydrogen

production potential decreases by 59 mV per pH unit at 25 ◦C.

Similarly, for oxygen production,
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Eox = E	ox +

(
log(10)

kBT

e

)
× pH (2.51)

= 1.229− 0.059× pH vs. SHE at 25 ◦C, (2.52)

where Eox is the oxygen-production potential at a particular pH and E	ox is the

standard oxygen potential at pH = 0, given vs. SHE in Equation 2.48 above.

2.10.2 Band Bending at the Semiconductor–Electrolyte In-

terface

Fundamental to the photoelectrolytic process is the bending of the valence and con-

duction bands at the SEI. The theory behind this band bending was originally devel-

oped by Nevill Mott and Walter Schottky in the context of a metal–semiconductor

contact, and as such its presence at an interface is referred to as a Schottky barrier

[72].

The process by which band bending occurs is similar to the creation of a p–n

junction, as detailed in Section 2.7: When two materials join—for example, when a

metallic contact is deposited on a semiconductor, or in the case of photoelectrolysis,

when a semiconductor is immersed in an electrolyte—their individual Fermi levels

are discontinuous, as shown in Figure 2.30(a). Equilibration of this interface ne-

cessitates the flow of charges across the interface so that these Fermi levels equate,

causing band bending. In the case of the SEI, the exact form of this charge transfer

is complex and has seen much discussion in literature [9, 73, 74]. Direct transfer

from the band edges, transfer via surface states4 and transfer via adsorbed surface

molecule states, all play a role. Nonetheless, it is common to make the simplification

of comparing the bulk semiconductor Fermi level EF,s relative to the redox Fermi

level EF,redox to gain a qualitative picture of band bending [17, 74, 75]:

EF,s > EF,redox If the semiconductor Fermi level is higher than the redox Fermi

level, as is usually the case for n-type semiconductors, then

4The termination of crystal periodicity at a semiconductor’s surface leads to “dangling” bonds
of surface atoms. These bonds can interact with each other to form a narrow energy band in the
band gap with its own surface Fermi level [9, 74].
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Figure 2.30: Energy band diagrams for the semiconductor–electrolyte interface (SEI). (a) Not
in equilibrium. In the semiconductor, the conduction and valence band edges, Ec and Ev, semi-
conductor Fermi level EF,s and vacuum level Evac are shown, with the distance from Ec to Evac

represented by the electron affinity χ, and the gap between Ec and EF,s defined as α. In the
electrolyte, the two distribution functions shown are the density of ionic energy states available for
oxidation and reduction, which arise due to fluctuations in individual ionic states [9], with peaks at
the oxidation and reduction potentials, Eox and Ered, and an overlap at the redox Fermi potential,
EF,redox. (b) N-type semiconductor in equilibrium, showing the upwards bending of the bands so
that the semiconductor and electrolyte Fermi levels meet at EF. Vfb is the flatband potential and
φB = Ec,SEI − EF is the Schottky barrier, where Ec,SEI is the conduction band edge at the SEI.
(c) Equivalent to (b) but for p-type semiconductor in equilibrium.

electrons will flow from the semiconductor to the electrolyte

and thus the semiconductor Fermi level moves down until it

aligns with the redox Fermi level such that EF,s = EF,redox,

as shown in Figure 2.30(b). This transfer of electrons bends

the bands upwards and creates a layer near the semiconductor

surface that is depleted of electrons; the aptly named depletion

layer.

EF,s < EF,redox On the other hand, if the semiconductor Fermi level is lower

than the redox Fermi level, as is typical for p-type semicon-

ductors, then it is the holes that flow from the semiconduc-
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tor to the electrolyte, thereby raising the semiconductor Fermi

level until it equals the redox Fermi level, as shown in Fig-

ure 2.30(c). Similarly, a depletion layer that is depleted of

holes is formed.

The term “equilibrium Fermi level”, labelled EF, will be used to refer to the

energy of EF,s and EF,redox when they equal each other (are in equilibrium). The

extent of the band bending is quantified by the Schottky barrier height φB, which is

defined as the energy difference between the conduction band edge at the SEI and

the equilibrium Fermi level, as shown in Figure 2.30 [76]. If Ec,SEI is the energy of

the conduction band edge at the SEI, then

φB = Ec,SEI − EF. (2.53)

The depletion layer encompasses an in-built electric field, which has the effect

of splitting up photo-generated excitons, preventing them from recombining. Other

band-bending regimes exist, for example, when EF,s < EF,redox in an n-type semi-

conductor, electrons transfer from the electrolyte to the semiconductor and hence

downward band bending ensues and an accumulation layer of excess electrons forms,

instead of a depletion layer. The common name for a depletion layer, accumulation

layer or inversion layer (which is the extreme case of a depletion layer when the

minority carriers outnumber the majority carriers near the surface) is a space charge

layer.

The semiconductor electrode is contacted to the counter electrode via an ohmic

contact, which is essentially a Schottky junction but with negligible bend banding

such that current–voltage curves are linear (and thus follow Ohm’s law). As such,

the Fermi level in the counter electrode equals the semiconductor Fermi level. An

ohmic contact can be created by the careful selection of metallic contact materials,

though a perfect ohmic contact is notoriously difficult to achieve.

2.10.3 Illumination and the Flat-Band Potential

From now on, we shall limit ourselves to discussing n-type semiconductors. Incident

photons on the surface of the semiconductor excite electrons in or near the depletion
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region and these photo-generated carriers are soon split up by the in-built field. The

electrons now flow towards the counter electrode, whilst the holes move towards

the SEI. This photocurrent is responsible for a photovoltage Vph, which has the

effect of raising the semiconductor and counter-electrode Fermi levels (which are

equal) and thereby reducing the band bending. If they are raised sufficiently so that

they are above the hydrogen-production potential (Equation 2.50), then electrons

transfer from the counter electrode to the electrolyte to drive hydrogen production.

Similarly, if the valence band edge at the SEI is lower than the oxygen-production

potential (Equation 2.52), then holes transfer to the electrolyte to drive the oxygen

production. This is shown schematically in Figure 2.31.

Ev

Ec
EF

H2/H+

1.23 eV

semiconductor electrolyte metal

−eVph

H2O/O2

EF

semiconductor electrolyte metal

(a) dark (b) light

2H+ + 2e−

→ 2H2

2H2O + 4h+

→ 4H++ O2

Figure 2.31: Energy band diagram for a PEC with n-type semiconductor electrode (a) in the dark
and (b) illuminated. Incident sunlight generates a photovoltage Vph that raises the semiconductor
and hence counter-electrode Fermi level, so that it and the valence band edge at the SEI straddle
the oxygen- and hydrogen-production potentials, which are shown in the electrolyte. Holes and
electrons can then transfer to the solution to drive the water-splitting half-reactions, shown in (b).

Given sufficient illumination, the bands will fully flatten and the potential of the

semiconductor Fermi level at which this occurs is called the flat-band potential, Vfb

[9]. This is labelled on Figure 2.30 (in the dark) and Figure 2.31 (when illuminated).

It is an absolute value (i.e., not a potential difference) and in the dark, it sits below

the conduction band edge at the SEI by the difference between the bulk conduction

band edge Ec and the equilibrium Fermi level:

− eVfb = Ec,SEI − |Ec − EF|. (2.54)

It is an easily measurable property and is as such reported frequently in literature,

usually relative to a reference electrode.

Without band bending, no photocurrent can be generated from the splitting up

54



of excitons, and thus no photovoltage to further raise Fermi levels. Therefore, the

importance of the flat-band potential is that it represents the highest possible energy

that the semiconductor Fermi level and therefore the counter-electrode Fermi level

can reach under illumination, hence dictating whether or not a particular n-type

semiconductor has the ability to reduce water to hydrogen.

2.10.4 Calculating the Schottky Barrier Height

Of particular relevance to this work is that the Schottky barrier height can be calcu-

lated from the flat-band potential along with a few other well established material

properties. Rearranging Equation 2.54 and substituting it into Equation 2.53, we

obtain:

φB = −eVfb − EF + Ec − EF. (2.55)

As long as all of the values in this expression are taken with reference to the same

level (for example, the same reference electrode), then this equation holds true.

Suppose that we take our values relative to the vacuum level. In doing so,

we are able to introduce the electron affinity χ from Equation 2.5, which implies

that the conduction band edge relative to the vacuum sits at the negative of the

electron affinity: Ec = Evac−χ, which written relative to the vacuum level becomes

Ec|Evac=0 = −χ. For simplicity, let us also define α = Ec −EF. We can now rewrite

the equilibrium Fermi level relative to the vacuum as EF|Evac=0 = −(χ + α). If we

convert whatever literature value we have for Vfb so that it is also relative to the

vacuum, we can use EF|Evac=0 in Equation 2.55 to give us a final expression for the

Schottky barrier height:

φB = −eVfb|Evac=0 + χ+ 2α. (2.56)

α can be found by the simple rearrangement of Equation 2.23,

α = Ec − EF = kBT ln

(
Nc

n

)
, (2.57)

and we can use Equation 2.22 to calculate Nc, the effective density of states of

the conduction band. We now have a value for the Schottky barrier height that
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depends on the material properties Vfb, χ, m∗e and n, which for most semiconductor

materials are easily found in literature, or in the case of n, depends on the doping

during the growth of the sample and we can assume n ≈ Nd for sufficiently large

doping densities.

2.10.5 Semiconductor Electrode Material Requirements

The theory presented in this section has already given the first of the requirements

for our chosen semiconductor to make a successful electrode in a PEC; that its

electron-donating and electron-accepting states must straddle the hydrogen- and

oxygen-production potentials, which are given by Equations 2.50 and 2.52. For an

n-type semiconductor, the electron-accepting state is the valence band edge at the

SEI. If we make the assumption that this remains fixed under illumination (as is

commonly done [9, 21]), then it can be determined by the subtraction of the band

gap Eg from the conduction band edge at the SEI Ec,SEI:

Ev,SEI = Ec,SEI − Eg

= −eVfb + (Ec − EF)− Eg

= −eVfb + α− Eg, (2.58)

where α = Ec−EF can be calculated from Equation 2.57. If Ev,SEI is more negative

than the energy of the oxygen-production potential, then oxygen production can

occur at the SEI.

The electron-donating state for a PEC with an n-type semiconductor electrode is

the counter-electrode Fermi level, and is therefore equal to the semiconductor Fermi

level EF,s. The highest level that EF,s can reach under illumination is the flat-band

potential Vfb, achieved when the bands are completely flat, and thus if −eVfb is more

positive than the energy of the hydrogen-production potential (that is, Vfb is more

negative than the hydrogen-production potential), then hydrogen production can

occur at the counter electrode.

Whilst theory dictates the above to be true, in reality, overpotentials for both

the hydrogen and oxygen half-reactions are needed and it is well established in
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literature that the oxygen half-reaction requires an overpotential of 0.275 V, whilst

the hydrogen half-reaction requires an overpotential of 0.050 V [77, 78]. Furthermore,

photo-excitation of electrons is to the conduction band and there is therefore an

energy loss of α when electrons move down to the Fermi level in the counter electrode,

which is typically 0.05-0.2 V, depending on the material and doping [15]. With these

factors taken into account, the 1.229 eV gap between the oxygen- and hydrogen-

production potentials results in the need for a band gap of approximately 1.8 eV.

The optimal band gap is, of course, a trade off between maximising solar absorption

whilst meeting the aforementioned criteria. The solar irradiance spectrum, given in

Figure 2.17, shows that below about 400 nm there is a large drop in the intensity of

solar radiation. This equates to an energy of ∼3.1 eV and thus our semiconductor

band gap should be considerably smaller than this.

The final crucial requirement of a semiconductor electrode is that it is chemically

stable in a water-splitting environment, in particular, that it doesn’t participate in

unwanted semiconductor oxidation or reduction reactions and therefore corrode.

At the SEI in p-type materials, electrons transfer to the electrolyte and as such,

semiconductor reduction reactions are possible. Conversely, at the SEI in n-type

materials, holes accept an electron from the electrolyte and semiconductor oxidation

reactions can take place. This presence of an oxide layer can prevent the further

transfer of electrons from the electrolyte to the electrode.

To summarise, an n-type semiconductor electrode must meet the criteria of hav-

ing:

• A band gap of over 1.8 eV, but low enough so that it captures enough of the

solar spectrum.

• A valence band edge at the SEI that is lower in energy than the oxygen-

production potential, with an overpotential of 0.275 V or greater.

• A flat-band potential that is higher than the hydrogen-production potential,

with an overpotential of 0.050 V or greater.

• Sufficient chemically stability so that it doesn’t undergo unwanted oxidation

reactions.
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2.11 Epitaxial Growth

The word epitaxy is derived from the Greek words epi, meaning “upon” or “above”,

and taxis, meaning “order” or “arrangement”, and when applied to semiconductor

growth, it indicates ordered atomic layer-by-layer deposition, during which the crys-

tallographic position of deposited atoms is maintained. This section will introduce

the fundamental growth mechanisms relative to nanostructures in this work, whilst

the technique used to fabricate the semiconductor heterostructures studied in this

thesis will be discussed in Section 3.1.

2.11.1 Self-Assembled Growth

QD growth by self-assembly is a process by which epitaxially-deposited layers as-

semble themselves into QDs because a mismatch between lattice constants at hetero-

junctions causes a strain energy. Given the right conditions, the most energetically-

favourable way for this strain to relax is by the formation of 3D islands, that is,

QDs.

Three standard regimes characterise epitaxial growth: Frank–van der Merwe

(FM), Volmer–Weber (VW) and Stranski–Krastanow (SK) growth, as illustrated in

Figure 2.32. They are distinguished by the ratio of the sum of the epilayer (new

epitaxial layer) surface and interface energies to the substrate surface energy [40].

(a)
Frank–van der Merwe

(b)
Volmer-Weber

(c)
Stranski-Krastanow

Figure 2.32: Mechanisms of epitaxial growth: (a) Frank–van der Merwe (layer-by-layer); (b)
Volmer–Weber (island) and; (c) Stranski–Krastanow (layer-by-layer plus island)

FM If the substrate surface energy is greater than the sum of the epilayer surface

and interface energies, then adatoms are predominantly attracted to the sub-

strate surface and not each other, resulting in FM growth (Figure 2.32(a)).

This tends to occur when the lattice mismatch is small. FM growth is com-

monly used to fabricate QWs.
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VW In contrast, if the substrate surface energy is smaller than the sum of the

epilayer surface and interface energies, then adatoms are attracted more to

each other and island growth is instantly energetically favourable, resulting in

VW growth (Figure 2.32(b)). Larger lattice mismatches tend to produce VW

growth.

SK The intermediate case is when the substrate surface energy is roughly equal to

the sum of the epilayer surface and interface energies, in which case a wetting

layer grows to a certain critical thickness before island formation becomes

energetically favourable as thicker layers have a larger strain energy. This

process is known as SK growth and is amongst the most common methods for

growing self-assembled QDs.

It is notable that strain energy within the crystal can have an impact on the band

structure and therefore on material parameters such as the effective mass. Indeed,

strain-induced band gap engineering is frequently used to tune band gaps without

altering the materials themselves [79].

The thicker a layer of lattice-mismatched material becomes as it is deposited on

another material, the more strained it becomes, until a point where crystal defects

are formed to release this strain. Details of different forms of defects aren’t discussed

here, but it is nevertheless important to remember that a large number of defects

can have a detrimental impact on device performance.

Analysis of nanostructures grown by SML deposition forms a large part of this

thesis, and concepts regarding SML growth will be introduced in the literature

review of this area of research, presented in Section 4.1.
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Chapter 3

Experimental & Theoretical

Techniques

This chapter gives an overview of the various techniques used to grow and analyse

samples studied in this work, as well as those used to mathematically model them.

Samples were grown by metal-organic chemical vapour deposition (MOCVD) (Sec-

tion 3.1), before being analysed by the imaging technique of cross-sectional scanning

tunnelling microscopy (XSTM) (Section 3.2). Steady-state magneto-PL and time-

resolved PL (TRPL) were used to probe their optoelectronic properties (Sections 3.3

and 3.4), and one-band effective-mass and eight-band k · p calculations were per-

formed to gain further insight into carrier confinement (Section 3.5). MOCVD and

XSTM were carried out at Technische Universität Berlin, whilst all other work was

undertaken at Lancaster University.

3.1 Metal-Organic Chemical Vapour Deposition

MOCVD is a method of thin-film semiconductor growth by the chemical reaction

of metal-organic vapour-phase precursors. The first historical examples of CVD

growth are from the late nineteenth century, when a number of patents were filed for

processes to produce lamp filaments. However, it wasn’t until the 1960s that interest

in the use of metal-organic precursors developed, specifically for the production of

III-V semiconductor materials [80].

The chemical processes by which CVD occurs can be simplified into a number
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of key steps, as illustrated in Figure 3.1:

1. Precursor molecules are evaporated and transported into the reaction chamber.

2. Gas-phase reactions of precursors in the reaction chamber.

3. Transport of reactants to the substrate surface.

4. Adsorption of reactants to the substrate surface.

5. Diffusion along the surface to energetically favourable (e.g. nucleation) sites,

leading to thin-film growth.

6. Desorption of gaseous reaction products and their removal, along with non-

reacted precursor molecules.

gas flow

gas-phase
reactions

surface
diffusion

adsorption

desorption

Figure 3.1: Schematic representation of the key metal-organic chemical vapour deposition
(MOCVD) processes. Precursor molecules undergo gas-phase reactions as they are transported
to the surface, where they are adsorbed and diffuse to energetically favourable sites, before the
desporption of reaction products.

The rate at which thin-film growth proceeds is dependent on the temperature

of the substrate, the pressure of the reaction chamber and the chemistry of the gas

phase. This complex set of parameters means growth by MOCVD is more difficult to

control than, for example, molecular beam epitaxy. The samples studied in this work

were grown at Technische Universität Berlin by metal-organic vapour phase epitaxy

(MOVPE), an MOCVD process that produces single-crystal (epitaxial) layers. The

precursors of tertiarybutylarsine (C4H11As, for As), trimethylgallium (Ga(CH3)3,

for Ga) and trimethylindium (In(CH3)3, for In) were used to grow GaAs and InAs.
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A major consideration in MOCVD processes is that these precursors and the sub-

sequent exhaust gases are often highly toxic.

Figure 3.2 shows a simplified MOCVD setup, consisting of precursor sources, a

gas handling system to control the input of precursors, a reaction chamber and an

exhaust system to remove waste products. The precursors are contained in stainless

steel temperature-controlled “bubblers” and transport into the reaction chamber

is controlled by passing an inert carrier gas (such as H2, Ar or N2) through the

bubblers. The substrate sits on a susceptor to control the substrate temperature.

The reaction zone is held at the desired pressure, which, along with the temperature,

is chosen according to what is being grown. The exhaust removes toxic gases for

further processing into liquid or solid wastes for safe disposal.

load
chambercarrier

gas

exhaust

effluent control
 system and pump

injection
control system

reaction chamber

gate
valve

precursors

Figure 3.2: Simplified MOCVD system. Precursors are carried to the reaction chamber by an
inert carrier gas, via an injection control system. Reaction products are transported away by an
effluent control system.

3.2 Cross-Sectional Scanning Tunnelling Microscopy

STM is an incredibly powerful tool for imaging surfaces with atom-level resolution.

It was invented by Gerd Binning and Heinrich Rohrer (IBM) in 1981 and they were

subsequently awarded the 1986 Nobel Prize in Physics for their achievement [81].

Resolutions down to hundredths of a nanometre are common, though such accuracy

comes at the cost of additional challenges in ensuring clean samples, sharp tips and

minimising external vibrations.
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EF, tip
eV
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(a) (b)

Figure 3.3: Schematic representation of tunnelling in scanning tunnelling microscopy (STM)
devices, showing the Fermi level EF, vacuum energy level Evac and the difference between them
(the work function) Φ = Evac −EF. (a) With zero bias, the Fermi level of the sample and tip are
the same. (b) With a bias applied, the sample’s Fermi level is raised with respect to the tip’s.
Empty states now exist in the tip and the tunnelling of electrons through the potential barrier
(represented in the diagram by the electron wave function) results in a tunnelling current.

The technique relies on the quantum phenomenon of tunnelling, whereby a par-

ticle tunnels through a potential barrier that would classically be forbidden (Fig-

ure 3.3). In STM, electrons tunnel between a conducting tip and the sample, the

gap between the two being the potential barrier. The tip is brought to within frac-

tions of a nanometre (0.4 to 0.7 nm) of the sample using piezoelectric transducers1,

so that electron wave functions in the tip and sample overlap. A bias potential is

applied to the tip, resulting in a tunnelling current as electrons tunnel across the

gap, with the direction they tunnel determined by the direction of the bias.

As the tip is moved across the surface, changes in the tip–sample distance and

the local density of states causes changes to the tunnelling current. This dependence

of tunnelling current on distance is strong enough that single-atom imaging is easily

achievable. If the current is held constant by adjusting the height of the tip (via a

feedback loop), the tip follows a contour of constant local density of states, and hence

for the atoms of the same type, a topographical map can be obtained. Conversely,

for a flat sample, any change in tip height is due to changes in the local density of

states and hence in the atomic composition (different atoms have different electron

densities).

As the name implies, XSTM involves the same technique as described above, but

applied to the cross-section of a sample, enabling one to observe buried nanostruc-

1The application of a voltage to a piezoelectric material can make it expand or contract. Piezo-
electric transducers exploit this for precision control over cantilever position by the use of three
transducers perpendicular to each other.
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tures such as QWs and QDs. III-V semiconductors such as GaAs are particularly

suited to XSTM, for two main reasons: Cleaving to expose the (110) plane usually

leaves an atomically flat surface, and; surface states in the (110) plane are usu-

ally outside of the band gap and hence STM probes bulk features and defects rather

than those specific to the cleaved surface [82]. As the surfaces scanned are atomically

flat, XSTM images of III-V materials provide information about atomic composi-

tion, that is, contrast in the rendered images (e.g., Figure 4.4) is an indication of

composition.

The XSTM imaging in this thesis was carried out at Technische Universität

Berlin.

3.3 Magneto-Photoluminescence

spectrometer

laser

filters

lens

detector

control computer

sample
tube

sample

sample holder

magnet

cryostat

Figure 3.4: A simplified illustration of the magneto-PL laboratory setup. Laser light is sent
down an optic fibre to the sample, and the subsequent PL emission sent via another fibre to a
spectrometer, detector and finally a control computer for data analysis. The sample is mounted on
the end of a tube that can be inserted into a cryostat with superconducting magnet (Section 3.3.1).

Magneto-PL measurements were obtained using the setup presented in Fig-

ure 3.4. A frequency-doubled neodymium-doped yttrium aluminium garnet solid-

state laser, emitting at 1064 nm, sends excitation light down a 200-µm-core multi-

mode silica optical fibre via one or none of four neutral-density filters and a focussing

lens. Each filter reduces the laser power by approximately an order of magnitude,

enabling one to achieve stable powers from ∼0.04 to 700 mW. With a laser spot size

on the sample of ∼2 mm in diameter, this corresponds to excitation power densities

from 2 mW cm−2 to 35 W cm−2. A beam splitter redirects a small amount of the
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light to a power meter so that the power can be monitored, and a shutter is in place

to block the light completely.

A second multi-mode optical fibre, with a core width of 550µm, transports the

subsequent luminescence to a 0.3-m-focal-length Princeton Instruments diffraction

grating spectrometer fitted with an Andor Technology InGaAs diode linear array,

thermoelectrically cooled to −60 ◦C to reduce noise. The spectrometer uses three

diffraction gratings (150, 300 and 600 lines/mm) to achieve different resolutions as it

splits the continuous luminescence light into discrete wavelengths for measurement

by the InGaAs array. A long pass filter is used to block out any light reflected from

the laser at 532 nm.

excitation light
excitation light

(a) (b)

sample

sample
holder

B

mirror

Figure 3.5: Brass sample holder for (a) Faraday geometry and (b) Voigt geometry measurements.
The holder is screwed into the end of the sample tube through which the optical fibres pass.

Samples are glued, using electrodag, onto a small brass sample holder, which

can be screwed into the end of a steel sample tube through which the optical fibres

pass. Two variations of sample holder were used in this work, so that the sample

could be held either parallel or perpendicular to the applied magnetic field when

inserted into the cryostat (Section 3.3.1). Figure 3.5(a) shows the sample holder for

Faraday geometry measurements, with the sample placed perpendicular to the field,

whilst Figure 3.5(b) shows the use of a mirror to first reflect light by 90◦, so that

it strikes the sample when it is placed parallel to the field (Voigt geometry). It is

important to note that, because of the use of a mirror to reflect the laser light, zero-

field PL measurements in Faraday and Voigt geometry are not entirely equivalent.

The mirror may have the effect of dispersing the light and in this case, the laser

spot size will be large; that is, more of the sample is measured, which is particularly

relevant in linewidth studies (Section 4.2.2).
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The end of the sample tube is brass, to maintain thermal equilibrium between

it and the sample holder, and a thermometer located close to the sample provides

temperature measurements. This setup allows optical access to the sample whilst

the tube is either inserted into a helium dewar, the cryostat, or simply at room

temperature in the lab.

3.3.1 The Cryostat and Magnet

helium
bath

nitrogen bath

VTI

needle valve

magnet

lambda coils
and needle valve

sample stick

to pumps

outer 
vacuum
chamber

transfer inlets

inner
vacuum
chamber

Figure 3.6: Simplified illustration of the cryostat used for magneto-PL measurements. Not shown
is an outlet to a pump from the lambda coils so that they too can be pumped on.

Figure 3.6 shows a simplified diagram of the Oxford Instruments cryostat used for

magneto-PL experiments. An outer vacuum chamber provides insulation between

the lab and the helium-4 bath, aided by a liquid nitrogen jacket, which sits between

two compartments of the outer vacuum chamber. When inserted using the sample

tube, the sample sits in the bore of a superconducting magnet within a variable-

temperature insert (VTI), which is isolated from the helium bath by an inner vacuum

chamber. The vacuum chambers can be independently pumped on using a turbo

pump, to pressures of 10−4 to 10−6 mbar.

The VTI is capable of achieving temperatures from 1.4 to 400 K, whilst at the

same time, just centimetres away, the magnet is kept at a constant 4.2 K or lower.
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A needle valve connects the VTI to the helium bath via a heat exchanger with in-

tegrated heater and temperature sensor, and the VTI can be pumped on through

the use of a rotary vane vacuum pump. Low temperatures can be achieved by

opening the needle valve to draw in helium from the helium bath whilst simulta-

neously pumping on the VTI. High temperatures are attained by the use of the

heater. An integrated temperature controller (ITC) uses a feedback loop between

the heat exchanger, the heater and the temperature sensor, controlling the heater

accordingly based on the desired temperature. The needle valve and VTI pump are

both controlled manually to aid the ITC in reaching this temperature. An optimal

VTI pressure of around 6 to 10 mbar is a good trade-off between quick cooling and

boiling off too much (expensive) helium, and this is achieved by opening the valve to

the pump fully and partially opening the needle valve to let a small flow of helium

into the VTI.

The magnet, a Nb3Sn solenoid manufactured by Oxford Instruments, can provide

fields from 0 to ±15 T when at 4.2 K, and up ±17 T to when cooled below 2.2 K,

the lambda point of helium-42. These lower temperatures are achieved through

the use of a lambda point refrigerator, negating the need to cool the entire helium

bath to below the lambda point. A series of lambda point refrigerator coils sit

above the magnet, through which liquid helium is pumped by the use of a further

rotary vane pump and needle valve (in a similar fashion to the VTI). These cool

down the surrounding helium in the helium bath, setting up convection currents.

The colder, denser liquid convects downwards, towards the bottom of the magnet,

displacing warmer liquid from around the magnet. The temperature of the magnet

is monitored by two resistance thermometers, one at the top and one at the bottom

of the magnet, and when the temperature is stable at 2.2 K, the magnet can be used

above 15 T.

The risk of a quench is ever-present when using the magnet. A quench can

occur when part of the superconducting coil ceases to be superconducting (and

therefore becomes resistive), usually due to excessively high fields or changing the

field strength too fast. This subjects that particular part of the magnet to rapid

resistive heating, which in turn raises the temperature of the surrounding regions,

2The lambda point of helium is the temperature below which normal fluid helium I transitions
to superfluid helium II.
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causing a chain reaction which soon sees the entire magnet entering the normal state.

A potentially dangerous consequence of this is the rapid boil-off of the surrounding

liquid helium, filling the lab with gaseous helium, asphyxiating any users not quick

enough to realise what is going on. As such (as the author well knows to his own

detriment!), care must be taken to set suitably slow sweep rates, especially when

using the magnet above 15 T. An oxygen alarm and extraction system is present in

the lab for this reason.

A number of specially designed LabView interfaces are implemented on a control

computer for operation of the entire laboratory setup, making instrument control

and data acquisition a seamless operation.

3.4 Time-Resolved Photoluminescence

TRPL measurements were taken at room temperature, using a PicoQuant FluoTime

300 optical setup. This automated and modular system contains the integrated

optics and electronics for recording time-resolved or steady-state PL, and can be

used in conjunction with a variety of excitation lasers and optical detectors. For our

measurements, excitation light was provided by a 640-nm PicoQuant Picosecond

pulsed diode laser head operating at a 40 MHz repetition rate and capable of pulse

widths of less than 90 ps (full-width half-maximum). The resultant PL light was then

measured using a Hamamatsu near-infrared photomultiplier tube in the spectral

range of 950 to 1400 nm. Samples were mounted, using electrodag, onto glass slides

for ease of insertion into and removal from the TRPL system.

TRPL measurements were performed via time-correlated single-photon counting

(TCSPC), a common technique for measuring carrier lifetimes on sub-nanosecond

time scales. A complete description of the complex TCSPC system employed by

PicoQuant in their optical setup is beyond the scope of this thesis, and instead the

author prefers to present a description of a simplified TCSPC system, which is more

than sufficient in the context of this work. A full description of PicoQuant’s TCSPC

system can be found in Reference 83.

The basic processes involved in TCSPC are illustrated in Figure 3.7. The pulse

of excitation light from the laser diode is split so that part of it hits the sample and
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part of it, a synchronisation signal, bypasses the sample and goes straight to a time-

to-amplitude (TAC) converter. PL emission from the sample passes firstly through

a monochromator (to select the desired wavelength), followed by the photomulti-

plier tube (PMT) to detect and amplify the signal. These electronic pulses from

the PMT often have different amplitudes but the same rise times, meaning conven-

tional threshold triggering, whereby a timing signal is triggered at a certain voltage

threshold, would result in a dependence of the timing signal on the original pulse’s

amplitude (Figure 3.8(a)). This is obviously undesirable for systems reliant on pre-

cise timing information, and so instead, a constant-fraction discriminator (CFD) is

used, triggering the timing signal at a constant fraction of the pulse width, which

for pulses from the PMT will yield a timing signal independent of pulse amplitudes

(Figure 3.8(b)). As such, this also allows the CFD to be used to set a lower am-

plitude limit to suppress background noise. A CFD in typically implemented by

the comparison of the original detector signal with an amplified, inverted and de-

layed version of itself, such that the signal derived from this comparison changes its

polarity at a constant fraction of the detector pulse height.

V

t

laser diode
beam

splitter

sample

monochromator
PMT

CFD

TAC

CFD

ADCcontrol computer

Figure 3.7: Simplification of the time-correlated single-photon counting (TCSPC) method used
to take time-resolved PL (TRPL) measurements. Light from a laser diode is split so part of it
hits the sample and part travels to a time-to-amplitude converter (TAC) via a constant-fraction
discriminator (CFD). The PL emission from the sample passes through a monochromator, photo-
multiplier tube (PMT) and a CFD before reaching the TAC. The timing signal from the TAC then
passes through an analogue-to-digital converter (ADC) before finally reaching a control computer
for analysis.

The signal from the CFD then arrives at the same TAC as the synchronisation

70



kA2

kA1

t1 t2 t

(a) (b)

Figure 3.8: (a) Threshold triggering. A timing signal is triggered at time t, when the peak reaches
a certain voltage threshold, resulting in a dependence of the timing signal on the peak amplitude.
(b) Constant-fraction discrimination. Here, the timing signal is triggered at a constant fraction k
of the peak’s amplitude A.

signal. The TAC is essentially a capacitor that is linearly charged when one signal

reaches it, and held at whatever voltage it has been charged to whenever a second

signal reaches it (Figure 3.9). To this effect, the initial synchronisation signal starts

the linear charging, and the PL signal stops it at a voltage proportional to the

time difference between the two signals. Thus, the longer the excited electron takes

to decay from its excited state to the ground state, the higher the voltage. This

voltage is then fed into an analogue-to-digital converter, which gives the time value

to be passed, via a histogrammer, to a control computer. This process is repeated

numerous times until a delay curve representing the full range of individual delays

between excitation laser pulse and PL emission is obtained, from which one can

obtain a value for the average decay rate.

voltage

time

synchronisation
signal

detector
signal

decay time

Figure 3.9: The process by which the TAC operates. The first signal initiates linear charging of a
capacitor and the second signal stops this charging at a voltage proportional to the time difference
between these signals. When applied to TCSPC systems, the first signal is the synchronisation
signal from the laser, the second is from the detector after PL emission has occurred, and the time
difference between these is the decay time of the particular photon detected.
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PicoQuant distribute their own EasyTau software for complete user-friendly con-

trol of and data collection from the TRPL system.

3.5 Theoretical Modelling

The experimental work in this thesis is complemented by mathematical modelling

of band alignments, quantised energy levels and charge-carrier flow. Two software

packages are utilised: COMSOL Multiphysics [84] and nextnano [14]. In the former,

the one-band Schrödinger equation in the effective-mass approximation is solved by

the use of a coefficient-form partial-differential-equation (PDE) solver, whilst in

the later, a multi-band k · p Schrödinger solver is employed self-consistently with

the Poisson and drift–diffusion equations for modelling of the electronic structure

(under bias) and current density close to equilibrium. Further eight-band k · p
calculations in conjunction with a self-consistent Hartree approach were carried out

at Technische Universität Berlin, taking into account strain, piezoelectricity and the

Coulomb interaction.

Here will be presented a brief overview of the theory behind these models and

the practicalities of their implementation in the software packages used, whilst a

full mathematical description is left to the many texts available on the subject, for

example, References 85 and 86.

3.5.1 A Very Brief Introduction to Quantum Mechanics

The wave function Ψ encompasses all possible information about a given quantum

system, such as a particle, atom or molecule. For example, the probability amplitude

of a single-particle wave function in position-space gives the probability density

ρ(r, t) of finding that particle at a given position r, at time t [87]:

ρ(r, t) = |Ψ(r, t)|2. (3.1)

The Schrödinger equation is a PDE that describes how the wave function of a

physical system evolves over time, and as such can be used to compute the energy

states within a quantum structure. In its time-dependent form, it is given by [87]:

72



i~
∂

∂t
Ψ(r, t) = ĤΨ(r, t), (3.2)

where Ĥ is the Hamiltonian operator, which characterises the total energy of any

given system; that is, it is the sum of a system’s kinetic energy K̂ and potential en-

ergy V̂: Ĥ ≡ K̂+V̂. Of particular relevance for charged particles in a semiconductor

is the single–non-relativistic–particle Hamiltonian:

Ĥ = − ~2

2µ
∇2 + V (r, t), (3.3)

where µ is the particle’s reduced mass.

3.5.2 Numerical Analysis

Obtaining an exact solution for a PDE is not always possible and instead a solution

has to be approximated by a numerical method. These work on the basis of splitting

the domain of the function we want to solve for into a discrete set of function values

that approximate the initial function at a given point. This partition of the domain

into subdomains is called a mesh or grid. The finite difference method (FDM)

and finite element method (FEM) are two such numerical methods that work in

discreetly different ways (no pun intended!) [88]:

FDM The derivative of a function f(x) is defined by:

∂f(x)

∂x
= lim

h→0

f(x+ h)− f(x)

h
. (3.4)

Thus, for small h: ∂f/∂x ≈ (f(x + h) − f(x))/h. If the lines on our

mesh are separated by h, we can use this approximation to solve the

PDE at each point on the mesh. Making the mesh finer increases the

accuracy by decreasing h.

FEM Whilst FDM uses the differential form of the equation(s) we are solv-

ing, FEM uses the integral form, making it more suitable to discon-

tinuities. A trial function is fitted to the PDE and weighted accord-

ing to its error. This can then be minimised (integrated and set

equal to zero), eliminating any spatial derivatives from the PDE and
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thus approximating it locally as either a set of algebraic equations

(steady state problems) or ordinary differential equations (transient

problems). This can then be solved using appropriate numeric meth-

ods and a global system of equations is obtained through coordinate

transformation.

FDM has the advantage over FEM that it is generally easier to implement and

computationally quicker. FEM is much better at handling complex geometries (that

are not easily split into a rectilinear grid), but can be computationally heavy for

non-linear PDEs. COMSOL Multiphysics solves PDEs using FEM, whilst nextnano

uses FDM.

3.5.3 COMSOL Multiphysics

COMSOL Multiphysics includes a coefficient-form PDE solver that solves the PDE

given in Equation 3.5, given the input of the coefficients c, α, γ, a, β and da [89, 90]:

∇ · (−c∇u− αu+ γ) + au+ β · ∇u = daλu (3.5)

where u is an eigenfunction and λ is the corresponding eigenvalue.

We can rearrange the one-band Schrödinger equation in the effective-mass ap-

proximation to this form to be solved by COMSOL, enabling us to obtain a value

for the energy states of an electron in the conduction band (or a hole in the va-

lence band). In doing so, we are making the assumption that there is no interaction

between electrons and holes. As we are interested in the stationary states of an

electron, we can use the time-independent Schrödinger equation, Eψ = Ĥψ—note

the use of lowercase ψ to denote its time-independence—with the Hamiltonian given

in Equation 3.3:

Eψ(r) =

(
− ~2

2m∗e
∇2 + V (r)

)
ψ(r), (3.6)

where E is the energy eigenvalue and m∗e is the electron effective mass. The hole

effective mass m∗h could of course be used instead if we were interested in the valence

band. We have also removed the time-dependence of V .
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Let’s take the example of an InAs QD in GaAs: QDs usually have relatively

cylindrical bases, so choosing a cylindrical coordinate system makes sense. We can

rewrite the wave function in cylindrical coordinates: ψ(r) = χ(z, r)Θ(ϕ), where z

is the height (i.e., the growth direction), r the radius, and ϕ the azimuthal angle.

Expressing the Schrödinger equation in cylindrical coordinates:

EχΘ = −~2

2

[
∂

∂z

(
1

m∗e

∂χ

∂z

)
+

1

r

r

m∗e

∂χ

∂r

]
Θ− ~2

2

χ

m∗er
2

d2Θ

dϕ2
+ V χΘ. (3.7)

We can separate this into two independent equations by introducing the variable

n, one dependent only on ϕ, and the other on z and r. Dividing Equation 3.7 by

(χ(z, r)/m∗er
2)Θ(ϕ) and rearranging, we obtain

1

Θ

d2Θ

dϕ2
= −n2 (3.8)

and

−m∗er2 ~2

2χ

[
∂

∂z

(
1

m∗e

∂χ

∂z

)
+

1

r

∂

∂r

(
r

m∗e

∂χ

∂r

)]
+m∗er

2(V − E) = −~2n2

2
, (3.9)

Equation 3.8 has solutions of the form Θ = exp(inϕ), implying that n must be an

integer (as Θ(ϕ + 2π) = Θ(ϕ)), and it transpires that it is the principal quantum

number. Finally, we can rewrite Equation 3.9 in the coefficient form:

− ~2

2

[
∂

∂z

(
1

m∗e

∂χn
∂z

)
+

1

r

∂

∂r

(
r

m∗e

χn
∂r

)]
+

(
~2n2

2m∗er
2

+ V

)
χn = Enχn n ∈ Z,

(3.10)

Thus, the coefficients in Equation 3.5 are:
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c =
~2

2m∗e
(3.11)

a =
~2n2

2m∗er
2

+ V (3.12)

βr = − ~2

2m∗er
(3.13)

da = 1 (3.14)

α = βz = γ = 0 (3.15)

and λ = En.

COMSOL’s interface allows us to create different domains and input these co-

efficients for each domain separately. In our case, these domains are the different

semiconductor materials, which have different effective masses and band alignments.

V represents the potential of the band edge and we are free to arbitrarily chose where

V = 0 is set. The energy eigenvalue obtained as the solution will also be relative to

that level, and therefore when simulating QDs, it is useful to set V = 0 as the band

edge in the QD. Similarly, how many dimensions we solve the problem in is also our

choice. A 1D simulation is too limited if we want to give the QD some shape (for

example, a pyramid), whilst 3D is unnecessary if we approximate the QD as having

a symmetrical base, so choosing 2D makes sense.

Finally, we must specify any boundary conditions. COMSOL gives us a choice of

boundary condition types and that most suitable to our application is the Dirichlet

boundary condition, which enables us to specify a value that the solution needs to

take at the given boundary. If we assume that electrons can’t travel outside of our

simulation region, their wave functions must vanish at the boundary and thus our

Dirichlet boundary condition is that the solution vanishes.

COMSOL discretises our simulation region for us (though we can choose to do

so ourselves, if we wish), and so all we are left to do is choose how many eigenvalues

to calculate, and then run the simulation.
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3.5.4 nextnano

Whereas COMSOL provides a user-friendly interface for all manner of physics sim-

ulations, but doesn’t contain an in-house Schrödinger solver—and thus we had

to manipulate the Schrödinger equation into coefficient-form to be solved by the

program—nextnano is designed specifically for simulating semiconductor nanostruc-

tures and as such, most of the underlying mathematics is hidden away. Nonetheless,

it is important to at least understand the principle of how any problem is being

solved, and so here will be presented a summary of the models employed and the

scheme in which nextnano solves them. The information regarding the computa-

tional schemes of the program is accurate to the author’s best knowledge, based

on documentation on nextnano’s website [14] and Reference 913. Two versions of

the program exist that are discreetly different in their capabilities; nextnano3 and

nextnano++, the former written in Fortran and the latter in C++. It is the latter

that is used herein, mainly because it was found to be computationally quicker.

Both of these are console applications that run via the command line, using a text-

based input file, but a convenient graphical user interface nextnanomat is provided

for generating input files and visualising results. Both versions of the program in-

clude an extensive material database with referenced material parameters, though

the user is of course free to specify their own parameters. Table 3.1 summarises the

input data required by nextnano, and the data output after the program has been

run.

Computational Scheme

Before we go on to discuss the models nextnano uses, it is useful to give an overview

of the computational scheme the program follows:

• Input file is processed, material parameters obtained from the database and

the structure that is specified is mapped to the mesh.

• Strain is calculated and band edges positioned accordingly.

3It should be pointed out that the online documentation and Reference 91 aren’t completely
compatible, as they describe different versions of the code. Indeed, it is likely that they both
describe a different version of the code than used for simulations in this thesis as they are both a
number of years old. Therefore, it is probably best to treat this section as an illustrative example
rather than a definitive description.
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Table 3.1: Summary of the input data and subsequent calculation output data for nextnano.

Input Output

Simulation dimension (1D, 2D or 3D) Band Structure

Structure, materials and doping Strain

Mesh structure Piezoelectric and pyroelectric charge

Strain model to be used Electron/hole densities

Contacts and applied bias Electrostatic potential

Regions to be solved quantum-mechanically Wave functions

Output that is desired Current

• Eight-band k · p Schrödinger equation, Poisson equation and drift–diffusion

equations are solved self-consistently:

– Built-in potential calculated for zero applied bias by solving Schrödinger

and Poisson equations self-consistently.

– Potentials (Fermi level and potential at contacts) shifted according to

applied bias.

– Quasi–Fermi levels calculated from drift–diffusion and current continuity

equations, keeping the wave functions and potential fixed.

– Carrier densities and potentials are calculated self-consistently from the

Schrödinger and Poisson equations, whilst the quasi–Fermi levels are

fixed.

Strain

Strain within a semiconductor heterostructure can have a large impact on its elec-

tronic structure, including the creation of a piezoelectric fields, shifting of the band

edges and altering the k · p Hamiltonian. nextnano calculates strain prior to and

independently of the Schrödinger, Poisson and drift–diffusion equations. Whilst this

approach is suitable for most structures, certain wurtzite crystals (e.g., nitrides) have

strong pyroelectric fields and thus self-consistent solving of the strain and Poisson

equations may be required. The strain tensor ε is calculated numerically by minimis-

ing the elastic energy, details of which can be found in Reference 91. Alternatively,
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the user can choose for strain to be calculated analytically for either 1D structures

or 2D/3D structures with uniform layers along the growth direction. This is possible

due to the fact that the strain-tensor components parallel to the substrate plane for

cubic crystals are given by the lattice mismatch [91]:

ε‖ =
asubstrate − alayer

alayer

, (3.16)

where asubstrate and alayer are the lattice constants of the substrate and layer materials,

respectively. It is also possible for the user to input their own strain tensor. In this

work, the approach of calculating strain numerically by minimising the elastic energy

was employed.

Eight-band k · p Modelling

The multi-band k · p model is one of many electronic structure models, popular

due to its balance between accuracy and computational time. Eight-band k · p
models employ k · p calculations to solve for the conduction, light hole, heavy hole

and spin–orbit bands, each one of which is two-fold spin degenerate (hence, eight

bands). Many different k · p models exist, differing mainly in the number of bands

considered and their treatment of strain and the spin–orbit interaction. nextnano

utilises an eight-band model similar to Reference 92.

Multi-band k · p modelling uses the fact that, in a crystal, atom nuclei form

a periodic potential with the same period as the crystal lattice, and thus electron

wave functions must also be periodic. We can use Bloch’s theorem to approximate

the wave function as a product of a the function uk(r), which describes the periodic

potential from the atoms, and eik·r, which represents the electron plane waves:

ψn,k = eik·run,k(r) (3.17)

This is demonstrated schematically in Figure 3.10. We can substitute the Bloch

wave functions into the one-band Schrödinger equation given in Equation 3.6 and

use the momentum operator p̂ = −i~∇ as so:

(
p̂2

2m
+ V (r)

)
eik·run,k(r) = En(k)eik·run,k(r). (3.18)
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Figure 3.10: Schematic representation of the real part of a Bloch wave in 1D, ψn,k = eikxun,k(x)
(black solid line), for an arbitrary Bloch function un,k(x) = 1

3 cos(4πx) (green solid line) and plane
wave eikx (blue dashed line). Adapted from Reference 10.

Note that the mass m is now not specifically the electron effective mass. Using the

chain rule and subsequently cancelling out the plane-wave term eik·r, we obtain a

modified Schrödinger-like equation:

(
p̂2

2m
+ V (r) +

~2k2

2m
+

~
m

k · p̂
)
un,k(r) = En(k)un,k(r). (3.19)

The k · p̂ term is where the name k ·p theory originates from. Our Hamiltonian now

includes two extra terms. If Ĥ0 was the original Hamiltonian and Ĥ
′

k represents the

extra two terms, then the Schrödinger-like Equation 3.19 reads:

(Ĥ0 + Ĥ
′

k)un,k = En(k)un,k(r). (3.20)

We can add a final term Ĥso to account for the spin–orbit interaction,

Ĥso =
~2

4m2c2
(∇V × p̂) · ~σ, (3.21)

where ~σ is a vector of the Pauli matrices, σ = (σ1, σ2, σ3)T, and

σ1 =

0 1

1 0

 , σ2 =

0 −i
i 0

 and σ3 =

1 0

0 −1

 . (3.22)

Therefore, our final k · p equation is:

(Ĥ0 + Ĥ
′

k + Ĥso)un,k = En(k)un,k(r). (3.23)

The general procedure is now to solve this problem at k = 0, for as many bands
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(denoted by n) as desired, to obtain energy eigenvalues En(0) at that point, then use

perturbation theory to obtain energies En(k) away from that point. Details of such a

procedure can be found in many quantum mechanics textbooks and specifically with

regards to k ·p theory, in, for example, References 91 and 93. It is important to note

that, unlike nextnano, we haven’t incorporated strain into our k ·p Hamiltonian in

this description.

The carrier density n(r) can be calculated from the wave function as follows [94]:

n(r) =
∑
k

nk|Ψn(r)|2, (3.24)

where we have introduced a new band index k to avoid confusion with the carrier

density n, and nk is the carrier density for the kth band. This is particularly relevant

for solving the Schrödinger equation self-consistently with the Poisson equation, as

discussed later.

Poisson Equation

The Poisson equation is a classical (rather than quantum-mechanical) electrostatics

equation that is used to describe a potential field caused by a given charge distribu-

tion:

∇ · (ε0εr∇φ) = −ρ, (3.25)

where ε0 is the vacuum permittivity, εr is the dieletric constant, φ is the electrostatic

potential and ρ is the charge density distribution, which can in turn be given by:

ρ = e(−n+ p+N+
d −N−a + ρfixed), (3.26)

where n and p are the electron and hole densities, respectively, N+
d and N−a are the

ionised donor and acceptor dopant concentrations and ρfixed is the charge density due

to any fixed charges, for example, piezoelectric or pyroelectric charges (which can

be input by the user). Note that it is the ionised donor and accepter concentrations

that are used, which require the input of an ionisation energy, defined as the distance

from the band edge to the dopant energy level:
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Eion
d = Ed − Ec for donors, (3.27)

Eion
a = Ea − Ev for acceptors. (3.28)

We can assume that all dopant atoms are ionised, which may be the case at

room temperature, by setting the ionisation to a “cheat” parameter of, for example,

−1000 eV. The ionised dopant concentrations can be calculated by summing over all

donors/acceptors i (which can for simplicity be assumed to have the same energy):

N+
d =

∑
i

Nd,i

1 + gd,i exp
EF,n−Ed,i

kBT

and (3.29)

N−a =
∑
i

Na,i

1 + ga,i exp
Ea,i−EF,p

kBT

, (3.30)

where EF,n and EF,p are the electron and hole quasi-Fermi levels. gd,i and ga,i are

dopant degeneracy levels, which are dependent on the occupation of outer orbitals

(e.g., an outer s orbital that is occupied by one electron is two-fold degenerate, when

accounting for spin). These can be set by the user, or by default are gd,i = 2 and

ga,i = 4.

In nextnano, the Poisson equation is solved numerically by Newton’s method,

details of which can be found in most mathematics textbooks. The choice of bound-

ary conditions is handled by the program and depends on whether a bias is applied or

not (i.e., we are in equilibrium or non-equilibrium). For non-equilibrium situations,

such as in the presence of a Schottky junction, the equilibrium (built-in) potential

is first calculated using Neumann boundary conditions (that state the electric field

vanishes at the boundaries, ∂φ/∂x = 0), before Dirichlet boundary conditions are

used to fix the field at the boundaries, taking into account the built-in potential.

Though it is omitted in the above equations, for brevity, there is an r-dependence

in the dielectric constant, electrostatic potential, charge densities, dopant densities

and energy levels. This also applies to the following discussion on drift–diffusion

and current continuity, where the charge mobilities and current densities also have

an r-dependence.
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Drift–Diffusion and Current Continuity

The link between the quasi-Fermi levels, EF,n and EF,p, and the carrier densities,

n and p, is provided by the drift–diffusion equation, which describes how carriers

move in an electric field [94]:

Jn = enµn∇φ+ µnkBT∇n = eµnn∇EF,n and (3.31)

Jp = epµp∇φ− µpkBT∇p = eµpp∇EF,p, (3.32)

where J is the current density and µ is the carrier mobility. The ∇φ term represents

the drift of carriers (in an electric field) and the ∇n term represents the diffusion of

carriers. The current continuity equation states that:

∇ · Jn = q

(
∂n

∂t
−R

)
and (3.33)

∇ · Jp = q

(
R− ∂p

∂t

)
. (3.34)

Here, R is the recombination rate, which is positive for the generation and negative

for the recombination of carriers. If we assume that no generation or recombination

is occurring (R = 0) and we are in a stationary state (∂n/∂t = ∂p/∂t = 0), then

the current continuity simplifies to:

∇ · J = 0. (3.35)

We can use this to solve Equations 3.31 and 3.32 to obtain an expression for

the quasi-Fermi levels, which can then be injected into the Poisson equation, to be

solved self-consistently with the Schrödinger equation.

Self-Consistency

So far, we have talked a lot about the “self-consistent” solving of equations, without

really discussing what this means. The Schrödinger and Poisson equations both

have inter-dependent terms (the potential V (r) and the carrier density n(r)) and
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Figure 3.11: Flow chart of the self-consistent solving of the Schrödinger, Poisson and drift–
diffusion equations, sometimes referred to as a quantum drift–diffusion solver. In nextnano, a
trial potential V0 and carrier density n0 is obtained from solving the Schrödinger and Poisson
equations self-consistently in equilibrium (without any applied field), to determine the built-in
field.

their self-consistent solving entails using the output from one as the input to the

other, iteratively, until the difference between the current and previous solutions

falls below a certain limit.

More specifically, a trial potential V0(r) is used to solve the Schrödinger equation,

n(r) is then calculated (using Equation 3.24) and used in the Poisson equation to

obtain a new value for the potential, V1(r), which is in turn fed back into the

Schrödinger equation. This proceeds until |Vi(r) − Vi+1(r)| < ε, where ε is some

predefined limit.

Before this self-consistency loop begins, the quasi-Fermi levels are calculated from

the drift–diffusion and carrier-continuity equations and fed into the Schrödinger–

Poisson solver. The quasi-Fermi levels can then be recalculated by the drift–diffusion

84



and carrier-continuity equations, using the carrier density from the Schrödinger–

Poisson solver, in turn forming another self-consistency loop. This is much easier to

understand by observing the flow chart presented in Figure 3.11.

This solving of the Schrödinger, Poisson and drift–diffusion equations is com-

monly referred to as the quantum drift–diffusion method in literature.
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Chapter 4

Sub-Monolayer InAs in GaAs

This chapter concentrates on the optoelectronic study of SML depositions of InAs

in GaAs. Such a growth technique has been shown to produce a QD–QW het-

erostructure, encompassing a lateral InGaAs QW with low In content, in which are

embedded In-rich QD–like agglomerations with a wide variety of shapes and sizes.

As will be seen in Section 4.1.4, lasers fabricated from SML systems have demon-

strated high-speed operation and show great promise as optical interconnects for

data communication applications. Our work is therefore motivated by a desire to

better understand charge-carrier confinement in such complicated systems, to fur-

ther aid the development and optimisation of SML optical devices.

4.1 Literature Review

In the following, we will discuss the use of optical devices for data communica-

tions (Section 4.1.1), the potential that VCSELs offer to this application (Sec-

tion 4.1.2), the development of QD lasers (Section 4.1.3), and finally, SML systems,

their atomic structure, optoelectronic characteristics and use in high-speed VCSELs

(Section 4.1.4).

4.1.1 Optics for Data Transmission

The use of optical fibres for telecoms has been commonplace since the end of the

20th century. Modern networks, such as the submarine data cables that carry our

communications from continent to continent, enjoy transmission rates upwards of
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100 Gb s−1 per channel [95, 96]. Single-core single-mode fibre optic cables, which

currently form the backbone of the world’s telecoms [97], have been pushed to error-

free transmission rates in excess of 1 Tb s−1 [98], whilst single-mode multi-core fibres

have been used to transfer data at a staggering rate of 2.15 Pb s−1 [99], and multi-

mode multi-core fibres are set to push this up to 10 Pb s−1 [100].

It is only natural that we endeavour to introduce optical interconnects on smaller

and smaller length scales, replacing the copper wiring that is commonly used now.

Optics are already ubiquitous in data centres [101], bringing data to the computer,

and so we turn our attention to data transfer within computers; at board-to-board,

chip-to-chip and on-chip levels. This transition from electrical to optical transmis-

sion is borne out of the limitations inherent in copper wiring and the fact that

copper-based interconnects are ever-increasingly becoming the bottleneck to the ad-

vancement of processor development [102].

With regards to telecoms, optical fibres boast exceptionally low attenuation

(losses) over long distances, allowing for >100 km stretches of optical cabling with-

out the need for optical amplifiers (the counterpart to electronic repeaters) to boost

the signal, compared with only a few kilometres for copper cabling [103, 104]. The

“skin effect” in copper wire has a large effect in attenuating signals [105, 106]: Alter-

nating current tends to become distributed mainly near the surface of a conductor

and increasing the frequency amplifies this effect, such that the effective channel

through which current flows is decreased at higher frequencies, thereby increasing

the resistance and attenuation losses.

This frequency dependence is of relevance in the context of datacoms as the

data transmission rate is directly determined by the frequency at which data is sent

through the cable, and as a result copper wiring is typically limited to ∼10 Gb s−1 for

distances in the order of one metre [107–109]. At the shorter distances encountered

within computers, the high density of interconnects and their proximity to each other

causes other issues for copper wiring, such as crosstalk (whereby signals leak from one

line to another, due to capacitive coupling) and high power consumption [18, 110].

The negligible frequency-dependence of attenuation and crosstalk in optical systems

is due to the high frequency of light (∼1014 Hz) relative to the frequency used to

send data (in the order GHz or less); increasing the data-transmission frequency
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sent down optical fibres has little or no impact on the overall propagation of the

light [105, 106]. Other advantages of optical interconnects include their immunity to

electromagnetic interference from nearby devices, the difficulty to “tap” into optical

circuits without disrupting the signal [103] and the fact that an optical system

carries no electrical information about the sending and receiving circuits. The latter

of these advantages provides perfect voltage isolation between the two circuits, such

that high voltages or sudden power surges from one can’t damage the other, negating

the need for so-called “opto-isolators” that are currently used in electronic circuitry

to achieve the same effect [105, 106]. The fact that optical fibre setups are lighter

weight and lower in volume is also of note.

4.1.2 VCSELs as Data Transmitters

A key component of any optical transmission setup is, of course, the light source

that sends the signal down the optical fibre. Edge-emitting semiconductor lasers

are currently the standard for telecoms applications, emitting at around 1.55µm,

a wavelength chosen because silica, which is used to make optical fibres, has a

minimum in its absorption spectrum at that point [18]. At shorter distances, losses

due to absorption and dispersion aren’t such an issue, and therefore the wavelength

of 850 nm has emerged as the standard for LAN and storage area network (SAN).

GaAs–based lasers and photodetectors have proven to be cost effective and reliable

in the past few decades, and the choice of 850 nm has been largely to match the best

working wavelengths (i.e., band gap) of these devices [18, 111].

VCSELs are by far and away ruling the roost in their market share of datacoms

transmitters, with GaAs–based VCSELs currently being used in 95 % of all optical

networking applications below 1 km [112]. The inherent advantages to using VCSELs

as opposed to edge-emitting lasers is numerous [18, 102, 112–115]: The large output

aperture results in a beam with a low divergence angle and a circular profile, making

for easier coupling to fibre optic cables. Because they emit from the surface, samples

can be tested on-wafer, as they are fabricated, as opposed to edge-emitters that must

be cleaved before testing. This, as well as their small footprint, also means that it is

possible to fabricate tens of thousands of devices on a single wafer, making them not

just cost-effective, but particularly useful in microprocessors, where scaling down
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the size of components is crucial. Furthermore, 2D arrays of VCSELs can easily

be fabricated side-by-side and driven in parallel to obtain higher output powers.

The active region in VCSELs is only a fraction of the size of that in edge-emitters,

meaning low threshold currents (above which lasing commences) and therefore lower

power consumption. This is a key factor in circuit design, where power consumption

is a large consideration. On-board and on-chip operating temperatures often reach

85 ◦C or higher and so it is significant that VCSELs have been shown to be reliably

temperature-stable, demonstrating high speeds with low bit error rates over and

above 85 ◦C [116, 117]. Also of note is that their emission wavelength shifts only a

small amount under varying temperatures.

There is currently no standardised wavelength for transmission on length scales

smaller than LAN and SAN, and 850, 980 and 1100 nm have developed as the most

commonly researched. Longer wavelengths bring the advantage of deeper confining

barriers and therefore less chance of non-equilibrium carrier escape, improving the

temperature stability. A smaller band gap also means lower photon energies and thus

lower operating voltages. 1100 nm provides the best of these advantages, but has

the disadvantage of higher free-carrier losses in the AlGaAs surrounding the active

region (as the absorption coefficient increases with wavelength) [18, 117]. Room-

temperature transmission rates at all three wavelengths have passed the 40 Gb s−1

mark, with current benchmarks of 85-◦C operation being the 40 Gb s−1 achieved

with an 850-nm VCSEL by Westbergh et al. [118] at the Chalmers University of

Technology in 2013, and more recently, the 46 Gb s−1 operation of a 980-nm VCSEL

by Moser et al. [119] at Technische Universität Berlin in 2015.

4.1.3 Quantum Dot Lasers

The advantages that VCSELs offer due to their small active regions also apply to

QWs. Indeed, nowadays most VCSELs employ one or more QW as their active

region. Lower threshold current, lower power consumption and better temperature

stability are all brought about by the tighter confinement of electrons and holes. In

addition, QWs offer a degree of wavelength-tuning capability, as their band gap is,

to a degree, dependent on the well width. Notably, Chin et al. [120] and Holonyak

et al. [121] found, in 1980, that moving from a conventional double-heterostructure
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VCSEL to a QW VCSEL improved the temperature stability of the threshold cur-

rent, attributed to the step-like nature of the QW DOS (Equation 2.11).

It stands to reason that these advantages can be enhanced by further reduc-

ing the dimensionality of the system, that is, using QDs in the active region and

exploiting their δ-like DOS (Equation 2.13) and superior wavelength-tuning capa-

bilities. It was predicted in 1982 by Arakawa and Sakaki [122], in what has become

one of the defining papers of semiconductor physics, that there would be a marked

increase in temperature stability upon confining carriers in all three spatial dimen-

sions. This was later expanded upon by Asada et al. [123] in 1986, to include a

prediction of enhanced gain and lower threshold current density. These predictions

were validated with numerous reports of high gain and impressive temperature sta-

bility from experimental measurements during the following decade, based almost

entirely on SK QDs grown by self-assembly [124–127]. Material gain figures that

showed an order-of-magnitude increase (to 1.5× 10−5 cm−1) from that seen in QW

lasers, and differential gain that was three times larger (10−12 cm2), was reported by

Kirstaedter et al. [125] in 1996. This increase was attributed to size quantisation in

the QDs decreasing the number of states that need to be filled to achieve a given

gain [128]. A schematic representation of the band alignment and energy levels for

an InAs/GaAs QD laser is shown in Figure 4.1.
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Figure 4.1: Representative band alignment for an InAs/GaAs QD laser. InAs Stranski–
Krastanow (SK) QDs are grown in a GaAs matrix, which is surrounded by cladding to prevent the
escape of carriers (for example, made of AlGaAs). QD electron and hole states are shown, as well
as the wetting layer states. As holes have a higher effective mass, their energy levels are packed
more closely than for the electron.
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Significant as these achievements were, it was clear that the full potential of a

truly δ-like DOS and discrete energy spectra could not be exploited, as fabricating

samples of completely uniform QDs was not possible. The non-uniform nature of QD

ensembles results in inhomogeneous broadening of PL spectra, leading to a spreading

of the gain over a wider spectral range, reducing the peak gain. Furthermore, whilst

it is true that the trapping of carriers in QD states has the effect of suppressing

the escape of non-equilibrium carriers from the active region, as well as preventing

non-radiative recombination at defect sites, this doesn’t necessarily hold true at

higher temperatures, when the thermal energy kBT has the effect of pushing carriers

out of the dots that have insufficient confinement potential. Ledentsov et al. [128]

concluded this was having a significant effect in lowering the gain for a given current

density.

Other than producing QDs with a greater size homogeneity, another approach

to improve the gain is to increase the dot density in an attempt to speed up carrier

relaxation into the QDs, and therefore shorten radiative recombination times. This

was achieved by Ledentsov et al. [129] in 1996 by the growth of vertically-coupled

QDs, experimentally demonstrating a larger optical gain and ground-state lasing up

to room temperature. Non-radiative recombination was still seen as a significant

problem, however, with a low differential efficiency attributed to it.

The thermal ejection of carriers from QDs into wetting layer and matrix ma-

terial states was addressed by the use of AlGaAs as a matrix material, instead

of GaAs, thereby increasing the energy gap between QD states and those of the

wetting layer and matrix. This eventually led to the realisation of a QD laser capa-

ble of continuous-wave room-temperature operation with an output power of 1 W,

demonstrated by Shernyakov et al. [130] in 1997.

Nowadays, QD lasers have more than proved themselves capable of achieving

low threshold currents, compared to QW lasers [131]. However, efficient carrier in-

jection remains one of the most stuborn problems, with high-frequency modulation

bandwidths still proving difficult to achieve as a result [132]. The reason for this is

well-established as being due to the trapping of carriers in wetting layer states, of

which, for conventional SK QDs, there is a high density (compared to QD states, see

Figure 4.1). Urayama et al. [133] showed, experimentally and by Monte Carlo simu-
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lations1, that carriers tend to stay in wetting layer or barrier states at temperatures

above 100 K, and relaxation to lasing QD states is very slow. In 2005-06, Cornet

et al. [134, 135] used the approach of lateral QD-coupling in an attempt to solve

this problem: Working with an InAs/InP system, they used the relative proximity of

wetting layer states to the QD ground state to demonstrate, theoretically and exper-

imentally, lateral coupling between high-density arrays of QDs. They showed that

there exists an advantageous intermediate coupling regime which doesn’t degrade

the atom-like properties of the QD ground state, whilst still enhancing charge-carrier

redistribution efficiency through the coupling of excited states. Furthermore, they

argued that faster relaxation times in coupled QDs, compared to uncoupled QDs,

may lead to better high-frequency modulation bandwidths. Another approach was

taken by Fathpour et al. [132], who used a “tunnel injection” layer (effectively a

QW) close to the QDs, so that carriers could be injected straight into QD states, in

doing so raising the modulation bandwidth of near-infrared QD lasers from ∼7 GHz

to ∼22 GHz.

The transmission rate is of particular interest in the context of datacoms, and

so the difficulties in realising fast-response lasers is a worrying one. To the author’s

best knowledge, the record SK-QD bit rate demonstrated at room temperature is

25 Gb s−1, achieved by Tanaka et al. [136] in 2010 for a 1.3-µm InAs/GaAs QD laser

with a high areal density of 5.9× 1010 cm−2. In the same paper, 10 Gb s−1 operation

was seen up to 100 ◦C.

As is clear from the previous paragraphs, the relative merits of QW and QD

lasers are difficult to compare and constrast. Chow et al. [137] make an attempt

at doing so by utilising rigorous first-princples theory without any free parameters.

Their conclusion is, rather unsurprisingly, that QD lasers offer far superior lasing

threshold values, but size inhomgeneities are still the lead constraint on desired

gains and speeds. The answer to the question they pose in the title of their paper,

“will quantum dots replace quantum wells as the active medium of choice in future

semiconductor lasers?”, is a rather ambiguous “it depends”, and it will ultimately

be determind by future experimental and theoretical progress. One thing is for sure;

1Monte Carlo simulations repeatedly simulate possible outcomes based on input variables ob-
tained at random from a distribution function. They are particularly useful to solve problems with
a large number of input variables that would otherwise be almost impossible to solve.
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QW lasers currently enjoy ubiquity in the modern world, and will take some shifting

from their top spot.

For further reading, the reader is referred Reference 138 for a very thorough

review of long-wavelength self-assembled QD lasers, and to Reference 139 for a

briefer but more recent review, again of long-wavelength lasers.

4.1.4 Sub-Monolayer Growth

SML superlattice growth involves the deposition of <1 ML2 of, for example, InAs

on GaAs, capping it with a few MLs of GaAs and repeating several times to form

a SML stack. The resulting system can range from a simple InGaAs QW, to SML

islands (QDs) embedded in a QW, as discussed below.
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Figure 4.2: Publication and citation data from Reference 11 using the following italicised search
terms: (a) Annual number of publications with quantum dot laser (green) or quantum dot laser
AND (submonolayer OR sub-monolayer) (blue) in the title. (b) Annual number of citations
for publications with (submonolayer OR sub-monolayer) AND ((InAs GaAs) OR (quantum dot))
(orange) in the title.

SML growth has seen relatively little attention, especially compared to the field

of QD lasers as a whole. As shown in Figure 4.2, searching Web of Science [11] for

articles with “quantum dot laser” in the title returns 2583 results, with 24 of these

being review articles. Stipulating the presence of “sub(-)monolayer” in the title as

well reduces the total to 19, of which only one is a review article3. In fact, the number

2Depositing<1 ML simply means depositing a quantity of material that is too small to constitute
a complete atomic layer; it doesn’t mean we chop atoms in half!

3Searching only for “sub(-)monolayer laser” increases this to 31 results, though most of the
extra papers are unrelated, e.g., “Quantification of metal trace contaminants on Si wafer surfaces
by Laser-SNMS and TOF-SIMS using sputter deposited submonolayer standards”.
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of articles with “sub(-)monolayer InAs GaAs” or “sub(-)monolayer quantum dot”

in the title only amasses to 110. This demonstrates a broad scope for expansion of

research in this exciting area of semiconductor physics, and it is encouraging that

the trend of citations per year (Figure 4.2(b)) is slowly on the rise.

Structural Characteristics, Pre-2000

The first few papers that detailed something which at least in part resembles what

we now call SML growth were published around the start of the 1990s. These early

studies involved the deposition of fractional monolayers of InAs on vicinal GaAs

surfaces, as an alternative to SK QD growth [140–142]. Vicinal (or terraced) crystal

surfaces are those cut at a relatively low angle (typically, a few degrees) to the main

crystallographic planes, such as (100), and thus in an ideal case form a series of “ter-

races” with monatomic steps. Brandt et al. [140, 141] hypothesised that In adatoms

would nucleate on the step edges, thereby forming a uniform heterostructure in

which surface morphology dictates the arrangement of epitaxial layers, rather than

a precise control of deposition rates, as is needed for high-quality SK-QD growth.

However, in 1994, Bressler-Hill et al. [142] showed that InAs nucleates not just on

step edges, but also on terraces and in terrace defects; in other words, the use of

vicinal surfaces to produce uniform growth was somewhat futile. The first optical

characterisation of submonolayer InAs in GaAs was also presented in 1994, by Wang

et al. [143], showing “extremely high optical quality” and greatly improved lumines-

cence efficiency, when compared with ML-or-greater deposition and bulk InGaAs.

Interestingly, their paper was the first to refer to this growth as “submonolayer

epitaxy”.

At a similar time, Egorov et al. [144] proposed that SML deposition, this time not

on a vicinal surface, could be used for the growth of InGaAs QWs. They reported

a significant increase in the PL intensity from these “wells”, as compared to growth

with an InGaAs solution. Another attempt at growth on vicinal surfaces, as well as

non-vicinal surfaces, was made by Guryanov et al. [145] in 1996. On the non-vicinal

surfaces, they saw wire-like formations for 1-ML InAs deposition, and “parquet”-

like structures with a characteristic period of 50-60 nm for 1.5-ML deposition. The

wire-like formations were seen on vicinal surfaces for both 1 and 1.5 ML depositions.
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In 1998, Shchukin et al. [146] published a detailed paper on the energetics

of stacked 2D-island deposition, demonstrating theoretically that SML deposition

resulted in vertically-correlated ML-high islands, explained by the strain due to

buried islands reducing the mismatch between the surface and the island, creat-

ing energetically-favourable nucleation sites directly above them. This was in part

following on from previous experimental and theoretical work on the vertical correla-

tion of InAs/GaAs QDs [147–149]. The theory and observation of the self-assembly

of 2D islands was not a new topic and the reader is referred to Reference 150 for a

comprehensive review. In a nutshell; if two phases with different values of intrinsic

surface stress, τi and τj, coexist on a crystal surface, formation of boundaries will

result in an elastic energy relaxation of the more stressed phase along the boundaries

between the domains.

This focus on the structural characteristics brought about by SML deposition

led to the nominal picture of SML systems that persisted for over two decades; of

vertically-correlated ML-high InAs islands, separated by spacer layers consisting of

pure GaAs, illustrated in Figure 4.3.
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Figure 4.3: The nominal growth of a sub-monolayer (SML) system, in which the <1-ML depo-
sition of InAs (green) results in the formation of ∼1-ML-high, vertically-aligned, InAs islands in a
GaAs matrix (grey). Self-assembled island formation is due to different surface stresses, τi and τj
(black arrows), resulting in an elastic relaxation force F (white arrows).

Quantum-Dot–Quantum-Well Heterostructure

In the years 2003 to 2006, Xu et al. [151, 152, 153] took a more detailed look

at the optoelectronic properties of SML systems, performing PL, micro-PL4 and

TRPL on SML samples comprising 10 cycles of InAs (0.5 ML) and GaAs (2.5 ML).

4Micro-PL is an experimental technique analogous to conventional PL, except a smaller excita-
tion laser spot size is used so only a small area of the sample is studied. This is particularly useful
for observing the emission from individual QDs.
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Low-temperature and low-power micro-PL demonstrated the presence of discrete

QD emission lines, whilst exciting the system at different energies, some below the

band gap of GaAs, showed little change in the PL line shape. They postulated

that this highlights the existence of QW states, because such states are needed

to transfer carriers to the QDs if the excitation energy is below the GaAs band

gap. In conclusion, they proposed that SML deposition leads to the formation of

a QD–QW heterostructure, pointing out that such a structure could be beneficial

to optoelectronic device applications where efficient carrier injection into QD states

could be provided by the extended QW states. Indeed, the TRPL measurements

they performed demonstrated fast recombination times.

Atomic Structure and Optical Properties, Lenz et al. [19, 20]

Xu et al. [151] hinted that there may be more to the picture than the nominal

structure presented in Figure 4.3, but it wasn’t until 2010 that the consensus was

challenged by further structural characterisation. In that year and the following,

Lenz et al. [19, 20] published two papers in which they performed an in-depth

and thorough analysis of the atomic structure of SML InAs in GaAs by the use

of XSTM. They studied 10-fold 0.5-ML InAs depositions separated by 16, 4, 2.8

and 1.5 ML of GaAs. The sample with the largest spacer-layer thickness of 16 ML

showed InAs–rich agglomerations laterally along each SML deposition that were not

concentrated within a single ML, but typically distributed over several rows. Along

the growth direction, InAs concentration increases abruptly, followed by a decay

toward zero, indicating that the vertical segregation of In happens during the GaAs

capping process. A vertical In segregation length of ∼1 nm is calculated from the

experimental data. The lateral size of the islands is found to be very roughly 5 nm,

with each island separated by about 2 nm, leading to a very high lateral density of

∼1012 cm−2, much higher than the 1010 to 1011 cm−2 that is typical for SK QDs. A

slight vertical correlation along the growth direction is also seen, as predicted by

Shchukin et al. [146].

Decreasing the spacer-layer thickness to values more typical for device applica-

tions (≤4 ML) means that the segregation length is in the order of the spacer-layer

thickness and thus individual SMLs can hardly be distinguished. Instead, In-rich
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agglomerations with a range of shapes and sizes are present, often extending across

the entire SML stack and having lateral and vertical sizes of very roughly 5 nm. This

In segregation has lead to the formation of a low-In-content InGaAs QW spanning

the entire stack height, in which are embedded the In-rich agglomerations that have

a lateral density of 1012 cm−2. A XSTM image for a sample with 2.3-ML spacer-

layer thickness is shown in Figure 4.4, and though this image isn’t present in the

publications referenced, it is from the same research group. Yellow dashed lines are

shown as a guide for the eye to highlight the presence of In-rich agglomerations.

These results were supported by high-resolution transmission electron microscopy

performed by Niermann et al. [154] in 2012.

SML stack

In-rich agglomerations
GaAs
cladding

}
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Figure 4.4: Cross-sectional scanning tunnelling microscopy (XSTM) image, taken at V =
±2.9 volt, I = 80 pA, of a SML sample with 2.3 ML GaAs spacer-layer thickness. In (b), yel-
low dashed lines are a guide for the eye to highlight the In-rich agglomerations.

This picture fits well with the QD–QW heterostructure described in Refer-

ence 151, where the In-rich agglomerations act as InGaAs QDs with a high In

content, embedded laterally in an InGaAs QW with a low In content. Lenz et al.

[20] postulate that the absence of a wetting layer and the high lateral density and

small spacing between QDs could favour high-speed optoelectronic devices, such as

VCSELs. The findings of their optical study supports this interpretation: PL data

are incredibly narrow and bright; similar but redshifted compared to a QW with the

same thickness and In content, the redshift attributed to 0D localisation in the In-

rich QDs. PL peak energies also redshift with decreasing spacer-layer thickness, due

to an increasing vertical coupling of excitons across the spacers. Lateral coupling

across the agglomerations leads to a mixture of 0D and 2D states, which manifests
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itself in the emission spectra, as verified by a PL line-shape analysis.

Sub-Monolayer Lasers

At the turn of the millennium, a number of articles detailing the use of SML sys-

tems as the active medium in a laser were published. In 1999, Zhukov et al. [155]

demonstrated a 947-nm edge-emitting laser that could achieve a continuous-wave

output power of 3.9 W at 10 ◦C, based on the deposition of 0.4 ML InAs, followed by

2.5 ML GaAs, cycled 10 times. A year later, Mikhrin et al. [156] compared a similar

SML laser to a SK QD laser, finding the SML laser had much lower internal losses

and double the material gain of the SK QD laser, attributing it to better uniformity

of SML QDs than SK QDs. In 2003, again using a similar laser, Kovsh et al. [157]

increased this high-power operation to 6 W at 20 ◦C. A high modal gain of 44 cm−1

for a 964-nm edge-emitting laser was seen by Xu et al. [152] in 2004, attributed to

the high density and uniformity of QDs.

In the mid-to-late-2000s, there was a flurry of research into using SML systems

as the active medium in VCSELs, in part contributing to the spike in the number of

publications seen in Figure 4.2(a) (blue). Blokhin et al. [158] fabricated the first SML

VCSEL in 2006, achieving a continuous-wave output power of 4 W at 980 nm, with

internal optical losses of less than 0.1 %. Also in that year, Hopfer et al. [159] high-

lighted the potential of SML VCSELs for high-speed applications (e.g., datacoms),

demonstrating a modulation bandwidth of 10.5 GHz and low threshold current of

170µA from a triple stack of 10-fold 0.5-ML InAs / 2.3-ML GaAs depositions with

13-nm-thick GaAs spacers between each SML stack. The following year, the same

group from Technische Universität Berlin produced a 980-nm SML VCSEL capable

of error-free 24-Gb s−1 operation at room temperature, and 20-Gb s−1 operation at

85 ◦C, without current adjustment [160]. To the author’s best knowledge, this re-

mains the highest-speed SML VCSEL demonstrated to-date. It is also faster than

the highest-speed SK QD laser at high temperatures, which achieved 25 Gb s−1 at

room temperature and 10 Gb s−1 at 100 ◦C [136]. Furthermore, the 980-nm operating

wavelength of the SML laser is potentially more suited to datacoms than the 1.3-

µm SK QD laser. The same research group published a review on “Submonolayer

Quantum Dots for High Speed Surface Emitting Lasers” in 2007 [107], postulating

99



that >40-Gb s−1 transmission might be possible if the device resistance is further

reduced and an optimised heat-dissipating design used, as in Reference 161. Finally,

in 2009, 20-Gb s−1 error-free transmission was realised for an 850-nm SML VCSEL

at room temperature [162].

Other Applications

Whilst SML VCSELs prove to be the most promising application to emerge from

SML research, a number of other potential uses have been documented. Infrared

photodetectors were investigated by Ting et al. [163] in 2009, motivated by the pre-

diction that QD infrared photodectors could have a significantly better detectivity

than QW infrared photodetectors if high-density arrays of small QDs could be fab-

ricated. Their results were somewhat encouraging, showing clear infrared images up

to 80 K.

Lam et al. [164], in 2014, reported on their investigations on SML InGaAs/GaAs

QD solar cells. Nanostructures are desirable in solar cells due to their ability to

absorb photons below the band gap of the bulk material (sub–band gap), and SML

systems more so because of the high lateral density of QDs and unique strain re-

laxation compared to QWs (lattice mismatch between an InGaAs QW and a GaAs

matrix limits the number of QWs that can be incorporated into a device). They

demonstrated that, in comparison to an InGaAs QW solar cell with the same In con-

tent, the SML solar cells showed an enhanced open-circuit voltage and an increased

short-circuit current.

Recent Work and Extensions to the SML System

One interesting extension to the conventional SML system was investigated by

Switaiski et al. [165] in 2013, whereby a SK QD layer was coupled to a SML stack,

the two separated by a GaAs spacer of varying thickness. An increase in coupling

was seen for decreasing SK–SML spacer thickness and carrier transfer from the

SML stack into the SK QDs was verified. This coupling lead to a spacer-thickness–

dependent acceleration in the carrier dynamics inside the SML stack, caused by the

capture of carriers from the SML stack into the QDs, and thus a fast gain recovery

for the QDs, tunable by differing the SK–SML spacer thickness as well as the growth
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of the SK QDs and SML stack.

Another technique that offered tunability—this time of wavelength and confinement—

was presented by Quandt et al. [166] in 2015, by the introduction of an Sb flush

during the growth process, leading to the incorporation of Sb into the In-rich ag-

glomerations. They discovered that the addition of Sb leads to strong electronic

confinement that is dependent on the amount of Sb added. Different degrees of

localisation can be achieved for the same target wavelength by simultaneously ad-

justing the SML stack height and the Sb supply.

Finally, later that year, Herzog et al. [167] published a detailed analysis of the

gain and phase recovery of semiconductor optical amplifiers based on SML depo-

sition, discovering recovery dynamics were as fast as those for other QD-in-a-well

structures and a fast recovery time constant of a few picoseconds was attributed to

the InGaAs QW acting as an efficient carrier reservoir. Eight-band k · p calcula-

tions for an SML system showed a high degree of localisation for the hole, whilst

the electron extended to neighbouring SML islands and the embedding QW. Thus,

carriers localised in the active region are likely to respond fast to changes in the po-

tential caused by the creation (or annihilation) of an exciton. The high amplitude of

this fast recovery component is promising for high-speed optoelectronic devices, and

offers further explanation to the impressive performance of SML VCSELs already

demonstrated.

Two main conclusions can be drawn from the literature presented here: The first

is that SML systems with a sufficiently small (<4 ML) GaAs spacer-layer thickness

consist of a lateral InGaAs QW with low In content, in which are embedded In-rich

QD–like agglomerations. Referring to these systems as “SML QDs” is therefore

misleading and the phrase QD–QW heterostructure is more descriptive. Herein, the

complete structure will be referred to as a SML “system”, “deposition” or similar,

whilst the use of the term “QDs” will be reserved for the In-rich agglomerations.

Secondly, SML systems have demonstrated impressively-fast VCSELs and other

devices, attributable to fast carrier relaxation dynamics, due to the presence of

2D and 0D states. However, up until now, the true nature of confinement has not

been fully explored or explained, motivating our work to qualify the exact form that
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the mix of 2D and 0D states take, and their subsequent influence on charge-carrier

confinement.

4.2 Results

In the previous section, we saw that SML systems form a QD–QW heterostructure,

with ∼5-nm In-rich QD–like regions embedded in a lateral In-poor InGaAs QW

that is the height of the SML stack, far from the nominal structure of ∼1-ML-high

InAs islands in a GaAs matrix. Figures 4.3 and 4.4 are amalgamated in Figure 4.5,

along with a representation of the likely band structure, to reiterate these findings.

Such a structure as the XSTM image in Figure 4.5(b) immediately raises questions

about the nature of charge-carrier confinement, motivating the work presented in

this section to experimentally and theoretically explore whether SML systems are

2D or 0D.

4.2.1 Samples

Three InAs/GaAs SML samples and one InGaAs QW sample are studied in this

work, as summarised in Table 4.1, all of which were grown at Technische Universität

Berlin by MOCVD. The three SML samples were grown at 500 ◦C on a (001) GaAs

substrate using tertiarybutylarsine, trimethylgallium and trimethylindium precur-

sors, the growth only differing in the GaAs spacer-layer thickness. 0.5 ML of InAs

was deposited with a V/III ratio of 9 and a growth rate of 0.25 ML/s, followed by

a 1-s growth interruption to allow for surface smoothing and InAs diffusion. 1.5,

2.0 or 2.5 ML of GaAs (for samples A, B and C, respectively) was then deposited

with a V/III ratio of 5 and a growth rate of 0.5 ML/s, followed by a further 1-s

interruption. The procedure was repeated another nine times, until 10-fold SMLs of

InAs had been deposited. These SML structures are surrounded by a 300-nm-thick

GaAs matrix, which is sandwiched between 50 nm of Al0.6Ga0.40As below the SML

stack and 20 nm of Al0.4Ga0.60As above, to prevent the escape of photogenerated

carriers. Finally, a 10 nm GaAs cap layer was grown on top to achieve significant

separation from the cleavage edge and reduce surface oxidation.

The choice of GaAs spacer-layer thicknesses corresponds to typical thicknesses
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Figure 4.5: (a) The nominal growth of a SML system, in which the <1-ML deposition of InAs
(green) results in the formation of ∼1-ML-high, vertically-aligned, InAs islands in a GaAs matrix
(grey). (b) A XSTM image, taken at V = ±2.9 V, I = 80 pA, of a SML sample with 2.3 ML
GaAs spacer-layer thickness. The yellow dashed lines are a guide for the eye to highlight the
In-rich agglomerations. (c) Representative band structure that the SML system in (b) is likely
to result in, with the In-rich agglomerations (QDs) offering a confining potential within the SML
stack (QW).

used in SML devices. The stack heights (and therefore the height of the lateral

InGaAs QW) for the three samples can be calculated using the lattice constants for

InAs (aInAs = 6.06 Å) and GaAs (aGaAs = 5.65 Å) [62], with the growth sequence

detailed in the previous paragraph, giving stack heights of approximately 11.5, 14.3

and 17.2 nm for samples A, B and C, respectively. Observing Figure 4.5(b), one can

see this is a reasonable approximation to make.

As a reference, a 6.5-nm-thick In0.18Ga0.82As/GaAs QW was grown at 600 ◦C with

a V/III ratio of 10.7 and a growth rate of 0.47µm h−1. This was also sandwiched

between AlxGa1−xAs barriers. The choice of thickness and In composition was so

that the QW had a similar overall In content to the SML samples.
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Table 4.1: Summary of the three SML and one QW samples studied.

Sample name GaAs spacer thickness (ML) Stack/QW height (nm)

A 1.5 11.5

B 2.0 14.3

C 2.5 17.2

QW - 6.5

4.2.2 Evidence for a Two-Dimensional System

Zero-Field Photoluminescence
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Figure 4.6: 2-K zero-field normalised PL from the three SML samples and the QW sample. The
inset shows the linewidth dependence on the stack height of the three SML samples (or the QW
thickness, indicated by the circle).

Figure 4.6 shows 2-K zero-field PL spectra from the three SML samples and the

QW. Immediately striking are the narrow linewidths (defined as the full width at
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half maximum) of 7.66± 0.01, 6.63± 0.01 and 6.26± 0.01 meV for samples A, B and

C, respectively. This is far narrower than is typically the case for InAs/GaAs SK

QDs, and indeed is narrower than that of the QW (9.06± 0.01 meV). Reassuringly,

this is in agreement with literature that SML systems offer superior luminescence

to bulk InGaAs, InGaAs QWs and SK QDs [20, 143, 144, 151]. Though it is not

represented in Figure 4.6, it is also of note that the PL from the SML samples

was incredibly intense, dwarfing that from the QW and indeed most other samples

measured in our laboratory. The PL intensity is, however, very sensitive to external

factors (e.g., what part of the sample is being excited, or changes to the optical fibre

bringing excitation light to the sample), and so we prefer to simply comment on it

rather than rely on it as evidence, especially seeing as PL measurements were not

undertaken simultaneously.

If PL were to be from the In-rich QDs, which are highly non-uniform in shape

and size, then one would expect it to be inhomogeneously broadened to linewidths

similar, if not wider, than those from InAs/GaAs self-assembled QDs; typically in the

order of 25 to 40 nm at low temperatures [168, 169]. Even highly-uniform InAs/GaAs

QDs have linewidths of more than double those seen here [170]. Therefore, the

behaviour of SML samples studied in this work is clearly QW–like.

Furthermore, PL linewidth is seen to decrease with increasing GaAs spacer-layer

thickness. Larger GaAs spacers means a larger stack height and this behaviour

is as one would expect for a QW [171]: Broadening of QW linewidths is a result

of monolayer fluctuations in the QW thickness and increasing the size of the QW

reduces the relative size of these monolayer fluctuations, thus reducing linewidths.

The QW sample has the smallest QW thickness and therefore it makes sense that

it has the largest linewidth.

The PL peak energies (deduced from Gaussian fits to the PL spectra) blueshift

with increasing spacer-layer thickness, which can be explained by a thicker GaAs

spacer layer meaning a higher Ga content in the InGaAs QW, shifting the band gap

toward that of GaAs (1.52 eV at room temperature), which is larger than that of

InAs (0.42 eV at room temperature) [62].

Room-temperature (300 K) PL data, as shown in Figure 4.7, are for all samples

homogeneous and inhomogeneously broadened, with the non-Lorentzian line shapes
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Figure 4.7: Room-temperature zero-field normalised PL from the three SML samples and the
QW sample, showing both homogeneous and inhomogeneous broadening compared to the low-
temperature PL.

suggesting the presence of excited states that are being populated by the extra ther-

mal energy. The linewidths—26.6± 0.1, 31.4± 0.1, 31.6± 0.1 and 25.9± 0.1 meV,

for samples A, B, C and the QW, respectively—follow less of a trend than the low-

temperature results, most likely because thermal excitation is masking the under-

lying physics that is visible at 2 K. A blueshift in PL peak energies with increasing

spacer-layer thickness is still clearly visible. Further temperature dependence data

are included in Appendix A.

Magneto-Photoluminescence

Applying a magnetic field B in the growth direction z, known as Faraday geometry,

confines excitons in the lateral direction (along SML depositions) and thus enables

us to probe excitonic properties in this lateral direction. Figure 4.8 shows the

dependence of the PL peak energy on the magnetic field for all four samples at
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Figure 4.8: 2-K magneto-PL in Faraday geometry for the three SML samples and the QW,
showing the PL peak energy shift dependence on magnetic field B. Shapes represent the data,
whilst solid lines show the excitonic model fit. The crossover from low- to high-field regime is
indicated by the arrow for each sample. The inset shows the individual PL spectra for the four
samples at 15 T. Parameters interpreted from excitonic fitting are summarised in Table 4.2.

2 K, whilst the inset shows the individual PL spectra at 15 T. The data clearly

show two regimes: a low-field regime where the PL peak energies demonstrate a

quadratic dependence on B, followed by a high-field regime where this dependence

is instead linear. The crossover between these regimes, indicated by the arrows,

is at the critical field Bc, a value for which is deduced from the excitonic model

(Section 2.8.5). The fitting of the excitonic model to the data is shown by the solid

lines in Figure 4.8 and the parameters extracted are summarised in Table 4.2.

The lateral exciton Bohr radii are 13.8± 0.1, 14.3± 0.1 and 14.9± 0.1 nm and

the reduced masses are (0.095±0.001)m0, (0.090±0.001)m0 and (0.083±0.001)m0 for

samples A, B and C, respectively. m0 is the free electron mass. This demonstrates

that excitons are approximately 30 nm wide in all three SML samples; considerably

larger than the 5-nm In-rich agglomerations and extending across several of them.
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The reduced mass decreases as the stack height increases, and thus as In content

decreases. This could be as a result of a reduction in strain in the system when In

content is lower, an effect which has been theoretically and experimentally observed

in literature [172–174]. In Reference 174, a linear dependence of the reduced mass

on strain is observed for InAs QDs in GaAs. This system may include a different

strain profile to a SML system, and such a direct comparison cannot be made.

Nonetheless, it seems reasonable to at least speculate that a lower In content means

reduced strain and thus a lower reduced mass, though we do not have enough data

to state this with any certainty.

The QW Bohr radius of 13.6± 0.1 nm and reduced mass of (0.084± 0.001)m0 is

similar to that of the SML samples, thereby reinforcing our postulation that SML

emission is from the lateral InGaAs QW, and not the In-rich QDs.
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Figure 4.9: 2-K magneto-PL in Voigt geometry for the three SML samples. The inset shows the
diamagnetic energy shift coefficient Γ dependence on the square of the stack height.

We now turn our attention to the low-temperature Voigt geometry (B ⊥ z)

magneto-PL data, shown in Figure 4.9. Immediately noticeable is that the data are

only quadratic in B and the high-field regime is never reached. Furthermore, the
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Table 4.2: Parameters extracted from the excitonic-model–fitting of Faraday- and Voigt-geometry magneto-PL
data. No data was taken for the QW in Voigt geometry.

Sample
Faraday geometry (B ‖ z) Voigt geometry (B ⊥ z)

aB (nm) µ (m0) Γ (10−6 eV T−1) aB (nm)a µ (m0)b Γ (10−6 eV T−1)

A 13.8± 0.1 0.095± 0.001 43.9± 0.3 < 9.4 < 0.26 7.40± 0.22

B 14.3± 0.1 0.090± 0.001 50.4± 0.5 < 9.4 < 0.20 9.44± 0.28

C 14.9± 0.1 0.083± 0.001 59.5± 0.6 < 8.9 < 0.16 10.7± 0.3

QW 13.6± 0.1 0.084± 0.001 48.5± 0.6 - - -
a Calculated from Equation 2.40 with a maximum field of 15 T or 17 T for sample C.
b Calculated from Equation 2.44 with a maximum field of 15 T or 17 T for sample C and Γ from fits to the

data.
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total size of the shift is approximately three times smaller than for Faraday geometry.

Vertical Bohr radii must be .10 nm (calculated using Equation 2.40 with a field of

B = 12 T, lower than the maximum laboratory field to account for the difficulty

in seeing a transition near the extrema of the data), demonstrating strong vertical

confinement that increases with decreasing stack height (spacer-layer thickness).

The diamagnetic shift coefficient Γ = e2a2
B/8µ shows a slightly sub-linear depen-

dence on the square of the stack height, as shown in the inset of Figure 4.9. If the

reduced mass remained constant and the Bohr radius in the growth direction was

determined solely by the stack height, this dependence would be linear. Therefore,

either the reduced mass must be increasing with increasing stack height, or the ver-

tical extent of the exciton wave function saturates at its intrinsic (unconfined) size

as the stack height increases past a certain point. We have already seen that the lat-

eral reduced mass decreases with increasing stack height and it seems unlikely that

the vertical reduced mass would instead be increasing, making the latter postulate

more plausible.
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Figure 4.10: Voigt-geometry PL linewidth dependence on the magnetic field. Strong vertical
confinement means the magnetic field has marginal effect in squeezing exciton wave functions.
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Further evidence of this strong vertical confinement can be seen by observing the

dependence of the PL linewidth on the magnetic field in Voigt geometry, as shown in

Figure 4.10. The conventional argument is that PL linewidths should monotonically

increase with increasing field [175]: As the magnetic field strength is increased, the

exciton wave function is squeezed and it sees less and less of the sample, leading to a

reduced disorder averaging (i.e., averaging over the local fluctuations in QW width)

and an inhomogeneous broadening of the linewidth. Only sample C, with the largest

stack height, shows such a trend, whilst the linewidths for the other two samples are

largely unaffected by the magnetic field. The strong vertical confinement seen in the

Voigt-geometery magneto-PL means that it is this, rather than the magnetic field,

that determines the vertical extent of the exciton wave function, at least for the two

samples (A and B) with the smallest stack height. Increasing the field just has an

effect in squeezing the exciton wave function for sample C, which has the largest

stack height. This further proves that it is the stack height that is providing the

strong vertical confinement, rather than localisation in the In-rich agglomerations.

Faraday-geometry PL linewidths show a much more interesting shape (Fig-

ure 4.11): For all SML samples, up to a field of around 6 T, a clear decrease in

linewidth is seen, after which the previously explained monotonic increase returns.

This can be explained by the introduction of a second disorder length scale χ2 [171].

The first correlation length χ1 relates to the monolayer fluctuations in the QW

width, and is much smaller than aB. The second correlation length χ2 represents

fluctuations in the size of the highly non-uniform In-rich agglomerations and thus is

around the size of aB. At low fields, the exciton wave function is much larger than

the In-rich agglomerations and it is therefore these larger-scale fluctuations that

dominate the linewidth broadening. Gradually, as the field is increased, the exciton

is squeezed until it reaches a point when the inhomogeneity in In-rich agglomerations

no longer dominate (i.e., when the size of the exciton wave function is similar to or

smaller than the size of the In-rich agglomerations) and thus the local QW–width

fluctuations govern the extent of linewidth broadening. This gives further weight to

argument that excitons are confined only within the lateral InGaAs QW, with wave

functions extending laterally across several In-rich agglomerations, as represented

schematically in Figure 4.12. If excitons were instead confined within the In-rich
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Figure 4.11: Faraday-geometry PL linewidth dependence on the magnetic field. Two disorder
length scales result in the initial reduction in linewidth with field, followed by the subsequent
monotonic increase.

agglomerations (were 0D), then their wave function would not see the larger scale

fluctuations described by χ2. This is supported by the QW linewidth (green trian-

gles in Figure 4.11), which shows only the monotonic increase due to there being no

larger disorder length scale χ2 and only the smaller well-width fluctuations.

χ1
χ2z

x, y

QW QD

exciton

B = 0

B >> 0

∼ 15 nm

Figure 4.12: A schematic representation of the two disorder length scales, χ1 and χ2, present in
the SML samples. Ellipses illustrate exciton sizes at B = 0 (solid line) and B >> 0 (dashed line).
Applying a magnetic field squeezes the exciton so it only sees the smaller χ1, which is most likely
due to monolayer fluctuations in the QW thickness.

The zero-field PL linewidths for the individual samples in Faraday and Voigt
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geometry are different, whereas one would expect them to be the same. A likely

explanation for this is systematic errors in the measurement setup: In Faraday

geometry, the excitation light is shone straight from the optical fibre onto the sample,

whilst in Voigt geometry, it is first reflected by 90◦ by a mirror. In this latter

geometry, the light hits many different areas of the sample, systematically increasing

the linewidth.

The conclusion from the data presented thus far is that excitons are unequivocally

2D: Zero-field linewidths are QW–like and depend on stack height, lateral Bohr

radii extend over several In-rich agglomerations, vertical confinement is strong and

governed by the stack height and linewidth dependencies on magnetic field show

evidence for two disorder length scales, and, again, strong vertical confinement.

4.2.3 Evidence for a Zero-Dimensional System

In contrast to low-temperature measurements, a number of excited-state peaks can

be resolved at high temperature, as demonstrated by the PL spectrum in Fig-

ure 4.13(b), taken at 17 T and 400 K for sample C in Faraday geometry. The field

dependence of three of the most prominant of these peaks (the main PL peak and

two excited-state peaks) is plotted in Figure 4.13(a), with the PL peak energies

determined by a multiple-Lorentzian fit of the spectra. The fitted Lorentzian peaks

are shown by red solid lines in Figure 4.13(b), their sum by the blue solid line, and

the data are represented by the thicker black line. In apparent contradiction to our

conclusion that the SML systems are 2D, the data can be fitted with a FD spectrum

(Equation 2.35), indicative of a 0D system. This yields an exciton effective mass of

(0.051± 0.001)m0 and a confinement energy ~ω0 of ∼9 meV.

All three SML samples show similar behaviour at high temperature. Data from

sample C was chosen to be presented here as excited-state peaks were somewhat

easier to resolve, compared to the other two samples. It is particularly interesting

that excited-state peaks are present at high temperatures; of course, higher tem-

peratures mean that carriers can be excited to higher energy states, but if these

peaks are from the In-rich QDs, then clearly the extra thermal energy isn’t enough

to remove carriers from the dots. At 400 K, kBT ≈ 34 meV, and thus the depth of

the potential well confining carriers must be greater than this. We will return to
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Figure 4.13: (a) 400-K magneto-PL for sample C in Faraday geometry. The solid lines are fits
to a FD spectrum with Landau-level index n and orbital angular momentum l. The (red) dotted
lines show the best attempt at a Landau-level fit. (b) 400-K 17-T spectrum corresponding to the
17-T data points in (a). The data are represented by the thick black line, the individual Lorentzian
fitting peaks by the thin red lines, and the sum of the fitting peaks by the blue line.

this discussion later, armed with additional data.

4.2.4 Comparison with the Quantum Well

The next logical step is to compare the magnetic-field dependence of excited states

in the QW with that of the SML samples. However, whilst the SML samples show

little dependence on laser power, the line shape and width of the QW PL spectra are

greatly affected. Excited-state peaks become prominent as the power is increased,

and at high temperatures this leads to a broad, unresolvable PL spectrum, as demon-

strated by the 15-T 300-K spectra shown in Figure 4.14 (Faraday geometry). It is

clear that optical pumping is having a greater effect in the QW than in the SML

samples, which is attributed to a shorter carrier lifetime in the SML samples.

To verify this, room-temperature TRPL measurements were performed on all

four samples. Figure 4.15 shows the decay data for the QW and sample A at

their respective PL peak energies (986 nm and 1029 nm), highlighting an order-of-

magnitude difference in the intensity-weighted average carrier lifetimes τ . For sample

A, the lifetime is τSML = 4.5 ns, whilst for the QW, it is τQW = 43 ns. Even shorter

lifetimes of <1 ns have been demonstrated at low temperature for SML samples in

literature [153]. Similarly-fast decay times were seen for the other SML samples.
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Figure 4.14: 15-T 300-K PL spectra of the QW sample in Faraday geometry with excitation
laser powers of 400, 40 and 0.4 mW.

The SML time-resolved data show a slightly convex shape, as highlighted in the

inset to Figure 4.15 (which shows the same data as the main graph but focussing

on this convexity). The rate of decay is therefore time dependent and this indicates

that a second recombination process must be occurring. For SML systems, various

plausible decay paths exist for excitons photogenerated in the GaAs barrier: Cap-

ture in the QW and direct recombination there; capture in the QW, relaxation to

and recombination from QD states, or; direct capture in and recombination from

QD states. Which of these dominates and which leads to the convexity cannot be

determined from the SML data obtained, but nonetheless, we have highlighted the

complex dynamics of carrier distribution after the initial optical pumping.

Because of this power-dependence of the QW sample, we compare the excited

states in the SML samples at 300 K to the excited states of the QW sample at 2 K,

or to put it another way; since we cannot observe optically populated excited states

in the SML samples at low temperatures, we have to thermally populate them

by using high temperatures. In contrast to the SML samples, the QW excited-

state field dependence could not be fitted by a FD spectrum. Instead, PL peak

energies follow a Landau-level fit (Section 2.8.1), yielding an exciton reduced mass
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Figure 4.15: Room-temperature TRPL measured at the main PL peak wavelength of 1029 nm for
sample A (black), and 986 nm for the QW (green). The intensity-weighted average carrier lifetimes
τ are indicated by the arrows. The inset shows the same data as the main graph for sample A,
but enlarged so its convexity is clearer.

of (0.061 ± 0.001)m0. Figure 4.16 shows the 2-K excited-state field dependence of

the QW sample with a Landau-level fit (solid black lines) and the best attempt at

a FD fit (dashed red lines). This reinforces the notion that SML samples aren’t

simply an InGaAs QW, as initial measurements led us to believe, but at least at

high temperatures, 0D states play a role in PL emission.

PL data were taken at a range of temperatures and this enables us to analyse

the temperature dependence of the PL peak energies, comparing it to the empirical

Varshni model introduced in Section 2.2.4. At high powers, all four samples show

a good Varshni temperature dependence, so-much-so that the SML samples have

been used to calibrate the thermometer in the laboratory. Figure 4.17 shows the

high-power temperature dependence of the PL peak energy, with the expected range

for InxGa1−xAs shown by the grey shaded area (the upper bound being for InAs,

with α = 0.276 meV K−1 and β = 93 K, and the lower bound being GaAs, with

α = 0.541 meV K−1 and β = 204 K) [62]. The three SML samples and the QW

fall within this, more toward the values expected for pure GaAs, as one would
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Figure 4.16: 2-K field-dependence of the main and excited-state PL peaks for the QW, in Faraday
geometry. Solid (black) lines show a Landau-level fit, whilst the dotted (red) lines are the best
attempt at a FD fit.

expect considering the smaller fraction of InAs deposited compared to GaAs. Values

obtained from Varshni fits to the data, which for the SML samples all lie within the

expected bounds when taking uncertainties into account, are presented in Table 4.3.

Values for the uncertainties are given by the fitting procedure and it is important to

point out that the shape of the fitted line is relatively insensitive to the β parameter,

providing large uncertainties. We see no trend in the Varshni parameters, though

given the large uncertainties, it would be difficult to justify the validity of any trend

that was seen. Interestingly, the QW Varshni parameters are larger than expected

for GaAs.

At lower laser powers, an S-shaped dependence develops between 0 and 50 K, as

highlighted by the enlarged plot of the temperature-dependence data for the QW

and sample A, presented in Figure 4.18. This is commonly attributed to poten-

tial fluctuations in the InGaAs QW [176–178], and owing to its appearance in the

QW data, it is unlikely to be due to the In-rich agglomerations. The S-shaped

curve is slightly more pronounced for the QW, though this effect is small compared
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Figure 4.17: Temperature dependence of the PL peak energy for all four samples at high power
(700 mW). Grey shaded area represents the expected range for InxGa1−xAs.

to SML samples with Sb incorporated, which show a strong localising effect than

conventional SML systems [166]. This again demonstrates that the low-temperature

excitonic properties of the SML samples are largely unaffected by the In-rich agglom-

erations. Indeed, the more pronounced S-shaped curve in the QW indicates that

compositional fluctuations have a greater effect in the QW than the SML samples.

Table 4.3: Varshni parameters obtained
from the fitting of data in Figure 4.17.

Sample α (meV K−1) β (K)

A 0.49± 0.01 190± 10

B 0.54± 0.03 230± 31

C 0.52± 0.04 214± 39

QW 0.59± 0.04 261± 19
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Figure 4.18: Temperature dependence of the PL peak energies for the QW and sample A, focussed
on 0 to 50 K to show an S-shaped dependence at lower powers.

4.2.5 Heterodimensionality

To summarise our findings so far: Zero-field PL line shapes and widths demonstrated

unequivocally QW–like emission, whilst magneto-PL supported this by showing

large lateral Bohr radii extending over several In-rich agglomerations, and verti-

cal Bohr radii governed by the stack height (QW thickness). Linewidth dependence

on magnetic field in Faraday geometry demonstrated the presence of two disor-

der length scales, with excitons seeing both (QW–thickness fluctuations and In-rich

agglomerations). In Voigt gemoetry, a lack of field dependence of linewidth sup-

ported strong vertical confinement. Temperature-dependence data demonstrated

an S-shaped curve similar to the QW, again demonstrating their 2D nature. In

contrast, at elevated temperatures, 0D states become visible.

We resolve this paradox by proposing that stacked layers of SML InAs in GaAs

form a heterodimensional system: Heavy holes are confined in the In-rich agglomer-

ations (QDs) and are thus 0D, whilst electrons are too light to be confined in these

relatively shallow potentials, and instead extend over several of them, seeing only

the lateral InGaAs QW (i.e., are 2D). The electrons, as the lighter and much more
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extended charge carrier, define the low-temperature optical properties of the exci-

ton and it is thus that we observe such strong 2D characteristics. It is only at high

temperatures that excited hole states can become occupied, allowing observation of

their 0D nature.

(b) type-II(a) heterodimensional

QW QDGaAs
barrier

Figure 4.19: Example band structure of (a) a heterodimensional system, and (b) a type-II
system.

This allows us to speculate more about the short nature of the TRPL carrier

lifetimes. Localisation in compositional fluctuations in InGaN/GaN QWs is believed

to inhibit the non-radiative recombination of carriers from defect states (believed

to be the reason behind bright LEDs fabricated from this material system), and it

makes sense that the In-rich agglomerations in the SML samples could similarly be

preventing the capture of holes into defect states, thereby ensuring decay times are

as fast as possible.

An example band structure of this system of 0D holes in 2D electrons is illustrated

in Figure 4.19(a), and a schematic representation of the extent of electron and hole

wave functions is shown in Figure 4.20. It is important to point out the discreet

difference between a heterodimensional system and a type-II system: In type-II

systems (Figure 4.19(b)), either electrons or holes are prevented from occupying QD

states due to a potential barrier, whilst in heterodimensional systems, a potential

well exists for both carriers, but is only deep enough to confine the heavier holes.

Modified Fock–Darwin

The FD fit presented in Section 4.2.3 is a single-particle model, in which the exciton

has assumed the role of the single particle, and thus the electron and hole effective

masses are encompassed within the exciton reduced mass. We now have a value
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Figure 4.20: Schematic representation of the extent of electron (white) and hole (grey) wave
functions in a heterodimensional system. Electrons see only the lateral InGaAs QW and extend
over several In-rich QDs, whilst the heavier holes are confined within the QDs.

for the hole confinement energy, ~ωh
0 ≈ 9 meV, and as the electron is unconfined,

its confinement energy is zero (~ωe
0 = 0). These can be used in the modified FD

introduced in Section 2.8.4 and demonstrated in Reference 65, in which the exciton

confinement energy is simply a sum of the electron and hole confinement energies,

~ω0 = ~(ωe
0 + ωh

0 ). In doing so, we are assuming that electron and hole wave

functions are identical on the same atomic shell; this is of course not the case in a

heterodimensional system, where the unconfined nature of electrons will mean their

wave functions are different to those of the confined holes. However, we are only

using this description to verify that our data can be fitted by a FD spectrum in which

heterodimensionality exists, rather than in an attempt to obtain any meaningful

parameters. Indeed, due to a large number of fitting parameters for this modified

description, any parameters obtained have large errors—or conversely, a large range

of fitting parameters will fit the same data. As such, this simplified technique is

justified.

Using Equation 2.36, the fit in Figure 4.21 was obtained, yielding effective masses

of m∗e = 0.052m0 and m∗h = 0.49m0. These lie in between the InAs and GaAs

effective masses of 0.026m0 to 0.067m0 for electrons, and 0.41m0 to 0.51m0 for

holes [62]. Though the uncertainty on these values is large (and not stated as

they are difficult to quantify), it is reassuring that InGaAs–like effective masses and

heterodimensional confinement energies fit the data well.

4.2.6 Modelling

To give further weight to the argument that SML systems are heterodimensional,

two sets of calculations were performed: One-band effective-mass and eight-band
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Figure 4.21: Same data as Figure 4.13, but this time fitted with a modified FD (see Section 2.8.4),
giving effective masses of m∗

e = 0.052m0 and m∗
h = 0.49m0.

k · p calculations, the former undertaken at Lancaster University and the latter at

Technische Universität Berlin.

One-Band Schrödinger Calculations

COMSOL was used to calculate electron and hole energy levels in a model QW–

QD heterostructure, using the method outlined in Section 3.5.3. The Schrödinger

equation was solved in 2D for each band separately and the results combined using a

conduction-band:valence-band offset of 60:40. A schematic of the modelled system

is shown in Figure 4.22: A circular InxGa1−xAs QD with a diameter of 5 nm is

embedded in a 13-nm-high InyGa1−yAs QW of infinite lateral width, all encased

in a 300-nm-thick GaAs matrix. Parameters are from Reference 62. Though this

model is a very simplified representation of an actual SML system, it is justified due

to the fact that the same physics is observed in all three samples, despite different

spacer-layer thickness and thus differences in QD and QW In composition. Sample

morphology is highly non-uniform in any case, making an accurately-representative
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model covering an average SML system difficult to achieve. Strain is omitted because

the strain profile is likely to be markedly different in a real SML system to a single

dot in a well.

300 nm

13 nm

5 nm

∞ GaAs QW QD

Figure 4.22: Schematic representation of the QW–QD heterostructure modelled, consisting of a
5-nm-diameter InxGa1−xAs QD in a 13-nm-high InyGa1−yAs QW.

As an initial step, a representative calculation was performed, based on x = 0.5

and y = 0.15, the resulting band structure for which is shown in Figure 4.23. As

expected, the electron ground state is in the QW, whilst the hole’s is in the QD.

QW QDGaAs
barrier

0.268 eV
0.404 eV

0.282 eV

0.075 eV
0.178 eV

0.270 eV

growth direction

Figure 4.23: Calculated ground-state energy levels for an electron and hole in the system shown
in Figure 4.22, with an In content of x = 0.5 for the QD and y = 0.15 for the QW. The resulting
confinement is heterodimensional.

To explore this further, x and y were then varied over a large parameter space of

In composition, representative of the likely maximum and minimum in QD and QW

In content. The minimum In content of the QD was taken to be x = 0.2, representing

the maximal segregation of In through the SML stack for sample C (with biggest

spacers and thus smallest average In content), with the maximum, x = 1, occurring

if no In segregation occurs and all the In remains in the QD. The latter of these cases
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corresponds to the minimum In content of the QW, y = 0, whilst the maximal In

content in the QW occurs for the maximal segregation of In for sample A, and thus

y = 1/3 ≈ 0.33. These extrema cases are of course improbable, as demonstrated by

XSTM [19, 20] and transmission electron microscopy [154] images.

Figure 4.24 shows a confinement “phase” diagram for differing In content. Three

phases are present, one in which both electron and hole are confined in the QD

(yellow), one in which the electron and hole see only the QW (blue), and the het-

erodimensional phase, where the hole is confined in the QD whilst the electron sees

only the QW (green). Very strong clustering of In is required for both electrons and

holes to be 2D, which for our modelled system implies x must be at least 2.2y+0.33.

For both carriers to be 0D, the distribution of In must be very uniform, and x must

be less than 1.1y + 0.06.
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Figure 4.24: Phase diagram of electron e and hole h confinement for the system shown in
Figure 4.22, with varying In content. The shaded regions are defined by the calculation, whilst
the solid lines are guides to the eye indicating the approximate positions of the phase boundaries,
corresponding to x = 2.2y + 0.33 and x = 1.1y + 0.06.

The heterodimensional phase undoubtedly occupies the most probable parameter

space and thus heterodimensionality is almost inevitable in this system, explaining
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the similar behaviour of all three SML samples.

Eight-band k · p Calculations

Eight-band k ·p calculations with a self-consistent Hartree approach were performed

at Technische Universität Berlin, to model a periodic 2D array of 5-nm-diameter QDs

in a 14-nm-high In0.25Ga0.75As QW. The Coulomb interaction between electrons and

holes, as well as lateral coupling between dots, are taken into account, as is strain

and piezoelectricity. The In content of each dot varies by a cos2 function in the two

orthogonal directions in the plane of the sample, superposed by a broad Gaussian

distribution over all of the dots. This variation in In content is chosen to mimic the

non-uniform morphology of the dots, whilst ensuring the exciton is centred on the

middle dot. The peak In content in the centre of the middle dot is chosen to be 0.5

and 0.75, and a reference QW with no dots is also modelled.

Figure 4.25: Colour contour plots of the electron and hole wave functions in a 14-nm
In0.25Ga0.75As QW with (a) no QDs, (b) an array of QDs with In content x ≤ 0.5 and (c)
an array of QDs with x ≤ 0.75. The QD In content is defined by a cos2 function for each dot,
superposed by a Gaussian distribution spanning the entire array and centred on the middle dot.
The left-hand panel shows this morphology, and the right two panels show the electron and hole
wave functions.

Figure 4.25 shows the morphology of the model in the left panel, and the results

from these calculations as colour contour plots of the electron and hole wave func-

tions in the right two panels. For lower In content, the electron is delocalised over

several dots, and increasing the In content increases the localisation. The hole is

consistently more localised and less affected by lateral coupling. Coloumb attrac-

tion has an effect in localising electrons, but this isn’t sufficient to eliminate the

heterodimensional behaviour that these results demonstrate. The holes, which are
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already localised, are affected less by the Coulomb interaction.

It is important to note that both sets of calculations only characterise the ground

states of the charge carriers, and are thus strictly valid only at 0 K. Higher tem-

peratures allow excited states to be occupied and carriers to be excited out of QD

states and into QW states. This alters the heterodimensional phase of Figure 4.24

slightly: The blue region, in which electrons and holes are both 2D, will be enlarged

as holes are given extra thermal energy to escape the QDs. The yellow region, in

which electrons and holes are both 0D, will shrink as electrons are pushed out of

QDs and into the QW. The green region will shift according to the enlargement

or shrinking of the other two regions. However, the size of this effect is small and

the heterodimensional phase still occupies the most probable parameter space. At

400 K, the thermal energy kBT ≈ 34 meV, which is relatively small compared to the

confining potentials of >100 meV illustrated in Figure 4.23 (though any quantifica-

tion from these simplified measurements is of course for the simplified dot-in-a-well

model, not a real SML system, and as such should be treated with caution). Indeed,

it is only heating to 400 K that enables the experimental observation of 0D excited

states.

4.2.7 Discussion

The experimental and theoretical results presented in the preceding sections have

demonstrated, unequivocally, that SML systems with spacer-layer thickness similar

to those found in SML devices, are heterodimensional. Now, it is important to

discuss the implications of this to our understanding of said devices.

We postulate that heterodimensionality is at least partly the reason why high-

speed VCSELs have already been show to operate at up to 20 Gb s−1 at 85 ◦C [160,

162], using a device structure very similar to that studied here (10-fold 0.5 ML InAs

/ 2.3 ML GaAs). As discussed in Section 4.1.3, the trapping of carriers in states

not contributing to lasing, such as wetting layer states, is a key problem preventing

the high-speed operation of conventional SK QD lasers. SML systems resolve this

problem in two ways: Firstly, there are no wetting layer states for carriers to become

trapped in, and secondly, the 2D electrons couple to several In-rich agglomerations
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simultaneously, availing them to agglomerations that are lasing.

Holes are still confined in QD–like states and thus the advantages of a reduced

density of states can still be exploited, such as a high material gain due to a reduc-

tion in the number of states that need to be filled to achieve a given gain. At the

same time, the relatively shallow confining potential of the agglomerations means

that excess holes cannot build up in agglomerations that are not lasing, where they

can recombine via non-radiative mechanisms. High temperature stability is another

key advantage of QD lasers and it is encouraging that these 0D properties are robust

up to 400 K; indeed, it was only these higher temperatures that enabled the occu-

pation of excited hole states. This confinement of holes up to higher temperatures

limits intrinsic losses, implying a decreased dependence of the threshold current on

temperature.

Short carrier lifetimes, as demonstrated by TRPL measurements, validate this

postulation of efficient carrier injection, with an approximately order-of-magnitude

faster lifetime than the QW. The extended nature of photo-generated electrons

means they are quickly available to recombine with holes. Efficient carrier injec-

tion is crucial for VCSELs with high modulation bandwidths, and thus fast data

transfer for datacoms applications.

As discussed in Section 4.1.3, various systems have been fabricated in an attempt

to solve the carrier injection problem, such as the lateral coupling of QD states to

enhance carrier distribution [134, 135], or the introduction of a QW injection layer

close to SK QDs to allow the rapid tunnelling of electrons into lasing QD states

[132]. Whilst these systems have been successful in, for example, increasing bit

rates, they involve somewhat complicated growth procedures. On the other hand,

SML systems are easy to fabricate, a key advantage when their production moves

from research-based to commercial applications.

An inherently higher dot density is a fundamental advantage of SML systems,

and whilst SK QDs can be fabricated with dot densities approaching that of the

∼1012 cm−2 seen for SML systems, this again requires somewhat more complex fab-

rication techniques. A high density of dots means that the 2D electrons are available

to a large number of lasing states, increasing the material gain. The fact that these

dots are not uniform seems to have little negative effect on optical properties and
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device performance, since, at least at low temperatures, the extended electrons de-

fine the optical properties of the system. Even at high temperatures, PL emission

is intense, relatively narrow and without magneto-PL measurements could well be

believed to be entirely 2D.

It is not just lasers for which this uncovering of the underlying charge-carrier

confinement in SML systems is of relevance. InGaN/GaN QWs demonstrate strong

carrier localisation due to compositional fluctuations [179] and this phenomena is

believed to be the reason behind the bright emission of GaN-based LEDs (which

are ubiquitous in modern LED lighting), inhibiting the non-radiative recombination

of carriers from defect states. Furthermore, the onset of “efficiency droop”—the

reduction in efficiency of GaN-based LEDs at the high drive currents needed for

typical lighting—coincides with the saturation of these localised states [180]. The

concept of heterodimensionality and its consequences on carrier distribution could

help explain, and possibly solve, this problem.
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Chapter 5

Photoelectrolysis

This chapter focusses on the development of and results from a theoretical model

of a semiconductor electrode for use in a photoelectrolytic system. The use of

nanostructures at the SEI is proposed as a method of limiting the flattening of

bands under illumination, thus increasing the maximum photovoltage that can be

generated.

A review of current and historic research literature is presented in Section 5.1,

before a brief motivation behind our work in Section 5.2 and an outline of the model

scheme in Section 5.3. Finally, results from this model are summarised in Section 5.4.

5.1 Literature Review

This section documents some of the most relevant literature relating to the use

of photoelectrolysis for the renewable production of hydrogen. In Section 5.1.1,

historical photoelectrolysis work is discussed, before more specifc PEC designs and

limitations are introduced in Sections 5.1.2, 5.1.3 and 5.1.4.

5.1.1 Historical Perspective

The first demonstration of oxygen evolution driven by sunlight was reported by

Boddy [181] in 1968, using an n-TiO2 single-crystal electrode, and early the following

decade Fujishima and Honda [182] proposed such a system could be used in a PEC

to split water. Their paper has to-date received a staggering 12,000+ citations,

just missing out on a spot in the top-100 list of most-cited papers [11]. A rush of
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research activity ensued in the following decade, with various groups investigating

different n- and p-type materials. n-TiO2 was the most extensively studied, in

various different forms, from oxide films to TiO2 powder sprayed on a Ti sheet (e.g.,

Reference 183, see Reference 184 for more examples). In 1976, Dutoit et al. [185]

reported on a detailed study of the frequency dispersion of n-TiO2, enabling them

to construct Mott-Schottky plots (C−2 vs. V ) and as such obtain values for the

flat-band potential, which at a pH of 7 lay around −0.3 V vs. SHE. These studies

all required an external bias to shift bands to sufficient positions for water splitting

to occur, and taking into account this extra energy from the power source, values

for solar-to-hydrogen (STH) conversion efficiency (defined as ν = (1.23 V)(Jop)/Pin,

where Jop is the rate of hydrogen production converted to a current density, and Pin

is the incident solar irradiance [186]) of around 0.6 % were reported [184, 187].

The first semiconductor to electrolyse water without an external bias was n-

SrTiO3 [188, 189], with a flat-band potential of −1.2 V vs. SHE [190]. Various other

n-type perovskites (e.g., KTaO3 and K(TaNb)O3) and titanates (e.g., FeTiO3), as

well as other oxides such as Fe2O3, were researched extensively with differing success

[184]. The main limiting problems were instability, inadequate band gaps, or flat-

band potentials much more positive than the hydrogen-production potential, thus

requiring large biases.

P-type semiconductors were found to be much less successful, with p-GaP be-

ing reported as the only stable semiconductor that could photoelectrolyse with a

reasonable external bias [191]. Other p-type materials such as GaAs, AlGaAs and

InP were found either to be unstable or required too large a bias [184]. High STH

efficiencies, of 11 to 13 %, were achieved with p-InP, which absorbs into the near-

infrared (∼920 nm) [192]. However, In-based electrodes are unlikely to be viable in

a commercial setting due to abundance and cost considerations [193].

These results of the preceding decade were summarised by a number of review

papers at the end of the 1970s [184, 194]. The main conclusions were that, although

significant progress had been made in demonstrating the feasibility of hydrogen

production by photoelectrolysis, economic viability was still a long way off: Those

semiconductors that had demonstrated a sufficiently negative flat-band potential

to be able to split water without an external bias, had large band gaps and were
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thus inefficient at absorbing sunlight. For example, whilst TiO2 has sufficient band

positions, its valence band edge energy is so low compared to the oxygen-production

potential that around 1.5 eV of the incident photon’s energy is wasted [195]. The

concept of a “hydrogen economy” was first mooted in literature around this time,

with various authors postulating that the depletion of fossil fuels would lead to an

increasing reliance on hydrogen [184].

The difficultly in surmounting the research challenges posed, along with a col-

lapse in the price of crude oil at the end of the 1980s, lead to a significant decrease

of interest in photoelectrolysis in the proceeding decades [22]. It wasn’t until the

early 2000s that photoelectrolysis came into favour once more, in part motivated by

substantial increases in funding for renewable technologies [195, 196]. The ensuing

research saw a vast broadening in its scope, with the creation of a large array of ex-

tensions to standard PECs, of which a few of the most common and relevant will be

discussed next. Numerous detailed reviews have been published, many of which are

referenced here: For example, Ager et al. [186] present a comprehensive summary of

experimental data from literature, with a particular focus on STH efficiencies and

electrode stabilities.

5.1.2 Tandem (Multi-Junction) Cells

Few semiconductor materials have band edges that straddle both the oxygen- and

hydrogen-production potentials, and those that do usually have band gaps so large

that they absorb only a small fraction of the solar spectrum. One approach to

address this problem is to use an n-type anode and a p-type cathode, illuminating

both simultaneously. When the two electrodes are ohmically connected, their Fermi

levels align and thus the conduction and valence band edges of the p-type material

are higher than those of the n-type material, as illustrated in Figure 5.1 for a simple

p–n tandem PEC. In such a cell, the band alignments of the individual electrodes

only have to align with their respective half-reaction potentials for water splitting to

occur: The conduction band edge of the p-type material must be higher in energy

(at a lower potential) than the hydrogen-production potential, and the valence band

edge of the n-type material lower than the oxygen-production potential. Thus, our

semiconductor material needn’t have such a large band gap [184, 186, 197].
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Figure 5.1: A simplified p–n tandem PEC, in which an n-type anode and p-type cathode are
jointly responsible for providing the photovoltage to split water. The n-type valence band edge
Ev,n and p-type conduction band edge Ec,p must straddle the oxygen- and hydrogen-production
potentials, respectively.

This first demonstration of such a p–n PEC, using n-TiO2 and p-GaP electrodes,

was achieved by Yoneyama et al. [198]. The following year, Nozik [199] demonstrated

the same material system could split water without needing an external bias, at the

same time achieving a higher STH efficiency than a single electrode (though it was

still low, <1 %). Various other material systems were explored, such as n-GaP/p-

GaP and p-CdTe/n-TiO2, with similarly low STH efficiencies and the ever-present

plague of unstable electrodes [186].

Another approach to the tandem cell system is the use of a photovoltaic solar

cell coupled to an electrolyser, the solar cell providing the photovoltage required to

split water. In its simplest, most detached form, this could be a commercial solar

cell coupled to a commercial electrolyser. More complex and integrated architec-

tures, developed at the turn of the millennium, have demonstrated the highest STH

efficiencies to-date: Over 16 % was achieved at the U.S. National Renewable Energy

Laboratory by Khaselev and Turner [200] and Khaselev et al. [201] using a multi-

junction n/p-GaInP/GaAs structure, illustrated in Figure 5.2. The current record

STH efficiency, of 18.3 %, was achieved in 2000 by Licht et al. [202], using a complex

AlGaAs/Si architecture. In the same paper, they theoretically calculate maximum

STH efficiencies of 30 % using InP/GaInAs as the photovoltaic material.
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Figure 5.2: Simplified representation of a multi-junction n/p-GaInP/GaAs tandem PEC. (a)
shows the layered structure, which can be thought of as a multi-junction photovoltaic solar cell
ohmically connected to an anode and cathode such that the photovoltage drives the water-splitting
reaction. (b) Band structure of the same cell architecture. Sunlight shines on the larger–band-gap
GaInP; photons with an energy greater than the band gap of GaInP, Eγ,1 > Eg,GaInP, are absorbed
in the GaInP layers, whilst those with less energy than the band gap of GaInP pass through and
(if their energy is greater than the band gap of GaAs) are absorbed in the GaAs layers. The p–n
junctions in the two materials split up carriers and a photo-generated current ensues, leading to a
separate photovoltage for each material, Vph,1 and Vph,2.

In recent years, there have been significant efforts to create fully integrated de-

vices (with complete contact between all components and therefore without any

wiring), and in 2011, Reece et al. [203] reported an STH efficiency of 2.5 % for such

a device based on a three-junction amorphous-Si cell. As conceptually attractive as

full integration may seem, it must be remembered that this brings the need for the

immediate separation of the explosive mixtures of oxygen and hydrogen that are

formed, consuming additional energy and therefore reducing the overall efficiency.

Whilst photovoltaic–electrolyser systems based on III-V and II-VI materials

clearly rule the roost in terms of STH efficiencies, one should bear in mind other con-

siderations: Such complex systems require complex, and often costly, semiconductor
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deposition and processing. Furthermore, these systems utilise rare and expensive

metals; they hardly meet the criteria of sustainability, which is a central aim of pho-

toelectrolysis research. To this end, there has been much recent research focussing

on Earth-abundant materials. In 2014, an STH efficiency of >12 % was achieved

by the use of two perovskite solar cell in series, coupled to catalysts formed from

Earth-abundant NiFe [204].

5.1.3 Nanostructured Electrodes and Nanoparticles

The research of thin-film electrodes has been prevalent since the 1980s, when a num-

ber of groups proposed their use to limit recombination losses [21]. The idea was

to make an electrode thin enough so photo-generated carriers are readily available

at the SEI, reducing the probability of recombination occurring. This developed

into other forms of nanostructured electrode materials, such as mesoporous films

[205] (made up of arrays of nanoscale crystals), nanorods and nanowires [195]. Such

electrodes also enable the exploitation of quantum size effects (i.e., band-gap tun-

ing), meaning more of the solar spectrum can be absorbed by the use of different

sized nanostructures in the same device [75]. Success has been sporadic, but some

notable improvements upon flat single-crystal electrodes have been reported. For

example, mesoporous TiO2 has been shown to have an incident-photon-to-current

conversion efficiency of 600 times that of a standard TiO2 electrode, attributed to

better light harvesting and the improved photo-generation and collection of carriers

[206]. Overall STH efficiencies remain modest, for example, 10.4 % for nanocrys-

talline TiO2 films [207]. In 2011, Wang et al. [208] showed that water splitting

is possible using GaN nanowires grown by molecular beam epitaxy, and more re-

cently, in 2014, Wang et al. [209] demonstrated a tandem silicon/hematite core/shell

nanowire array decorated with gold nanoparticles could split water without an ex-

ternal bias, achieving an STH efficiency of 6 %. They postulate the nanowire array

provides enhanced light absorption, rapid carrier collection and transport, along

with the capturing of a large part of the solar spectrum, due to the presence of the

narrower–band-gap silicon.

Of note when considering nanostructures is that, depending on their size, the

creation of a complete space-charge region may not be possible [74]. Indeed, the
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voltage drop across the nanostructure may be negligible and thus there is no sig-

nificant electric field to separate carriers. Transport to the electrolyte interface—if

the nanoparticle isn’t small enough so that carrier wave functions already occupy

the entire nanoparticle—will therefore be via diffusion (rather than drift) [195] and

the photoresponse will be determined by the rate of electron and hole transfer to

the electrolyte [75]: If electrons transfer faster than holes, the interface will act

like a p-type SEI, and vice-versa if holes transfer faster than holes. The surprising

consequence of this is that the same nanocrystalline film can exhibit n- or p-type

behaviour, depending on the electrolyte used [210].

Suspended nanoparticles have also seen significant interest in literature, and

water splitting by the use of a “powdered” semiconductor material was first demon-

strated at the end of the 1980s, using TiO2 as the semiconductor [211, 212]. Nanopar-

ticle PECs consist of a semiconductor powder (often an oxide) of nanoparticles, to

which oxygen- and/or hydrogen-evolution catalysts can be fused (usually noble met-

als). The purpose of these catalysts is to lower the overpotentials required for oxygen

and hydrogen evolution to occur, as well providing at interface to enhance charge

carrier separation [205]. Each particle can be thought of as a separate PEC at

which oxygen and hydrogen evolution occurs. A simplified schematic band diagram

is shown in Figure 5.3. Nanoparticle PECs are attractive due to their simplicity

and lack of complex (and costly) electrode design. Furthermore, illumination does

not have to be directional, as is the case for planar electrodes. However, as oxygen

and hydrogen evolution occurs simultaneously, a method for the rapid separation of

this explosive mixture must be included within any cell design, reducing the overall

efficiency. This can be addressed in a number of ways, as discussed in Reference 12

(such a discussion is beyond the scope of this thesis).

The size of the nanoparticles can have a large impact on their water-splitting

ability [12]. Larger, micron-sized particles are often seen as desirable: The larger

they are, the more likely that they are able to support a full space-charge region,

resulting in more efficient charge-carrier separation. Furthermore, larger particles

scatter incident photons more effectively, thus increasing the amount of light passing

through the particles.

Today, STH efficiencies from nanoparticle PECs are still a long way off that of
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Figure 5.3: A simplified schematic band diagram of a small nanoparticle, from which photo-
generated carriers transfer to the electrolyte via catalysts. Nanometre-sized particles, such as
in this diagram, are too small to support a space-charge region, and transport is via diffusion
(or simply because the carrier wave functions already occupy the entire particle). Micron-sized
particles may encompass a space-charge region and charge transport is instead via drift. Adapted
from Reference 12.

their bulk counterparts [12]. To the author’s best knowledge, the current record

stands at 5 %, achieved in 2014 by Liao et al. [213] using CoO in pure water, though

the system was only stable for a few hours. In 2015, Liu et al. [214] achieved a

high quantum yield—defined as the number of water molecules decomposed (split),

divided by the number of photons absorbed—of 16 %, with a lower STH efficiency

of ∼2 %, by the use of carbon nanodots embedded in C3N4. Also of note is that

these two examples split water without the use of catalysts, which are often fabri-

cated from rare-Earth metals. Apart from these two examples, all other literature

report STH efficiencies of <1 %, and quantum yields of <7 %. In other words,

photoelectrochemical water-splitting by the use of suspended nanoparticles has not

yet proven itself as efficient, stable, or cost-effective. A comprehensive review of

literature relating to nanoparticle PECs can be found in Reference 12.

5.1.4 Electrode Stability

Perhaps the second most fundamental problem facing photoelectrolysis research,

after appropriate band alignment, is electrode lifetime. Typically, device lifetimes

reported in literature are less than one day, and those devices with longer lifetimes

are usually photovoltaic–electrolyser systems rather than integrated PECs [186].

Recently, the passivation of electrodes as a solution to instability has seen much

attention. The standard approach is the deposition of ultra-thin, optically trans-
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parent and conductive metal or metal-oxide films on the electrode surface [215],

which if chosen correctly will provide a lower-energy route for charge transfer to the

electrolyte, protecting the electrode. Furthermore, passivation may have the added

bonus of removing surface states, which can trap carriers and worsen carrier transfer

efficiency. Therefore, a carefully selected passivation layer may not only protect the

electrode, but increase the overall efficiency of the device as well. A recent review

of electrode surface passivation can be found in Reference 216.

It is clear that, despite significant effort over the past four decades, fundamental

problems still impede the progress of photoelectrolysis research toward commercial

applications. Demonstrations of high efficiencies come from complex and costly PEC

designs (e.g., multi-junction cells) or are based on expensive rare-Earth materials,

whilst cost-effective devices rarely demonstrate efficient water-splitting capability

(e.g., nanoparticles). All the while, electrode stability remains an ever-present prob-

lem. For research to progress, innovation in both materials development and device

design is clearly needed.

5.2 Innovation Using Nanostructures

The limiting factor in a PEC’s ability to generate hydrogen is the flat-band potential,

which (for an n-type semiconductor electrode) must be higher in energy than the

hydrogen-production potential. It represents the semiconductor Fermi level when

illumination, and the subsequent flow of photo-generated carriers, has had the ef-

fect of completely flattening the bands. We propose the novel use of semiconductor

nanostructures at the SEI to limit this band flattening and thus increase the maxi-

mum photovoltage that can be generated.

Type-II systems, such as GaSb/GaAs QDs, confine one carrier (e.g., holes),

whilst the other is free to roam in the bulk material. Consider the placement of

such nanostructures at the SEI: Upon illumination, excitons are generated near

the surface of the semiconductor and soon split up by the built-in electric field.

For an n-type semiconductor, electrons flow to the counter electrode, whilst holes

travel towards the nanostructures at the SEI. If these nanostructures offer a suitable

137



confining potential, holes may become trapped. This excess of positive charges at

the SEI counters the effect that the flow of carriers has in flattening the bands, thus

increasing the maximum photovoltage that the PEC can generate and increasing

the likelihood that the semiconductor (and therefore, counter-electrode) Fermi level

will be pushed above the hydrogen-production potential. Of course, it is unlikely

that this localisation of holes will completely stop their transfer to the electrolyte,

but a certain transfer of holes is needed for oxygen production to occur at the SEI

and thus for the two gas-evolution half reactions to proceed as a complete chemical

reaction. An ideal schematic of the band structure of such a system is illustrated in

Figure 5.4.

Ev

Ec

H2/H+

1.23 eV

H2O/O2

−eVph

EF

semiconductor electrolyte metal

(a) dark (b) light

semiconductor electrolyte metal

Figure 5.4: Ideal band structure of a PEC utilising nanostructures (e.g., QDs) at the SEI to limit
the flattening of the bands due to photo-generated current.

The aim of the work presented here is to find a suitable material system, that

meets the water-splitting requirements presented in Section 2.10.5, aided by the use

of nanostructures at the SEI. To do so, a modelling scheme is developed, encompass-

ing theoretical calculations from nextnano to calculate the band alignment, carrier

distribution and energy levels in a semiconductor electrode.

5.3 Modelling Setup

Details behind the mathematical calculations, which were performed using nextnano,

are outlined in Section 3.5.4. What remains here is to describe the structural setup

and modelling methodology used to simulate a semiconductor electrode.
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Figure 5.5: A simple two-dimensional (2D) semiconductor electrode model with a QD included
at the SEI.

Figure 5.5 shows a simple 2D semiconductor electrode. The bulk substrate mate-

rial is back-contacted with an ohmic contact (that in a real PEC would be connected

to the counter electrode). On the surface of the bulk material is a 10-nm-diameter,

5-nm-high QD, and the SEI is in turn contacted by a Schottky junction. This Schot-

tky junction mimics the band bending at the SEI. The self-consistent solving of the

drift–diffusion, Schrödinger and Poisson equations gives us information about the

energy levels and current distribution. The inclusion of strain in the calculation

requires that the model must be 2D (or higher) rather than 1D. The dimensions of

the bulk semiconductor electrode material are likely to be much larger in practice

(i.e., in the order of mm), however the 100 nm chosen is sufficiently large that results

are the same as if it were that large.

The Schottky junction requires, as an input, the Schottky barrier height, which is

calculated using the method outlined in Section 2.10.4, using values from literature.

The key question when modelling nanostructures at the SEI is whether the Schottky

barrier height should be calculated for the substrate or the nanostructure(s). In the

case of SK QDs on the surface, the majority of contact with the electrolyte will be

with the bulk semiconductor (in the spaces between the dots) and this will lead to the

formation of a space-charge region in the bulk material that would be expected for a

standard bulk-SEI. The QDs are likely to be too small to support a full space-charge

region, but this should not affect the ability of the bulk semiconductor’s space-charge

region to split up photo-generated carriers (which are likely to be generated in the

bulk semiconductor); that is, it is the bulk Schottky barrier height that determines

the carrier-splitting capability of the electrode, and will thus be used in calculations.
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This approach has been employed before in literature, for example, in the case of a

thin film of colloidal QDs at a Schottky junction [217].

The calculations performed in this thesis are intended as a proof of concept rather

than an all-encompassing first-principles physical calculation, which we believe is un-

necessary at least until the desired material system has been tested experimentally

and proven to produce desirable results. At that later stage, a more rigorous calcu-

lation to model the constructed system could provide invaluable feedback, or indeed

vice versa, the experimental data could help refine a complete theoretical model.

Extensions to the current model could include optical absorption (e.g., the Beer–

Lambert Law), carrier transfer at the electrodes (e.g., the Butler–Volmer equation)

and mass transport in the electrolyte [218].

5.4 Results

The aforementioned model was used with a wide variety of material systems to test

their suitability for photoelectrolysis. An introductory model of band bending in

bulk InGaN, chosen as the substrate, is implemented and discussed in Section 5.4.1,

before various type-II systems are modelled in Section 5.4.2. In Section 5.4.3, the

best of these type-II systems are explored further, before band bending at the SEI

for a QD system is elucidated in Section 5.4.4. Finally, the findings from these

results are discussed in Section 5.4.5.

5.4.1 Bulk Semiconductor Electrodes

A good start for the selection of a suitable semiconductor electrode material system

utilising QDs at the SEI, is to ascertain what bulk material has suitably positioned

band edges to be able to split water. Recently, InxGa1−xN has shown great promise

in literature, in part due to a tunable band gap (achieved by varying the In content

x), high carrier mobilities and a good chemical stability [15, 208, 219, 220]. As will

be seen later, the band alignment of InGaN means fabricating a type-II system is

easily achievable. Thus, it seems InGaN is a sensible material with which to start. In

a similar vein, a type-II system is easier to achieve using an n-InGaN, and therefore

that is what will be studied here.
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InGaN typically forms a wurtzite lattice structure, however, under certain con-

ditions and when grown on a zinc-blende substrate, it can take a zinc-blende form.

The materials of the two differing lattice structures of InGaN are similar but dis-

creetly different (e.g., the electron effective mass is 0.20m0 for wurtzite and 0.15m0

for zinc-blende [13]). Unfortunately, this distinction isn’t always made in literature,

and fewer reliable material parameters exist for zinc-blende InGaN, due to its rela-

tive rarity. Therefore, it seems reasonable to assume that any parameters for which

the crystal structure isn’t explicitly stated are for wurtzite InGaN.

GaN

It soon becomes apparent, upon researching input parameters for the model, that

there is sparse agreement in literature on a number of these parameters. For ex-

ample, experimentally- and theoretically-determined values for the electron affinity

of GaN range from 2.6 to 4.1 eV [6, 221], flat-band potentials at a pH of 0 from

−0.65 to −0.38 V vs. SHE, and the dependence of Vfb on pH from 45 to 71 mV per

pH unit. This leads to a large variance in the height of the Schottky barrier, as

shown in Figure 5.6 for a pH of 7, which also includes an error of ±0.2 V for the

electrode–vacuum potential conversions (Section 2.9.1). For smaller electron affini-

ties, the Schottky barrier becomes negative, which seems unlikely given that water

splitting has been experimentally demonstrated using GaN [222, 223]. Indeed, a

value of φB ≈ 0.8 eV has been reported for various alkaline solutions [224].

We can work back from this literature value for the Schottky barrier (using

0.77 eV in potassium chloride, pH ≈ 11) to obtain a value for the electron affinity.

The flat-band potentials at this pH demonstrate less variance (due to their depen-

dence on pH also varying), all falling at around −1.1± 0.1 V vs. SHE, where the

error value is obtained from the standard deviation in literature values. The electron

affinity is calculated to be χ = 4.0± 0.2 eV. The dotted lines in Figure 5.6 illustrate

this when χ = 4.0± 0.2 eV is used to compute the band structure at a pH of 7,

resulting in a Schottky barrier height of φB = 0.5± 0.3 eV.

Of course, it is difficult to state any conclusion with certainty from these plots.

Instead, they serve to highlight the challenges in accurately modelling band bending

in photoelectrolytic systems. It is somewhat reassuring that calculated values almost
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Figure 5.6: Simulated band structure of a wurtzite n-GaN semiconductor electrode in water (pH
= 7) with a dopant (Si) concentration of 1× 1018 cm−2. For φB = −0.1± 0.5 eV (deduced from
χ = 3.4± 0.5 eV and Vfb = 3.5± 0.2 V vs. vacuum), the conduction band edge is shown as a green
solid line, the (heavy hole) valence band edge as a blue solid line and the Fermi energy as a dashed
black line. The uncertainties in the band edge values are shaded in grey. For φB = 0.5± 0.3 eV
(obtained from literature), an electron affinity of χ = 4.0± 0.2 eV is obtained and the subsequent
conduction and valence band edges are shown as dotted lines (uncertainties are omitted for clarity).
Other parameters were taken from Reference 13 or the nextnano database [14]. Band edges are
positioned relative to the vacuum by the electron affinity, and it is this that gives rise to the ±0.5 eV
uncertainty in the energy axis. The hydrogen- and oxygen-production potentials are positioned
using Equations 2.50 and 2.52, such that Ered = 4.0± 0.2 V vs. vacuum and Eox = −5.2± 0.2 V
vs. vacuum. The error arises from their conversion to values relative to the vacuum from values
relative to the standard hydrogen electrode (SHE).

compare when uncertainties are taken into account (e.g., φB = 0.5± 0.3 eV taken

from the literature value of the Schottky barrier and flat-band potential, and φB =

−0.1± 0.5 eV) as calculated from literature values for the electron affinity and flat-

band potential). We speculate that, as water splitting has been demonstrated using

GaN as an electrode [222, 223], the electron affinity lies more toward the higher of

the literature values, but not large enough to push the conduction band edge to a

lower energy than the hydrogen-production potential; a value of a little less than

4 eV seems reasonable.
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InGaN

Values for the electron affinity of InN suffer from similar uncertainties, ranging from

5.1 to 5.8 eV [221, 225]. We shall assume a value of 5.5± 0.3 eV, based on the

average and corresponding standard deviation in these values. The electron affinity

for InGaN can thus be interpolated, using a bowing parameter of 1.4 eV [13] for the

band gap of InGaN, in the knowledge that the band gap bowing has been shown

to be purely due to the bowing of the conduction band edge [221]. There are fewer

literature values of the flat-band potential of InGaN with varying In content, though

it is well established that it increases in potential with increasing In incorporation

[15, 226]. Beach [15] observed the flat-band potential at an In content of x = 0,

0.045, 0.085 and 0.140. At a pH of 7, the difference between Vfb when x = 0 and

when x = 0.140 was 0.2 V, corresponding to a shift of ∼0.14 V per 10% In content

increase.
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Figure 5.7: Conduction and (heavy hole) valence band edges at the SEI, Ec,SEI and Ev,SEI, for
varying In content. Values for Vfb were taken from Reference 15 and φB was calculated using
these and a non-linear interpolation of χ from 3.4± 0.5 eV for GaN, to 5.5± 0.3 eV for InN, with
a bowing parameter of 1.4 eV [13].

For illustrative purposes, a plot of the calculated SEI conduction and valence

band edges at these four In content values, alongside the hydrogen- and oxygen-
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production potentials, is shown in Figure 5.7. As expected, the valence band edge

at the SEI is consistently lower in energy than the oxygen-production potential Eox.

The conduction band edge at the SEI is always higher than the hydrogen-production

potential Ered, though not within the uncertainty limits. Beach [15] discovered that,

at a pH of 7, only the samples with x = 0 and x = 0.045 had an SEI conduction

band edge clearly above Ered, whilst for the sample with x = 0.085, it was almost

at the same value, and for the sample with x = 0.140, it lay below Ered. As before,

the uncertainties are too large to come to any definite conclusion, though it is clear

that hydrogen evolution is only likely for InxGa1−xN with a low In content. The

following investigation will therefore focus on the use of InxGa1−xN with x < 0.3 as

the bulk material for the semiconductor electrode.

5.4.2 Type-II Quantum Dot Materials

The next step is to select a material for the QDs at the SEI that has band edges

aligned such that a hole-confining type-II system is formed. Fortunately, the ex-

ceptionally low valence band edge and relatively low conduction band edge of GaN

means that a type-II system is easily achievable. Twenty of the most common semi-

conductor materials were investigated as a material for the QD, grown on top of

bulk n-GaN. The band structure was computed by eight-band k · p calculations

in nextnano, and the resulting values for EF − εh,0 are shown for each system in

Figure 5.8(a), where εh,0 is the lowest heavy hole energy state in the QD. Immedi-

ately noticeable was that, of these twenty material systems, only two exhibit type-I

behaviour (AlN and CdTe, highlighted by hollow bars), whilst a further two have a

type-II broken-gap band alignment, indicated by a negative EF− εh,0, and a further

few (e.g., GaAs and InAs) are a borderline case between normal type-II and type-II

broken-gap. A few material systems, such as CdSe, unexpectedly formed a type-II

system, despite literature values for band edges implying a type-I system [227]. The

explanation for this is that strain from the lattice mismatch between GaN and, for

example, CdSe, has the effect of pushing up the QD conduction band edge so that

it exceeds the bulk conduction band edge. In contrast to the previous section, no

contacts were applied and hence the Schottky barrier at the SEI isn’t taken into

account.
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Figure 5.8: Eight-band k·p calculations with strain, for a QD fabricated from different materials,
grown on n-GaN. Italics indicate that the ZnO/n-GaN system is wurtzite (growth along the l axis),
whilst the others are zinc-blende. The data are from a one-dimensional (1D) slice through the centre
of the dot, along the growth direction. (a) EF − εh,0 for each of the different materials, of which
three clearly meet the water-splitting requirement that EF − εh,0 > 1.8 eV. Two of the materials
(shown by hollow bars) result in a type-I system, whilst the rest are type-II (with broken-gap
alignment highlighted by a negative EF − εh,0). (b) Band alignment of the three systems that
meet the water-splitting requirement, showing the conduction band edge Ec and the (heavy hole)
valence band edge Ev (solid lines), along with the first of the confined hole states εh,0 (dashed
lines).

Section 2.10.5 tells us that the band gap of the semiconductor electrode must

be greater than 1.8 eV for water splitting to occur. This requirement is driven

by the need for the electron-donating and electron-accepting states to straddle the

hydrogen- and oxygen-production potentials, and in a hole-confining type-II sys-

tem, it is the counter-electrode (and hence, upon equilibration, bulk-semiconductor)

Fermi level EF that is the electron-donating state, and the lowest of the confined

hole states εh,0 that is the electron-accepting state. Thus, the requirement should

be modified such that it is EF− εh,0 that must be greater than 1.8 eV, not the band

gap.1 As such, it is this value that is presented in Figure 5.8(a), with the dashed line

representing the threshold for this condition to be met. The band alignments of the

three materials that satisfy it—BeSe, ZnS and ZnO—are shown in Figure 5.8(b),

along with the first of the confined hole states (indicated by the dashed lines).

Of course, the requirement that EF − εh,0 > 1.8 eV serves to exclude certain

1Depending on which text one reads, the original condition that Eg > 1.8 eV may or may not
take into account the energy loss of α = Ec−EF when electrons transfer from the conduction band
edge in the semiconductor to the Fermi level in the counter electrode. The use of EF in the new
condition (EF − εh,0 > 1.8 eV), as opposed to Ec, is inconsequential as α is likely to be negligible
for a heavily-doped n-type semiconductor. As such, one suspects that a system with EF − εh,0 of
slightly less than 1.8 eV will still achieve water splitting.
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materials, rather than state definitively that a system will split water; for that, the

absolute positions of EF and εh,0 relative to the hydrogen- and oxygen-production

potentials must be taken into account. In a similar vein, it is important to remember

that Figure 5.8 shows the results for an isolated system, without a Schottky barrier

formed at the SEI, and not under illumination. This approach is taken initially

to gather what systems are likely to be able to split water (based on a substrate

that we know can split water) before we consider the effect of band bending at

the SEI. Given the large uncertainties in calculating the Schottky barrier height

(Section 5.4.1), this simplified approach is justified.

5.4.3 BeSe, ZnO and ZnS

The three most promising materials from the calculations this far have been BeSe,

ZnS and ZnO, and so we will now look at their band alignment on InxGa1−xN with

varying x. Figure 5.9 shows the conduction and valence band edges for x = 0

(i.e., GaN) and x = 0.3, relative to the vacuum, along with the corresponding

wave function probability amplitudes for the heavy hole ground state. The ±0.6 eV

uncertainty in the position of the band edges and energy levels, due to uncertainties

in literature values for χ (used to convert energies to be relative to the vacuum),

are not shown to keep the figure easy to read. Likewise for the ±0.2 V uncertainty

in the position of Ered and Eox, due to electrode–vacuum conversions.

The wave function probability amplitudes verify that the hole is strongly localised

within the QD. In the case of ZnS, strain near the perimeter of the dot result in a

slightly deeper confining potential than directly in the centre, and thus the hole is

not central in the dot. In 3D, this corresponds to ring-shaped confinement of holes.

Increasing the In content shrinks the band gap of the bulk material, making

the energy difference EF − εh,0 smaller. The optimum system is the one with the

smallest band gap possible (to maximise solar absorption), whilst ensuring EF and

εh,0 still straddle the hydrogen- and oxygen-production potentials. These potentials

are highlighted on the diagram, though it must be remembered that we are still

simulating an isolated system, un-immersed in an electrolyte and without a Schottky

barrier. Therefore, the positions of EF and εh,0 are likely to be lower than when in a

PEC, presuming upwards band bending. Critically, this could push εh,0 above Eox,
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depending on the height of the Schottky barrier, which we saw in Section 5.4.1 to

have a great deal of uncertainty attached to it.
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Figure 5.9: Top: Conduction and (heavy hole) valence band alignment for (a) BeSe, (b) ZnO
and (c) ZnS QDs on InxGa1−xN, for x = 0 (thick solid lines, lighter colour) and x = 0.3 (thick
dashed lines, darker colour). The band edge data represent a 1D slice through the centre of the
dot. EF and εh,0 are also shown (thin dotted lines), with EF lying close to the bulk conduction
band edge, and εh,0 being completely confined in the QD. The thin (black) dashed lines represent
the hydrogen- and oxygen-production potentials, Ered and Eox. Uncertainties are omitted for
clarity. Bottom: Contour plot of the corresponding wave function probability amplitudes for the
heavy hole ground state |ψh,0|2, overlaid on the model structure. Black represents the highest
probability, through blue, green, yellow, then red, to white (transparent), which represents the
lowest probability. Thus, the hole is shown to be localised in the QD for all three material systems.

In a similar vein to Figure 5.8, we can compare EF−εh,0, this time for differing In

content in the InGaN substrate, to ascertain whether it exceeds the required 1.8 eV.

Band bending shifts both conduction and valence bands by an equal amount, and

thus this comparison is unaffected by the presence (or absence) of a Schottky barrier.

As can be seen in Figure 5.10, ZnO QDs meet this criterion for the largest In content

(x = 0.26), closely followed by BeSe (x = 0.2). Only for the smallest fraction of
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In in the bulk substrate (x < 0.06) does the system with ZnS QDs show promise

to be able to split water, and at these larger band gaps, absorption of the solar

spectrum is likely to be poor. Thus far, ZnO QDs have proven themselves as the

most desirable candidate.
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Figure 5.10: Dependence of EF − εh,0 on x for ZnO, BeSe and ZnS QDs on InxGa1−xN. The
solid lines represent linear fits to the data, corresponding to EF − εh,0 = −3.1x + 2.7 for ZnO,
EF − εh,0 = −2.8x + 2.4 for BeSe and EF − εh,0 = −2.8x + 2.0 for ZnS. The dashed line is the
water-splitting criterion that EF − εh,0 > 1.8 eV.

The absolute positions of EF and εh,0, relative to the vacuum, are shown in

Figures 5.11, 5.12 and 5.13, alongside the hydrogen- and oxygen-production poten-

tials Ered and Eox. Uncertainties, stemming from literature values for χ and the

electrode–vacuum conversion potential, are shown as error bars or the grey band for

Ered and Eox. As with Figure 5.9, the absence of band bending in the model means

that the energy levels are likely to be pushed slightly higher in a real PEC.

As has been seen previously, the use of ZnO QDs proves the most promising:

The confined hole state is consistently lower than for BeSe and ZnS, and ignoring

uncertainties, it stays below the oxygen-production potential until over x = 0.3.

Even with the oxygen-production requirement for an overpotential of 0.275 V (Sec-

tion 2.10.5), the confined hole state stays lower than the oxygen-production potential
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Figure 5.13: As Figure 5.11, but for a ZnS QD.

until x = 0.18. For all three materials, EF is higher than Ered, though not within

the uncertainties.

Previously, we speculated that the electron affinity of bulk GaN was higher than

the average from literature values (∼4 eV, rather than the average of 3.4 eV). If

this higher value was used instead of the average in Figures 5.11, 5.12 and 5.13, EF

would be lie extremely close to Ered. However, given only a small overpotential of

0.050 V is required for hydrogen production, the system could still plausibly split

water. Furthermore, that bulk n-GaN has been shown to successfully split water

in a PEC [209, 222, 223] highlights the likeliness that, at least for x = 0, EF is

sufficiently higher in energy than Ered. Of course, a higher electron affinity would

be beneficial for oxygen production, meaning the confined hole states were at lower

energies.

ZnO has thus far proven itself to be the best choice as our QD material, by

merit of the position of its confined hole states with respect to the bulk InGaN

Fermi level. It is also potentially advantageous that ZnO and InGaN both prefer

to form the crystal structure of wurtzite (whilst ZnS prefers zinc-blende), and that

they are both well established in terms of studies of their properties and growth (as
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opposed to BeSe, for which there is barely any literature).

5.4.4 Band Bending

The next logical step is to include band bending due to the SEI in our model (i.e.,

to insert our electrode into a electrolyte, so to speak). However, it was established

early on that uncertainties in the Schottky barrier height are large, and so any

results we obtain from its inclusion are borderline meaningless; we can create a

variety of different systems that both can and cannot split water within the given

uncertainties. Furthermore, the formation of band bending at a SEI with surface

QDs is undocumented in literature, and the exact form that the Schottky barrier will

take is not clear. Instead, we shall limit ourselves to a discussion of band bending

at the SEI and present a few illustrative results for an “ideal” material system.

In regions of the semiconductor surface where there are no QDs, it seems rea-

sonable to presume that the Schottky barrier formed will be equivalent to if the

electrode was a bulk semiconductor electrode. We saw in Section 5.1.3 that small

nanostructures are not large enough to form a space-charge region, and as such,

band bending is negligible. Surface QDs are likely to be small enough such that this

is the case, and therefore the Schottky barrier height will certainly not be that of

the QD material. The process of band bending is induced by the flow of carriers

from the electrode to the electrolyte, and in the case of an n-type electrode, it is

a flow of electrons that cause the bending (Section 2.10.2). The presence of QDs

creates a potential barrier for electrons, making it energetically favourable for them

to transfer to the electrolyte via the surface of the bulk semiconductor, rather than

by tunnelling through the barrier. Effectively, the QDs have no impact on the band

bending and the interface between a QD and the electrolyte is not a typical SEI;

that is, a Schottky barrier does not form as there is no flow of electrons from the

dot to the electrolyte.

Modelling this interface at the surface of the QD could take two conceivable

forms; either no contact at all is specified and a large potential barrier is placed in

the way (i.e., by the use of the dummy material “air” in nextnano), or a Schottky

contact could be used whose height is simply the combination of the bulk Schot-

tky barrier height and the QD potential barrier height as given from calculations
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without any contacts. The latter treats the QD as a perturbation to the bulk band

bending and can be used to illustrate an “ideal” band structure. The key word here

is illustrate, and in the following, parameter values are cherry-picked (within the

previously discussed uncertainties) to produce the most optimal band structure.

Starting with the desire for the Fermi level to be as close as possible to the

hydrogen-production potential, whilst ensuring an overpotential of 0.050 V, gives

us a value for the electron affinity of 3.9 eV. Choosing a higher x means a higher

flat-band potential and thus a smaller Schottky barrier, whilst choosing a smaller x

means less efficient absorption of the solar spectrum. For the case of x = 0, assuming

the flat-band potential given by literature of −0.9 V, we obtain a Schottky barrier

height of φB = 0.41 eV. On the other hand, if x = 0.15 (using a shift of ∼0.14 V per

10% In content increase [15] to give Vfb = −0.7 V), the Schottky barrier height is

only φB = 0.2 eV. ZnO has proven itself to be the most desirable QD material and

as such is chosen here. Figure 5.14 shows the resulting band structure, along with

the electron density, for both of these cases. The band bending has resulted in the

separation of carriers such that the electron density is negligible near the SEI, whilst

the hole is confined in the QD. The large Schottky barrier (x = 0) means a more

effective splitting up of carriers, but potentially to the detriment of pushing the hole

ground state too high, such that the requirement for a 0.275 V overpotential isn’t

met.

5.4.5 Discussion

The review into photoelectrolysis research presented in Section 5.1 concluded with

the remark that “for research to progress, innovation in both materials development

and device design is clearly needed”, and we believe that the use of nanostructures at

the SEI, in an attempt to increase the maximum photovoltage that can be achieved,

is an example of the kind of new research direction needed. The major conclusion

that can be drawn from this section is that ZnO QDs grown on n-InGaN appear as a

promising material system for use in a PEC, with suitably-positioned energy levels

that straddle the oxygen- and hydrogen-production potentials, at least for low In

content x. To the author’s best knowledge, this system has never been investigated

experimentally, and there is therefore a huge scope for experimental work to expand
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Figure 5.14: An illustration of the desired band structure and electron density, calculated by
choosing the optimal parameter values within the uncertainties previously discussed.

upon the results presented here.

The effectiveness of a ZnO/InGaN system in part depends on how much In can

be incorporated before EF is pushed to a lower energy than Ered, or εh,0 raises above

Eox. The band gap of wurtzite GaN is 3.51 eV [13], corresponding to 352 nm, a

wavelength too small to absorb the majority of solar radiation (see Figure 2.17).

For In0.15Ga0.85N, this decreases to 2.92 eV (425 nm), for In0.3Ga0.70N it is 2.40 eV

(517 nm) and for In0.5Ga0.50N it is as low as 1.80 eV (689 nm). The peak in solar

radiation is at a little over 500 nm, and thus it is highly desirable that an In content

of approaching (or better, exceeding) x = 0.3 achieves water splitting. Our results

demonstrate this may be possible, within uncertainties, for a ZnO/InGaN system,

but experimental verification is needed to provide a definitive answer.

Stability is, of course, another key factor in whether ZnO/InGaN will be suc-

cessful as a photoelectrode. III-nitrides, including InGaN, have a good reputation

for their photo-stability [15, 219, 220]. In general, p-type semiconductors are seen

to be more stable than n-type, due to a lower Fermi level and thus higher redox po-

tential when immersed in an electrolyte [228]. However, the type-II system required

for a p-type electrode would be an electron-confining one, which is much more dif-

ficult to achieve using InGaN as the bulk semiconductor. Furthermore, it should

be noted that “good stability” in literature usually refers to the measuring of the
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photocurrent density over a period of hours, or at most, days [186, 228], and thus

doesn’t necessarily mean the semiconductor in question is capable of uninterrupted

PEC operation for months or years, which is of course what is desirable (especially

if the electrode is to be fabricated from rare materials). Therefore, the use of other

techniques to improve stability, as discussed in Section 5.1.4, will be imperative in

any economically- and environmentally-viable PEC.

Following on from this, the abundance of the materials used to fabricate elec-

trodes must be taken into consideration. Both Ga and In are scarce elements and

thus the ideal photoelectrolysis system should avoid their use [193]. However, this

should not deter us from their use in research towards a proof-of-concept; if the sys-

tem we propose proves photoelectrolytically viable, then further research innovation

(e.g., the development of new materials and novel structures) will expand on our

work to make it economically viable. An example of this in action is the develop-

ment of copper zinc tin sulphide as an Earth-abundant and thus cheaper alternative

to CdTe and copper indium gallium sulphide [193]. Though used in smaller quan-

tities, Zn, nitrogen and oxygen are much more prevalent in the Earth’s crust and

atmosphere.

The final caveat to the potential of ZnO/InGaN is whether or not such a system

can be easily fabricated. InGaN itself is regarded as a challenging material to grow,

especially with a large In content [219, 229], but nonetheless, commercially-grown

InGaN substrates have been available for a number of years [230]. The fabrication

of ZnO QDs has been demonstrated numerous times in literature, using various

different methods, from simple thermal vapour transport [231] to much more com-

plex chemical techniques (e.g., Reference 232). Furthermore, the growth of 5-nm-

diameter ZnO QDs on GaN has been demonstrated by sintering, details of which

can be found in Reference 233.

Of course, surface QDs are but one example of a nanostructure that could achieve

the goal of confining holes near the surface of a semiconductor electrode. Thin films

have already been used in an attempt to limit recombination losses [21] and their use

to trap holes seems an attractive proposition. However, questions are then raised

about the process by which holes transfer to the electrolyte to partake in the oxygen-

production reactions; is the confining potential such that it would slow down the
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rate of transfer, to the detriment of the water-splitting process? It would also raise

questions about the formation of band bending; if electrons were not permitted to

be within the film, then equilibration of the semiconductor and redox Fermi levels

would necessitate the tunnelling of electrons through the thin film. How would this

effect the subsequent magnitude of the band bending?

Another potentially less problematic geometry would be the use QDs with a

thin capping layer, such that they are still near the surface of the semiconductor

and holes trapped within them can still help limit the photo-induced flattening of

the bands. However, holes being confined away from the surface may mean that

they are never able to reach the surface, thus limiting the ability of the electrode to

drive oxygen-production reactions.
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Figure 5.15: Conduction and valence band edges (solid lines) for (a) a buried ZnO QD with a
5-nm-thick capping layer between it and the SEI, and (b) a 5-nm ZnO film at the SEI. The thin
dashed lines represent the Fermi level (near the conduction band) and the heavy hole ground state
(in the nanostructure).

Both of these systems are type-II, with the hole being strongly localised in the

nanostructure, as demonstrated by the calculated band structure and energy levels

in Figure 5.15.

In summary, we believe that our work has provided a step forwards in photoelectrol-

ysis research, demonstrating the desirability of testing a ZnO/InGaN QD material
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system in an experimental PEC setup. Furthermore, data from any experimental

investigation could prove invaluable in the further development of the model created

herein.

156



Chapter 6

Conclusions

The experimental and theoretical study of semiconductor nanostructures for two

diverse applications has been detailed in this thesis: Firstly, charge-carrier confine-

ment in SML QD–QW heterostructures and the implication of this for the creation

of high-speed VCSELs for datacoms applications. Secondly, the novel use of nanos-

tructures at the SEI in a PEC to increase the maximum photovoltage that can be

generated by illumination.

6.1 Sub-Monolayer InAs in GaAs

The SML deposition of InAs with GaAs spacer layers of a few MLs results in the

formation of a lateral InGaAs QW with low In content, in which are embedded QD–

like In-rich agglomerations with a wide distribution of shapes and sizes. Charge-

carrier confinement in this QD–QW heterostructure was investigated by the use of

magneto-PL, TRPL and Schrödinger equation modelling.

Low-temperature zero-field PL measurements revealed narrow linewidths akin

to that of a QW, whilst in-field measurements demonstrated large lateral Bohr radii

that extend over several of the In-rich agglomerations, and vertical Bohr radii gov-

erned by the height of the SML stack. The linewidth dependence on the magnetic

field in Faraday geometry (B parallel to the growth direction) indicated the pres-

ence of two disorder length scales, one corresponding to the monolayer fluctuations

in QW width, and the other to the larger-scaler fluctuations in In composition due

to the In-rich agglomerations. If excitons were confined only to the In-rich agglom-
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erations, then the presence of the larger length scale would not be visible in PL

field dependences. Accordingly, the QW sample only showed an indication of the

smaller length scale. In Voigt gemoetry (B perpendicular to the growth direction),

linewidths were only weakly dependent, if at all, on the magnetic field, consistent

with vertical confinement in a QW. This far, the SML samples had demonstrated

themselves as being unequivocally 2D.

Conversely, high-temperature high-field PL allowed excited states to become re-

solved and such states could be fitted by a FD spectrum, demonstrating their 0D

nature. To explain this paradox, we postulated that SML systems were heterodi-

mensional and that the lighter electrons see only the lateral InGaAs QW, whilst

the heavier holes are confined within the In-rich agglomerations.

To verify this prediction, theoretical calculations of the confined electron and hole

states were performed. One-band effective-mass modelling allowed a phase diagram

of varying In composition in the QW and QD to be drawn, demonstrating a large

heterodimensional phase encompassing the most probable parameter space. Eight-

band k ·p measurements took into account strain, piezoelectricity and the Coulomb

interaction between electron and holes, showing that the electron was consistently

more extended than the hole.

This offers an explanation for the high-speed operation of SML VCSELs that

have already been demonstrated. Efficient carrier injection is explained by the ab-

sence of a wetting layer for carriers to become trapped in, as well as the 2D coupling

of electrons to several In-rich agglomerations, availing them quickly to states that

are lasing. At the same time, the relatively shallow confining potential of the In-rich

agglomerations means that excess holes cannot build up in states that aren’t lasing.

Short carrier lifetimes demonstrate the efficient injection of carriers, which is es-

sential for high–modulation-bandwidth lasers for datacoms use. SML systems have

the advantage of being relatively simple to fabricate, compared to other specially-

designed systems that achieve fast carrier injection (e.g., QW injection layer close

to SK QDs).
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6.1.1 Further Work

There is a broad scope for the expansion of research into SML systems, in part due

to the lack of attention that has been given to them compared to, for example, SK

QDs, and in part because the heterodimensionality we have uncovered here could

offer new insight into previously-unexplained results.

Starting with an immediate extension to our own work, the reader may have

noticed that Voigt-geometry measurements on the QW sample were not included;

the simple explanation for this is that none were carried out. Though we have

validated our theory of heterodimensionality without these results, it would still

be worthwhile to ensure that they meet our expectations. Studying our samples

in higher fields (e.g., pulsed fields, which can easily achieve 50 T) would be useful

to determine a value for the vertical Bohr radius and, as excited states tend to be

better resolved at higher fields, to add more data points to the FD plots.

Micro-PL, which is analogous to standard PL but with a smaller laser spot size,

is commonly used to observe the PL from individual QDs, and one might think

it would form a suitable extension. Reference 151 claim to have seen individual

SML–QD spectra for a 10-fold 0.5-ML-InAs/2.5-ML-GaAs stack using micro-PL at

low excitation power densities, with a laser spot size of 2 µm. However (assuming

this number is a diameter), a 2-µm-diameter circle would excite an approximately

3-µm2 area of the sample, which, given a lateral density for In-rich agglomerations of

∼1012 cm−2, corresponds to ∼104 QDs. Unless the density of In-rich agglomerations

in their SML system is distinctly different to those studied here, it is hard to believe

how individual QDs would be visible. Indeed, some brief micro-PL studies on the

samples studied here revealed no individual QD peaks.

As the size of the GaAs spacer layer increases, the SML depositions become

better defined and more like the nominal picture illustrated in Figure 4.5(a). Zero-

field PL measurements performed by Lenz et al. [20] revealed QW–like emission up

to 32 ML (the largest spacer-layer thickness studied). It would be interesting to

observe these samples in a magnetic field, to ascertain whether the few-ML-high

In-rich islands are sufficiently distinct to confine holes, and if not, when the onset

of heterodimensional behaviour occurs.

Whilst XSTM and transmission electron microscopy images have given a good
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indication of the nature of In composition in SML stacks, it would be invaluable to

compliment these with a full 3D atom-by-atom image. This could be achieved by

the use of atom probe tomography, which in recent years has demonstrated its use in

producing atomic-resolution 3D images of semiconductor nanostructures [234, 235].

The 3D atom probe is effectively a field ion microscope combined with a time-of-

flight mass spectrometer, in which a needle-shaped specimen is placed under a large

pulsed voltage, causing single ions to be released from the specimen’s apex and to

be accelerated towards a detector screen. Whilst the technique was traditionally

pioneered for high-conductivity materials (i.e., metals), the use of a pulsed laser

to provide additional thermal excitation has meant that, nowadays, semiconductor

nanostructure imaging is achievable. A drawback of atom probe tomography, com-

pared to XSTM, is that imaging length scales are typically tens of nm laterally and

hundreds of nm vertically, compared to the µm-size image sizes achievable by XSTM;

hence, it should be used to complement XSTM results, rather than to replace.

The simple dot-in-a-well models presented here are justified because we don’t

have detailed compositional information about SML systems, and integrating a more

complex structure into the models would mean enough assumptions and approxi-

mations as to make the results from them questionable. However, the use of atom

probe tomography could provide enough detail to render more sophisticated struc-

tural modelling viable; that is, using the same modelling methods as previous, but

with a modified sample structure. Another approach would be to use an atom-

istic approach to model the strain and subsequent distribution of In, coupled to a

continuum model (e.g., eight-band k · p) to compute the resulting electronic struc-

ture [236]. Atomistic calculations are frequently employed to model semiconductor

nanostructures, though usually only for single QDs (up to a few million atoms)

[237, 238], begging the question as to whether the modelling of a full SML stack

would be computationally achievable.

Thinking more broadly, SML systems could be modified or implemented along-

side other nanostructures to fulfil different purposes, as discussed in the context

of recent literature in Section 4.1.4. One particularly interesting modification is

the addition of an Sb flush during the growth process, with the aim of improv-

ing wavelength and confinement tunability [166]. The emission wavelength of pure
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InAs/GaAs SML systems is limited to above 1100 nm and alloying with Sb enables

this to be further redshifted. Quandt et al. [166] concluded that the addition of Sb

leads to an increase in carrier localisation, which viewed in the light of the heterodi-

mensionality uncovered herein, may not be a good thing for device applications; for

example, we contend that the 2D nature of electrons is essential for efficient carrier

injection in SML VCSELs. Clearly, magneto-PL measurements on such samples

would help determine the exact nature of electronic confinement, and whether or

not SML systems with an Sb flush are still heterodimensional.

SML InAs/GaAs might not be the only system to exhibit heterodimensionality

and the insight gained into carrier localisation here could also be applied to the study

of GaN-based LEDs. These LEDs, which are commonplace in modern solid state

lighting, offer bright emission despite high defect densities. It is thought that carrier

localisation due to compositional fluctuations prevents non-radiative recombination

from defect states, but the nature of the localisation is not well understood [180].

Interestingly, the theoretical modelling of InGaN/GaN QWs with random alloy dis-

order has predicted that holes are predominantly localised by alloy concentration

fluctuations, whereas electron localisation is weaker and arises from a combination

of the QW width and alloy concentration fluctuations [179]. This mixture of 0D and

2D states could be experimentally investigated using similar techniques to those em-

ployed in this thesis. In particular, magneto-electroluminescence could be used to

study the dependence of localisation on excitation current.

6.2 Photoelectrolysis

In this section, mathematical modelling has been employed to give an insight into

carrier confinement and band structure in nanostructured systems, for the potential

use in a PEC to generate renewable hydrogen. It was proposed that the presence of

a hole-confining nanostructure at the SEI, for an n-type electrode, would limit the

amount by which illumination flattens the bands, increasing the maximum photo-

voltage that can be generated.

A model has been developed that requires only the input of the flat-band po-

tential and a few other common material properties to simulate the band struc-
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ture, confined carrier energy levels, carrier densities and currents, by use of the

Schrödinger, Poisson and drift–diffusion equations. However, discrepancies between

a number of literature values—most notably that of the flat-band potential and elec-

tron affinity—means that uncertainties in the output from the model are large. The

results most affected by these uncertainties are those for systems with band bending

at the SEI, due to the need for both the flat-band potential and electron affinity as

inputs. As such, we were unable to state results modelling the SEI with any degree

of confidence.

However, the water-splitting capability of GaN was demonstrated by use of

the Schottky barrier height from literature. At a pH of 7, a barrier height of

φB = 0.5± 0.3 eV gives an electron affinity of χ = 4.0± 0.2 eV, resulting in a semi-

conductor Fermi level that is higher in energy than the hydrogen-production poten-

tial, and a valence band edge that is lower in energy than the oxygen-production

potential.

Calculations not including band bending were much more successful and conclu-

sive, requiring only the electron affinity as an input (and this was only to compare

computed energies to the oxygen- and hydrogen-production potentials). The band

edges of InxGa1−xN were computed for varying x, and were found to straddle to the

oxygen- and hydrogen-production potentials at low In content.

To explore the use of nanostructures at the SEI, surface QDs fabricated from

twenty different materials were modelled on n-GaN. For BeSe, ZnO and ZnS, the

critical quantity of EF− εh,0 (the Fermi level minus the confined hole ground state)

was found to be above the 1.8 eV required for water splitting to occur. By modelling

these three materials on InxGa1−xN, with varying x, we were able to determine that

ZnO was the most desirable, having EF− εh,0 greater than 1.8 eV for the highest In

content (x = 0.26). Furthermore, EF was found to be higher in energy than Ered

and εh,0 lower than Eox (excluding uncertainties) for up to x = 0.3, without band

bending.

Large uncertainties again plagued any attempt at the inclusion of a Schottky

barrier at the SEI; within uncertainties, ZnO/InGaN QDs can be shown to be able

and to not be able to split water. Nonetheless, it is reassuring that a system capable

of splitting water more than lies within said uncertainties. Ultimately, experimental
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work will prove whether this is the case or not, and could provide invaluable feedback

for the further development of our model.

6.2.1 Further Work

Our work on photoelectrolysis is only in its infancy, and there is much potential for

further research. The ultimate goal is the fabrication of a PEC utilising ZnO/InGaN

QDs, so that the flat-band potential and water-splitting capability can be observed.

The work in this thesis involved the construction of a semiconductor sample

holder for use in a PEC, but unfortunately, as of yet, no PEC measurements have

been carried out. The sample holder had to fulfil the requirements of holding a small

(∼cm) semiconductor sample in electrical contact with an external circuit (and thus

the counter electrode), in a water-tight design. To this end, the design illustrated

in Figure 6.1 was fabricated. A cylindrical polytetrafluoroethylene (PTFE) shell

has a hole through its core and a shallow square indent at one end, in which the

sample sits. A metallic spring is passed through the core of the PTFE shell, which

pushes a metal (e.g., brass) contact into the sample’s ohmic back contact. The

other end of the spring is contacted by a metal screw, which is screwed in place to

compress the spring. A PTFE cap is screwed onto the top of the cylinder, and this

cap has a circular aperture in it and a small lip underneath for a silicone o-ring to

sit. Screwing the cap in place pushes the o-ring onto the sample and thus makes

the setup water-tight. Light is shone onto the semiconductor through the circular

aperture in the cap.

There are a number of techniques one can use to measure the flat-band poten-

tial of a semiconductor electrode. One such technique is that of electrochemical

impedance spectroscopy (EIS), whereby the impedance of a system is measured over

a range of alternating-current frequencies. This can be achieved for a PEC by mod-

elling it as an equivalent circuit, consisting of a number of electrical components

that behave in a similar manner to the PEC in question. A so-called Randles Cell

(Figure 6.2), or a variation thereof, is commonly used for PEC measurements, which

typically takes the form of a resistor, representing charge transfer resistance, in par-

allel with a capacitor, that represents the double-layer capacitance at the SEI, all in

series with another resistor, representing the resistance of the solution. The Poisson
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metal contact

contact spring

PTFE shell

metal screw

Figure 6.1: A water-tight polytetrafluoroethylene (PTFE) sample holder design to be use in a
PEC, enabling light to be shone on a semiconductor electrode, which is electrically connected to
an external circuit.

equation (Equation 3.25) can be solved at the SEI to give the so-called Mott–Schottky

Equation:

1

C2
=

2

εε0A2eNd

(
V − Vfb −

kBT

e

)
, (6.1)

where C is the SEI capacitance, A is the SEI area exposed to the electrolyte and V

is the potential of the cell. C can be determined from the equivalent circuit used,

and a Mott–Schottky plot of 1/C2 vs. potential V can be constructed. As such, Vfb

can be determined from the intercept on the V axis (which is at Vfb− kBT
e

), and the

donor density Nd can be obtained from the slope (which is 2
εε0A2eNd

). More detailed

information on EIS can be found in References 239 and 240.

It is also desirable to quantify the stability of the semiconductor electrode, and

this is usually achieved by measuring the photocurrent density as a function of time,

when under constant illumination. A significant drop in photocurrent indicates that

the electrode has undergone unwanted oxidation or reduction reactions. Measuring

the amount of hydrogen and oxygen produced would be another good indicator of

electrode stability.

The PEC we have proposed here is, of course, simply a basis for further exper-

164



Rs

Rct

C

Figure 6.2: A simplified Randles Cell, with a resistor Rs representing the solution’s resistance,
another resistor Rct representing the charge transfer resistance and a capacitor C representing the
double-layer capacitance at the SEI.

imental and theoretical work that will optimise and ultimately commercialise an

economically- and environmentally-viable photoelectrolytic system. Indeed, some of

the extensions to conventional PECs that have been discussed in Section 5.1, such

as the use of novel multi-junction and nanostructured electrodes, will no doubt be

utilised in the process.

Thinking ahead, the successful fabrication of a functioning and efficient PEC

that splits water without an external bias would open the door to a whole host

of technological opportunities. Further optimisation and fabrication into practical

real-world devices could yield a variety of different implementations, from off-grid

hydrogen-generation stations to provide power to remote communities, to solar-

powered hydrogen vehicles. It is reassuring that the interest in using hydrogen as

an energy carrier is on the rise [241], and the development of photoelectrolysis into

a economically-viable technology will ensure that this hydrogen is as renewable as

can be.
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Appendix A

Temperature Dependence

Extra temperature dependence data for Sample C. Figure A.1 shows the evolution

of the PL spectra with varying temperature and Figure A.2 shows the linewidth for

varying temperature. All samples showed similar dependences.
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Figure A.1: Evolution of the PL spectra for Sample C with varying temperature.
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Figure A.2: PL linewidth of Sample C for varying temperature.
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[129] N.N. Ledentsov, J. Böhrer, D. Bimberg, S. V. Zaitsev, V. M. Ustinov, A. Yu.

Egorov, A. E. Zhukov, M. V. Maximov, P. S. Kop’ev, Zh. I. Alferov, A. O.
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