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Abstract 

Timely and accurate diagnosis of developmental disability reduces its detrimental effect on children. 

Most of the current scoring methods do not appropriately remove the effect of age on development 

scores. This frustrates both disability status classification and comparison of scores across different 

child populations because their age dependent development profiles are usually quite different. 

Hence, the key objective of this research is to develop robust statistical scoring methods that 

appropriately correct for age using a) item by item age estimation methods that provide the expected 

age of achieving specific developmental milestones and b) overall score norms independent of the age 

effect using all the responses of a child to give one score across the entire domain for each child. Using 

data from 1,446 healthy and normally developing children (standard group) from the 2007 Malawi 

Development Assessment Tool (MDAT) study, a review of classical methods including generalised 

linear models, simple sum, Z-score, Log Age Ratio and Item Response Theory scoring methods in this 

child development context using binary responses only was carried out. While evaluating the pros and 

cons of each method, extensions to the current scoring methods using more flexible and robust 

methods including smoothing to reduce score variability are suggested. The results show that; a) the 

suggested generalised additive model extensions used for age estimation were more suited to deal 

with skewed item pass rate response distributions, b) smoothing of Z-scores was especially beneficial 

when variability in certain age groups is high due to low sample sizes, c) the more complex methods 

accounting for item response correlation or increase in item difficulty resulted in reliable and 

generalizable normative scores d) the extended overall scoring approaches were able to effectively 

correct for age achieving correlation coefficients of less than +0.25 between age and scores. The 

suggested overall scoring extensions improved the accuracy of detecting delayed development both 

in the disabled and even in the harder to classify malnourished children achieving sensitivity values of 

up to 98% and 85% respectively. 
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Notation 

The following are the general notations that will be used to formally describe the statistical model 

formulations used in this thesis.  

Indices 

 𝑖 for children, so that 𝑖 ∈ 𝑈𝑖  where 𝑈𝑖  is the set of items administered to the 𝑖𝑡ℎ child. 

 𝑗 for items, so that 𝑈𝑖 = {1, … , 𝑗} where 𝑗 refers to  the number of administered items. 

 n is the data sample size, so that |𝑈𝑖| = 𝑛𝑖 is the number of items. 

Data 

𝑦𝑖𝑗 = {
1 𝑖𝑓 𝑐ℎ𝑖𝑙𝑑 𝑖 𝑝𝑎𝑠𝑠𝑒𝑠 𝑡ℎ𝑒 𝑗𝑡ℎ𝑖𝑡𝑒𝑚

0 𝑖𝑓 𝑐ℎ𝑖𝑙𝑑 𝑖 𝑓𝑎𝑖𝑙𝑠 𝑡ℎ𝑒  𝑗𝑡ℎ 𝑖𝑡𝑒𝑚
 

Such that; 

 𝑝, is the probability of passing an item and lies in the interval 0 < 𝑝 < 1.  

 𝑝𝑖  is the pass rate for passing the 𝑛 items for the 𝑖𝑡ℎ child with a specific age, obtained from  

𝑌𝑖 , 𝑖 = 1,2, … , 𝑛 i.e. the binary responses to all the items the 𝑖𝑡ℎ child responds to. 

  𝑝𝑗  is the pass rate of the 𝑗𝑡ℎ item obtained from  𝑌𝑗, 𝑖 = 1,2, … , 𝑛  i.e. the binary responses of 

all the n children to the 𝑗𝑡ℎ item. 

Predictors 

 𝑋 for item predictors (𝑋𝑖𝑗) or for predictors with fixed effects e.g. child age 

 𝜋(𝑋) is the probability of success i.e. the chance of getting an item correct. 

Effects 

 𝛽 for fixed effects of item predictors (𝛽𝑗) 

 𝜃 for random effects of child predictors (𝜃𝑖𝑗)  
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1. General Introduction 

1.1. Introduction 

The Convention on the Rights of the Child asserted the child’s right to adequate conditions for overall 

development (United Nations, 1989). Therefore, the merit of early and accurate diagnosis of  disability 

(or delayed development) is advantageous not only because a timely intervention means that there is 

a higher chance that one’s health outcome is significantly improved if any form of morbidity exists, 

but also because this strategy makes better use of limited resources.  

Various child health outcomes are used to assess or diagnose disability. A health outcome is a measure 

used to quantify and describe the effectiveness of a particular paediatric health care intervention. The 

implementation of internationally funded health intervention studies is critically dependent on viable 

tools to assess child development or enable early detection of any disability, and there is a dearth of 

such tools for use in children, particularly in Non-Western settings (Sabanathan, et al., 2015; Maulik 

& Darmstadt, 2007; Smit, et al., 2006). Further, crucial to developing suitable measurement tools and 

scoring methods for evaluating health interventions is the application of appropriate methodology 

and statistical techniques. This is both at the stages of the assessment tool creation and development 

as well as in the transformation of responses obtained from the tool to compute meaningful scores 

used to classify a child’s development or disability status. Such tools need to be appropriate for the 

age, developmental status and physical capabilities of the child. Further issues arise in the suitability 

of tools when the child has mental and/or physical difficulties. Further, aside from age, other factors 

positively or negatively impact a child's health progression and are hence often strongly associated 

with computed development scores. This makes both disability status classification and comparison 

of scores across different child populations difficult because their age dependent development 

profiles are usually quite different.  
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Assessing child development with regard to ability is by concept a daunting undertaking because given 

the different modes of measurement often via cross sectional, case control and longitudinal studies, 

the actual outcome cannot be measured directly unlike physical growth or biological markers. The 

development indicator or outcome is thus measured indirectly by assessing other related or surrogate 

indicators. As we will soon appreciate, this makes the assessment process complex, lengthy, often 

requiring both large investments in terms of resources as well as very specialised expertise.  

One methodological issue is where studies assessing developmental outcomes in resource-limited 

countries have tended to use Western assessment tools. Many are simply translated or adapted, with 

minimal validation before use. This approach is supposed to enable some comparison between 

groups. We make the point that this approach leads to misleading comparison conclusions as there is 

a lack of comparable outcome measures because these tools contain many items alien to children of 

a Non-Western culture. The Malawi Development Assessment Tool (MDAT) is a good example of how 

a western tool should be adapted and validated. Other tools have been created for children of a 

limited age range, have been based solely on urban children, or have excluded important domains of 

development such as language and social skills due to cultural differences. However, the MDAT 

(Gladstone, et al., 2008) research has highlighted how more culturally relevant items can and should 

be identified.  

This literature review chapter briefly highlights the key issues that frustrate quantification of the 

current child heath burden to motivate the importance of having robust statistical methods applied in 

the tool/test development process from tool design to norm creation under selected subheadings. 

This will be in the form asking pertinent questions that should be constantly kept in mind as they guide 

the broader motivations of this research, such as outlining what exactly the current health burden is 

in Section 1.1.1, defining what a standardised or norm reference test is in Section 1.1.2, highlighting 

the factors that influence child development in Section 1.1.3 and outlining the problems and 
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challenges of child development assessment research in Section 1.1.4. These questions offer context 

and help focus the objectives of this thesis are given in Sections 1.3.  

At the risk of being repetitive, the reader will constantly be reminded where this work aims to make 

its direct contribution specifically at the various stages of tool development where accurate 

assessment scores are required. To guarantee accurate assessment scores the implementation of 

robust statistical methods is utilised. This is an effort to differentiate our work and give the context 

needed to adequately set the stage for the root motivations for the specific research questions to be 

investigated and extended by this thesis while echoing the importance of accounting for cultural 

aspects. A detailed dissection of the tool development process will be outlined in Section 2.3 focusing 

on statistical methods and important issues that underpin age estimation and overall score quality. 

Having identified the research gap in the proposed research, the chapter will conclude by outlining 

the thesis contribution using proposed methods to deliver the specific research questions in Section 

1.3 with the overall thesis outline in Section 1.4. 

1.1.1. What is the current child health burden and why is its accurate 

quantification relevant? 

Monitoring child mortality or morbidity that indicates a country’s current child health burden is a 

subject of much interest to various stake holders such as the World Health Organisation (WHO,2011), 

the World Bank all over the world. Why? To us too, disability or development delay is a form of 

morbidity outcome and is an important component of chid development. Therefore, as is true with 

physical growth assessment (Feigelman, 2011), it is in only understanding and accurately quantifying 

the degree of this specific child health burden through paediatric health surveillance methods using 

mortality or morbidity  can a country be best placed to implement informed and successful 

interventions to reduce the same burden.  
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‘The state of the world’s children; Celebrating 20 years of the convention on the rights of the child’ 

(UNICEF, 2009) is an elaborate report that shows the general decline in child mortality everywhere 

that is a consequence of several reasons. One of the reasons that this report identifies to enhance 

tracking and monitoring child burden outcomes is the application of better tool development by using 

scientific translation or adaptation methodology. Thus more accurate assessment or diagnosis of 

delayed development are both required to simultaneously identify and focus timely interventions to 

the right children. As Grantham-McGregor, et al., 2007 state, this early diagnosis strategy has been 

shown to prevent or at least to a great extent reduce the detrimental effects of developmental delays 

on children. In accordance with this argument, this work makes its contribution by reviewing current 

assessment methodology at the point of age estimation of expected development milestones, scoring 

and norm creation to improve development or disability classification of children. 

1.1.2. What is a standardised or norm referenced score and how is it 

used to classify development ability? 

Literature (Cronback, 1970) often defines ‘standardisation’ as the process that encompasses the 

selection of tool items at the design stage, administration of the items or the actual solicitation of 

target outcomes from defined population, analysis of outcomes to computation of age-based norms. 

Tests used to assess child development are or should be norm referenced given their remit of 

diagnosing any development abnormality. In turn, norm-referenced tests are always standardised. 

Norm-referenced tests enable the comparison of a child’s performance to the performance of another 

typically normal group; normative group. A ‘norm’ is therefore a performance measure of a normative 

group on a test which is used to assess or classify the performance of a specific child. Age has been 

shown to be a strong predictor of all aspects of child development. Other characteristics often 

mentioned are gender, nutrition status, disease status and social economic class (Walker, et al., 2007). 
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It is therefore important that the normative group data be a representative sample of children with 

similar characteristics as those to be tested.  

Once the test items are administered to the representative normative group, the results are analysed 

to compute scores which are often expected to follow the normal distribution that is a bell-shaped 

curve having the range of scores or values on its horizontal x-axis and the corresponding percentage 

of number of children achieving a particular score on the vertical y-axis as shown in Figure 1.1 

(Cronback, 1970; Glaser, 1963). Firstly, the bell-shape serves as assurance that the normative group is 

indeed representative, i.e. there is a large concentration of children in the middle (median or mean 

score) and a lesser number of children as one moves away from the middle in either direction. This is 

in line with the expectation that a representative sample of normally developing children will have 

most of their scores centred around the mean score value, and progressively fewer children will have 

their scores deviate from the mean score value to the progressively lesser or greater extents on the x-

axis. The peak of the bell-shaped curve will coincide with the normal mean (average) or median (50th 

percentile) expected score performance on the test. As explained by Stigler, (1982) a standard normal 

distribution such as the one shown in Figure 1.1 is the simplest case of a normal distribution having a 

mean of zero and variance of one. Secondly, when using a pre-specified cut-off value or score 

threshold, this bell-shaped property allows the classification of a child’s ability status given a child’s 

score’s position being either; a) around the mean and within the confines of the pre-specified 

thresholds implying normal development b) to the left of the pre-specified threshold implying delayed 

development or disability c) to the right of the pre-specified threshold implying exceptional 

development. The classification (c) is usually of less concern as the primary objective of the 

assessment test is to detect disability or delayed development. Further, as we will see later in Section 

5.3, the sensitivity of a test is also pegged on the value of the thresholds whose choice is 

predominantly motivated by research objectives being either screening tests or rigorous testing 

procedures and whether there are any factors influencing the sensitivity of the test. 
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The mean score described above is only a summary statistic, thus it represents the statistical average 

of a typical normal child’s performance i.e. the ‘norm’. For computation convenience, the score 

distribution can be transformed to conform to a standard normal distribution by adjusting the 

obtained scores using a suitable mean and variance value i.e. the score values from each child are put 

on a scale that has a mean of zero and variance of one as shown in Figure 1.1. Obviously, the score of 

an individual child will often not exactly correspond to the mean; it will most definitely deviate either 

positively (to the right) or negatively (to the left) of the mean. A natural question after computing a 

child’s score is; ‘what does their score say about their development status compared to the mean 

score of typically normally developing children of similar age?’ To answer this question appropriately, 

we need to quantify the extent (or distance) a child’s score deviates from the mean or ‘norm’; this 

deviation or distance from the mean is called the standard deviation (SD). How ‘small’ or ‘large’ this 

deviation is on either side of the mean decides the development status of the child.  

Using the bell-shaped property of scores from the normal representative sample, we can make the 

claim that it is expected that up to (a) 68.26% of all scores will fall within one standard deviation of 

the mean (34.13% above and 34.13% below the mean) (b) 95.44% of all scores will fall within two 

standard deviations of the mean (47.5% above and 47.5% below the mean) (c) 99.72% of all scores 

will fall within three standard deviations of the mean (49.85% above and 49.85% below the mean). 

Therefore, we see that a child’s score value on a test may be understood in terms of its extent, distance 

or standard deviation from the mean. The position a child’s score falls on the normal score scale 

distribution is indicative of the extent to which the score deviates from the average score for the 

standardisation sample i.e. the sample of normally developing children. This process not only 

quantifies the performance of a child, classifies their development status, it also has the added benefit 

of telling us the child’s position within their development status age group. We note the use of the 

normal distribution features that serves to intuitively map what is naturally expected in the children’s 

performance and also assists in development classification. There are instances where the normal 
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distribution cannot be achieved; therefore, other forms of expressing deviation from the ‘norm’ are 

used for skewed score distributions. Standardised scores (z-scores) that are reviewed in Section 

2.3.2.2 are examples of the more frequently encountered transformed scores in standardised tests. 

 

 

Figure 1.1: The normal distribution bell-shaped curve and its link to derived scores  

*Image source: http://www.muelaner.com/wp-content/uploads/2013/07/Standard_deviation_diagram.png 

 

The above paragraphs have explained the main idea and motivation for ‘standardising’ the raw scores 

that are computed form the raw item responses. This is the main focus of this thesis of formulating 

more suitable methods to statistically transform scores directly or indirectly into other kinds of more 

meaningful or appropriate scores to account for the relevant fundamental assessment features of 

item difficulty and the influence of age. 
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1.1.3. What are the positive, negative factors affecting and driving 

child developmental delay or disability? 

It is a well-known fact that there are several factors that simultaneously influence child development 

both positively and negatively. Factors affecting child development negatively or that hamper it are 

referred to as risk factors, while factors that enhance or make child development flourish are called 

protective factors. Driving factors are factors that are predictive of child development or influence the 

pattern that a child’s ability development trajectory will take. Age is one example of a strong driving 

or predictive factor. Depending on the outcome used to quantify development, driving factors are 

strongly associated with this outcome. Two other good examples of potential child development 

drivers or predictors are gender and socioeconomic status (Chin-Lun Hung, et al., 2015). As we will see 

later in Chapter six, many of the current scoring method techniques produce scores that are strongly 

associated with these factors especially age.  

The main challenge is not only the lack of fully understanding these factors’ interaction(s) with each 

other and ability development, but also the fact that their source or onset is often unknown (Klinnert, 

et al., 2001). Worse still, some factors affect the child right from conception with consequences 

presenting or manifesting much later in life i.e. post childhood (Pérez-García, et al., 2016). This 

complexity has been echoed by several other authors including Fenske, et al., (2013), Joffe, et al., 

(2012), Galea, et al., (2011), Jayasinghe, (2011), Smith, et al., (2001), and Krieger, (1994).  

Also, the degree these factors amplify or hamper ability development differs depending on the cultural 

background and environment that the children are in. Usually, these factors are studied as prognostic 

factors using univariate analysis for example in the paper ‘Long-term effects of early kwashiorkor 

compared with marasmus. III. Fine motor skills’ by Galler, et al., 1987. They found that the presence 

of soft neurologic signs, indicated by low development scores measured six years earlier in the same 

children was significantly correlated with their current development scores performance, implying 
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that early malnutrition has effects on the nervous system function that are evident at 18 years of age. 

Just to amplify the relevance of our work, we note that the conclusion of such a study is dependent of 

the validity and accuracy of scores used to assess the fine motor skills. Further, even studies that have 

just looked at one biological or environmental factor’s influence on an ability outcome still support 

the premise that child development is influenced by a multitude of factors (Galler, et al., 2013). 

The world health report (WHO, 2007) highlights up to six risk factors namely malnutrition 

(underweight), inadequate stimulation, iodine, iron, zinc and vitamin A deficiency as well as a lack of 

breast feeding to be affecting at least 20-25 % of infants from the developing world. The Lancet series 

on risks for severely compromised development in young children in developing nations that reviewed 

the evidence linking compromised development with modifiable biological and psychosocial risks 

encountered by children from birth to five years (Grantham-McGregor, et al., 2007; Walker, et al., 

2007; Engle, et al., 2000). This list of the potential risk factors of child development is clearly not 

exhaustive and many of the listed issues are also inter-related and still vary in their influence in various 

developing world environments.  

To date the issue of risk factors influencing child development is studied in a non-holistic fashion (Syed, 

2013.) mostly by focusing on children of a specific age range and thus design the study sample 

recruitment as such. There are many factors working in concert that influence child development. 

However, there is no study to our knowledge that has tried to assess the effect of several of these 

factors together. Most studies dissect the effects of various factors affecting the child or mother’s 

disease status, social economic status, or social issues including mother’s smoking status, mother’s 

alcohol consumption or the effect of mother’s incarceration on child development. We admit that 

fully understanding the influence patterns of these factors holistically is a daunting task and to some 

extent presents a barrier. However, without focusing on this negative realisation, we should not 

compromise the desire or motivation to understand this problem. Perhaps taking an additive 

approach to discovering and understanding this issue is the only way this ‘puzzle’ will be solved. 
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1.1.4. What are the challenge(s) of child development research? 

The following are the general issues that render child development research difficult and further 

amplify its complexity. Some of the issues have already been highlighted by various authors including 

Geisinger, (1994). The various research study designs, development assessment and scoring strategies 

suggested to date to circumvent or address these issues are in one way or another affected by cultural 

aspects.  

The primary challenge of child development research is how to measure ‘delayed development’ or 

‘disability’, a latent construct, accurately at subject specific level as it cannot be measured directly. 

The strategy taken is to employ carefully designed assessment tools whose responses are converted 

to meaningful scores whose value is used to make an inference of the possibility of the presence of 

delayed development or disability. In this respect, the problem is twofold in the sense that the 

assessment process is in itself complex and its accuracy is simultaneously affected by diverse cultural 

issues that manifest differently in each setting. The later issue in turn makes the process of comparing 

the incidence or prevalence of delayed development or disability in child populations difficult. 

Therefore, we argue that only with a more robust scoring framework, can delayed development or 

disability be more sensitively quantified and various child populations with different characteristics be 

adjusted for to facilitate comparison.   

Comparative studies that often need translation and adaptation of assessment tools are ‘expensive’ 

to fund, design, organise, conduct and monitor. The wish to accommodate different child populations 

of interest frustrates the comparative analyses  of the information gathered due to disparity of these 

studies outcomes. This is further compounded by differences in: a) cultural practises that frustrate 

certain methods of health or development of assessment b) available infrastructure, c) differing law 

or ethical policy and legislation, d) effects of immigration and globalisation on children, d) differences 

in thought language and communication language ability in young children. Further, to facilitate 
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comparison of child development delay estimates, there is need for country or region specific 

comparative data to standardise data and correct for the factors highlighted in Section 1.1.3. This 

country or region specific comparative data is often difficult to find or does not exist for some 

developing world countries. Therefore be devising a framework that adjusts for country specific 

factors affecting child development, computed age estimates or scores can be fairly compared across 

countries or regions eliminating the need for comparative data.  

This work agrees with the sentiments by both Gladstone, et al., (2008) and Grieve, (1992), that children 

need to be viewed within their own cultural context and when measuring cognitive abilities, the 

examiner needs to be sensitive to cultural variation. Cultural aspects can affect the management, 

practice and implementation of development assessment tools. For example, how the examiner 

perceives and interprets certain responses from the examinee (child) may be culturally driven. So too 

are the examinee perceptions on the examiner. In such instances adequate training of examiners and 

awareness of local cultural differences is recommended to avoid false conclusions. The work of Li & 

Karakowsky, (2001) titled ‘Do we see eye-to-eye? Implications of cultural differences for cross-cultural 

management research and practice’ discusses how observation is influenced by the cultural back drop 

of the observer. Other finer assessment strategies to overcome research challenges are outlined in 

the textbook ‘Survey methods in multinational, multiregional and multicultural contexts’ by Harkness, 

et al., (2010).  

1.2. Collection of Assessment Response Data 

The purpose of most research, be it a clinical trial, health services research, or an experimental study, 

is to demonstrate a relationship between an outcome of interest and one or more other variables or 

characteristics. The type and structure of an item response (Gaussian or non-Gaussian) determines 

the statistical analysis challenge in computing age estimates or scores to be used either for assessing 

tool equivalence or in development status classification. Univariate Gaussian item responses are 
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usually analysed using linear regression models which extend to the Linear Mixed Models (LMM) when 

data are correlated. Univariate non-Gaussian item responses are analysed using logistic regression, 

log-linear models, probit regression, etc., unified into the Generalized Linear Model (GLM) framework 

(Aitkin, 1999; Tacq, 1997; Liao, 1994; Aitkin, et al., 1989) and further extend to the Generalised 

Additive Models (GAM) and Generalised Linear Mixed Models (GLMM) in case or presence of 

correlation (McCulloch, et al., 2008; Dobson & Barnett, 2008). In the context of child assessment there 

is an extra third step in that the same methods that are used to develop scores or establish tool 

equivalence are again used to relate the scores to child characteristics (covariates) e.g. age. One 

objective may be to identify the causal effect of one or a set of variables on the computed score. 

Another objective may be the prediction of a child’s future score value given their current score value 

as is done educational research to predict future performance trajectories. Alternatively, a regression 

or other model may provide meaningful summaries between the response variable (score) and the 

covariates. Section 2.3 will discuss the various stages of statistical analysis in more detail. 

The statistical methods mentioned above may still perform poorly in some circumstances when for 

example assessment tools collect binary data whose item pass probability is skewed or the data 

collection process inadvertently introduces a form of bias through missing item responses as discussed 

in Section 3.2.5. It is the goal of this thesis to highlight and if possible address some of these issues by 

proposing alternative methodologies that are not only more flexible and robust but also easily 

implemented with available statistical software. This thesis therefore makes the specific contributions 

listed in Section 1.3 below of not only offering alternative scoring procedures in theory but also 

offering practical implementation solutions owing to handicaps data may present by frustrating the 

computation of the suggested scoring approaches using currently available statistical software. It is 

imperative that the entire data collection stage is well planned, diligently conducted and aspires to 

have the highest degree of quality so that the robust statistical methodology employed has the best 

chance of improving the quality of the scores to accurately classify child development status. 
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1.3. Thesis contribution 

This section outlines the motivation for carrying out this research by answering the following pertinent 

questions; what is the relevance of this research? How do we intend to resolve some of the challenges 

outlined in Section 1.1.4 above or answer questions posed by our research objectives? What do we 

expect to find? And why is this the right time to carry out such research? 

Given the challenges described in Section 1.1.4, Section 2.3 will identify that both the item by item 

analysis that computes age estimates and overall scoring methods may have various methodological 

concerns. Even if appropriate translation and adaptation methods have been applied to the tool, and 

all forms of bias eliminated to the extent of assuming that the right construct is being assessed, on the 

one hand, the age estimation may still be compromised if important model assumptions are not 

adhered to. These assumptions include: (a) assumptions made with respect to the underlying data 

structure and the fitted model; (b) the monotonicity assumption that ability increases with age, and 

therefore the computed age estimates should reflect this as the tool items are designed to increase in 

difficulty. On the other hand, to qualify as an appropriate method, the overall scoring approach has to 

be able to allow for; (i) differences in item difficulty; (ii) differences in the number of items 

administered to each child; (iii) the correlation between and within item responses; (iv) adjustment 

for the effect of age. 

Now that we have identified what the statistical issues in age estimation and norm computation are, 

and why extending methodology in this regard is important, the broader aims of this thesis which are 

to address the statistical issues of concern both in the item by item and overall approaches can be 

defined. Further, in support of this research’s motivation that is also shared by many authors including 

Gladstone, et al., (2008) and Grantham-McGregor, et al., (2007), this work also argues that high quality 

scores computed using robust methods will have significant benefit within research tools in the early 

identification of child disability or development problems and as an outcome measure in clinical trials. 
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By being able to suitably diagnose and assess children with disabilities via more accurate age estimates 

and norms, it will be a first step towards properly employing and directing scarce government 

resources. It is therefore expected that; (a) the suggested age estimation methods are able to 

appropriately deal with various item data structures that currently compromise the quality of age 

estimates and norms (b) the overall scoring approaches are more sensitive in detecting disability or 

development delay, or at the very least perform as good as the classical approaches but with the 

added advantage of being more generalisable by dealing with several sources of bias, or nuisance 

issues as outlined in Section 2.3. 

The four research questions will be investigated using the following research strategies listed below; 

1. What are the main statistical methodological issues to be addressed in the development of 

health assessment tools that have been devised for use in children? 

In line with the popular rhetoric that a cure to any malady must be based on diagnosing the 

problem, already this literature review while briefly discussing the problems of child 

development assessment and the  tool development process, has identified and highlighted 

key problems in the tool development process that threaten the quality of tools developed. 

Because these problems in turn threaten the quality of the age estimates, scores and norms 

computed, robust statistical methods are required. We reiterate in assertion that accurate 

age estimates, scores and norms will improve the classification of developmental delay. A 

systematic review of developmental assessment tools will also be carried out to assess current 

translation and adaptation practise as well as current reporting practise in non-Western 

settings. Papers will be limited to those that tackle issues such as constructing measurement 

tools and the statistical techniques employed in developing such tools. 

2. Can the performance of a developmental assessment tools be improved by using more robust 

item by item model fitting methods beyond GLM, such as the GAM framework?  
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Using the three MDAT datasets of normal, disabled and malnourished children, the quality, 

properties and performance of age estimates from the different item specific models will be 

compared especially with respect to accurate development status classification. 

3. Can the overall scoring of tool items be more accurately and appropriately assessed by 

employing techniques that account for important issues within a child development context 

using an Item Response Theory framework or a model based framework such as the 

Generalized Additive Models for Location Scale and Shape (GAMLSS)? Further, can the 

suggested extensions of overall scoring methodology successfully adjust for the effect of age 

known to be not only strongly associated with the overall scores, but also frustrate 

development ability scores comparisons across various child populations? 

In a similar fashion to the second objective, using the MDAT normal, disabled and 

malnourished datasets, the quality of scores or norms produced using the above methods will 

be assessed. For the methods that account for the effect of age, the residual effect of age will 

be explicated by checking the strength of correlation and a scatter plot of the scores against 

age. 

4. Does the sensitivity/specificity for diagnosing a child’s degree of disability differ with respect 

to the overall scoring method adopted?  

We will compare the sensitivity/specificity of the classical versus suggested extensions of the 

various scoring methods. Further, the effect of age on sensitivity/specificity will also be 

assessed and the implications this has on the choice of appropriate cut-off thresholds used to 

classify the development status. This will be by comparing each of the scoring methods’ 

sensitivity to correctly classify either a) normal versus children formally diagnosed with a 

neurological disability b) or normal versus children who are at a high risk of having delay in 

development or disability due to malnourishment and are therefore often harder to classify 

correctly. 
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Therefore, while to a large extent the extension of current age estimation and scoring methodology 

serves as the immediate objective of more accurate development classification and disability 

diagnosis, the work will also indirectly benefit other related patient care research trajectories such as 

quality of life assessment in primary care that are also reliant on assessment scores. Further, issues 

pertaining to the sensitivity to change assessment that is often frustrated by disparity in outcomes 

may benefit from this work. This work could not have come at a better time following the 

advancement of necessary statistical methodology to implement the suggested extensions supported 

by corresponding software technology and power. 

1.4. Outline of thesis 

The entire thesis is organised into three main parts. The first part referred to as the general 

introduction is made up of chapters one and two. The literature review has highlighted the issues and 

also identified the research gap in age estimation and scoring methods thus motivating our research. 

The second chapter reviews current statistical methods applied in tool development from tool design 

to norm creation to give the required context and also gives a summary of a systematic review charged 

with the task of collecting evidence of current translation and adaptation methods of tools adapted 

from western settings for use in developing countries. The output of the systematic review was the 

development of a quality assessment checklist to appraise literature reporting on the development of 

assessment tools and scoring methods. The second part of the thesis is the methods section. Within 

the methods section we describe the already developed MDAT tool that was used to collect the data 

used in this thesis in chapter three. This is then followed by an elaborate data description in the form 

of an exploratory data analysis in the fourth chapter. The fifth chapter is dedicated to formal 

descriptions of both classical item by item analysis methods and overall scoring methods pitted against 

our suggested extensions owing to the shortcomings of the former methods. This chapter also 

describes how we examine the sensitivity performance of classical approaches compared to our 
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extensions to showcase the suitability of our proposed robust statistical scoring methods. The third 

part of this thesis is the presentation of results and the discussion. The findings of the methods 

describing age estimate and overall score characteristics as well as the sensitivity analysis are 

presented in the sixth chapter of the thesis. The subsequent seventh chapter concludes the thesis 

giving an overall ‘soft’ discussion highlighting the key points of this thesis and specifically describing 

the implications of our findings, any identified limitations and the prospects for future research, 

respectively.    
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2. Literature Review  

A Literature Review of Statistical Methodological Issues in Translation, Adaptation, Age Estimation, 

Scoring and Development of ‘Norms’ of Child Development Health Assessment Tools.  

2.1. Introduction 

Chapter one gave a brief background of the issues that frustrate child development assessment 

research over the entire process of the tool construction using the translation and adaptation of 

established child development assessment tools sourced from western countries. As was stated in 

Section 1.1, and which will soon become apparent, is the fact that the process of tool construction; 

from inception of a project, to developing a tool, to assessing development in children, to the creation 

of standard norms is quite an intricate process. Given the main focus of this thesis, we cannot cover 

all aspects that directly or indirectly underpin the quality of computed scores and standardisation 

process in their entirety. Instead, only methods deemed to directly affect the quality of scores and the 

development of standardised reference norms used for development status classification will be 

discussed in this thesis.  

The take home message of this second chapter will be a recommended strategy of the ‘best’ 

translation, adaptation and scoring strategies from a developing world perspective. In the same spirit, 

this chapter will recommend a methodology for assessing the quality of reporting of this process. To 

review and take stock of the currently applied methodology used by researchers in this regard, and 

make a detailed assessment of the translation, adaptation, scoring and norm creation processes or 

methods that are so far being used in practice, a systematic review was conducted. 

This second chapter reviews the importance of assessment tool development by translating and 

adapting already established tools in Section 2.2. Section 2.3 is a description of the statistical methods 

used in tool development, scoring and methods employed in the standardisation of scores. A summary 
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of the findings of the systematic review as well as the development of a quality assessment which was 

carried out in part during my internship at the Library of Congress in U.S.A Washington D.C. between 

November 2012 and January 2013 is given in Section 2.4. The chapter concludes by giving its 

recommendations in Section 2.5.  

2.2. Why develop a tool using a translate or adaptation 

strategy, and how is its ‘success’ measured? 

The above question is broken into four parts; firstly, the second  paragraph will consider why it is 

preferable to translate and adapt a tool rather than develop a new tool by considering the benefits of 

the latter approach given our developing country and cultural research themes. Secondly we will 

outline the common translation and adaptation strategies. Thirdly, we will be highlight the importance 

these adapted tools by outlining how their derived scores are used to; a) either assess different types 

of population outcomes to facilitate child population comparisons or b) carry out further analysis to 

enhance tool quality. Finally, we will describe how best to assess whether appropriate and adequate 

translation or adaptation has been carried out again using computed scores from the same 

assessment tools.  

To develop a tool to assess child development, one has two options; either create a completely new 

tool or translate and adapt a well-established tool to suit the new research context. In an ideal 

situation with unlimited research resources, then developing a new tool is usually the best approach. 

However, this is rarely the case thus one has to translate and adapt an existing tool to suit the new 

setting. In as much as this second approach is somewhat seen as inferior, it has the merits of not 

‘reinventing the wheel’ and even deriving more benefit especially if issues that arise due to cultural 

differences that motivate the whole adaption process are appropriately addressed. Instead of 

dedicating substantial resources in developing a new tool, one can repurpose these resources on tasks 

that ensure the selected items are both reliable and valid, which we believe to be more important.  
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There are four common strategies used in the development of tools or scales and measures as outlined 

by Hubley & Zumbo, (2013); 

 The rational–theoretical approach, in which an expert researcher uses both theory and 

intuition to develop (design) items for a test, is the most commonly used approach. In this 

case, expert opinion forms the basis for the development and selection of items. 

 The empirical approach, in which items are selected if they can discriminate (differentiate) the 

group of interest from a control group. 

 The projective approach, in which various stimuli (e.g. inkblots, pictures) are used to help 

individuals create their own drawing (e.g. draw a person) to project their own concerns, fears, 

attitudes, and beliefs onto their interpretation or drawing.  

 Listing an over inclusive pool of relevant assessment items as described by Ozer & Reise, 

(1994). Here, one begins with a rough idea of an ability development construct and writes an 

over inclusive pool of possible items. Data are collected, and the analyses are used not just to 

refine the scale’s psychometric properties, but also to iteratively generate new theories 

manifested in the final set of items about the nature of the construct.  

A mix of the above strategies may be necessary depending the broad research teams’ interests and 

resources. Project teams can use both pre-established recommended translation or adaptation and 

additional strategies of their choosing. We argue that the ideal translation and adaptation method of 

tool development is actually a hybrid of the above four strategies in that; first it avoids a waste of 

expert resource in designing new items that often end up only duplicate the existing ones, it is still 

reliant on expert input to decide on each included item’s suitability especially where an item’s cultural 

relevance is called into question, and is still reliant of statistical methodology to quantify and assess 

‘success’ of the process. Further, the translation and adaptation approach allows for the continued 

refinement of the common already established items and measures as well as the testing of new ones. 
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Often western tools are adapted for use in developing countries (Gladstone, et al., 2008). Pfeifer, et 

al., (2011), Chang, (2001) and Hambleton & Kanjee, (1995) give an elaborate justification of the need 

and importance of adapting or translating tools and outlines the pitfalls of especially ignoring cultural 

aspects. We agree also that the process of translation or adaptation arises not only because of 

differences in language syntax, but also the need to maintain context of the tool in its new form. This 

makes the exercise quite complex as it is no longer a simple task of simply matching words, but an 

iterative process whose aim is to achieve a holistic transfer of both the source tool’s language and 

context. Further, the process will almost often affect the design of the new translated or adapted tool. 

Even if two cultures are similar, still there is need to ensure that the set of norms are applicable in the 

new setting. Translation may also either increase or decrease difficulty. Usually the process of 

translation just concentrates on certain key words, some of which may be lost already in the 

translation process. 

Besides having a viable and adequately adapted assessment tool to use in the new setting, the 

objectives of developing a tool using the translation and adaptation approach usually are either ;firstly, 

to compare the abilities of different types of children (e.g. schooled versus unschooled, diseased 

versus non-diseased), or children from different regions (countries) in multiregional surveys and 

secondly, to assess the impact of various disease or policy interventions on children and therefore use 

the  ‘ability’ captured by the developed tool as an indicator or outcome measure that can further be 

statistically analysed cross-sectionally or longitudinally using various forms of trend analysis.  

A further benefit of translating and adapting a tool is the potential of saving often scarce resources 

including time stemming from a developing world perspective. Also, note that because culture 

influences parenting methods that make child development trajectories to differ, it is questionable to 

adapt a tool without establishing its validity and reliability in the new setting. There is a competing 

argument by Tsai, et al., (2006) that one should only target the assessment of behaviours or 
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development indicators that are not influenced or dependent on culture. While this is a viable 

strategy, it implies leaving out many of the language and social development indicators that are 

dependent on culture. Successful transfer of the source tool’s ability to assess the same constructs 

thus creating an adapted tool in the new environment will facilitate comparative study of multiple 

child populations. Given the current rate of population interaction and globalisation, tools that 

transcend many cultures are much needed to make fair comparisons to enable appropriate policy 

making decisions. While also contributing to the short list of comparable child health and 

development outcome indicators, such tools help in proper aggregation of analyses and scores 

reported at population level for evidence to inform universal disease prevention strategies for 

example. 

To be able to use an established test or tool in a different environment with differences in language 

and culture, one needs to properly translate and adapt the tool to be able to test the same or similar 

themes and constructs as the source tool’s settings i.e. the tool needs to possess the same 

psychometric properties in the new setting otherwise even if the translation was ‘perfect’, the 

interpretation from the resulting scores are not valid in the new context. However, ‘complete or 

successful tool adaptation’ is an impossible phenomenon to achieve and one can only aspire to get as 

close as possible to the source tool’s constructs as highlighted by Greenfield, (1997). 

Prior to the formal quantitative evaluation to test whether successful translation and adaptation of a 

tool has been achieved, there needs to be a specific cross-cultural adaptation process to allow using 

a western tool to be applied in a new setting. The WHO, (2012) recommends a four stage translation 

and adaptation process but we feel the work of Beaton & Guillemin, (2000) that suggests a six stage 

process is more suitable with the inclusion of a piloting stage. The latter’s recommendation of 

including a piloting stage in our view is the back bone of the many translation and adaptation 

strategies commonly seen in literature. The six stages are composed of; (1) early translation where 
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expert translators translate a tool into a new language; (2) translation synthesis where at least two 

translations are merged and overseen by a mediator; (3) a back translation to the original language by 

independent experts; (4) an analysis of the first and third stage translations; (5) a thorough review of 

the translated and adapted versions to make final amendments; (6) a pre-test or pilot stage to test 

the new tool in new setting and resolve any unforeseen issues (tool or administration related) not 

previously identified. There are numerous variations to this intricate process driven by research 

objectives, types of tools or what aspects they measure given available resources. 

The assessment and quantification of the degree of equivalence between the source and target tools 

via various statistical methodology helps validate any assumptions of similarity in construct between 

two populations differing in characteristics such as cultural practices. Equivalency between source and 

adapted tests/tools is mostly measured in terms of the degree of similarity between well-defined 

psychometric properties of constructs, represented by either age estimates or development scores, 

across the respective tested domains and across populations. This is then followed by viable expiations 

for observed differences as well as reasons for observed tool’s good (indicating ‘successful’ 

adaptation) or poor (indicating ‘unsuccessful’ adaptation) performance in carrying out the 

assessment. The adaptation process may reveal that other aspects beyond tool content may have to 

be altered to suit the new setting. These changes may include altering the types of task responses, the 

scaling of the responses and even the tool administration. 

There are two broad forms of psychometric properties that the translation and adaptation process 

aspires to achieve to prove satisfactory equivalent performance (Dunn, 1992). These are reliability and 

validity. Thus a good tool is indicated by higher values of these two summaries. ‘Reliability’ refers to 

the consistency of the measurement process several times i.e. can the process be reproduced with 

similar results multiple times. On the other hand, ‘Validity’ refers to the accuracy or closeness between 

a measurement tool’s construct and the real world or truth; this is usually in terms of the tools ability 
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to accurately measure and correctly classify the development status of assessed children. There are 

several statistical analysis used to quantify both measures that use assessment scores that will be 

described in Sections 2.3.1.1 to 2.3.1.3. Therefore, we argue that with improved age estimate or 

scoring methods, better tool adaptation and assessment will be achieved. 

As noted by Pfeifer, et al., 2011, the WHO (2012) recommends cultural adaptation and translation of 

existing tests with the immediate benefit of being faster and cheaper than developing a new tool. This 

was also put forth by Anastasi & Urbina, (1997). We note the argument of ‘faster and cheaper’ is made 

with the mind-set of the high child health burden (see Section 1.1.1) and lack of resource in developing 

countries. Although the WHO is yet to categorically come up with refined strategies or 

recommendations to go about improving the translation or adaption of established tools, they also 

attest to the fact that if both cross-cultural reliability and validity is achieved, it will allow a more 

comprehensive worldwide child development status data comparison. 

2.3. Statistical methods for developing tools for assessing 

child development 

We are now best placed to appreciate that; a) the process of developing health assessment tools is a 

lengthy process riddled with complex technical issues and b) both age estimates and scores that 

capture various child development outcomes are at the heart of this process. In this section we wish 

to dissect the tool development process from inception to the creation of norms that are used in 

development status classification. We situate that irrespective of the phase in the tool development 

process, the computation of appropriate and accurate age estimates or scores are needed; firstly, to 

do any reliability and validity analysis and secondly to compute the score norms that are eventually 

used for developmental status classification. Hence our work contributes at these two important tool 

development phases that rely on high quality age estimates or scores. We will outline the statistical 

methodology used to address various issues in the tool development process in each stage and 
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highlight the very crucial stage of age estimation and norm reference creation that this thesis hopes 

to directly contribute to. 

We will discuss the statistical methodology used in tool development under three broad stages 

covering the entire process of the tool development as shown in Figure 2.1 below. There are numerous 

cycles of the tool development process depending on the research objectives and available resources 

including expertise, time and data. For example, after the design stage, a study could go straight into 

collecting assessment data, generating a score, carry out validation and reliability checks then 

compute the required age estimates or norms. Another more careful approach would be to first assess 

the preliminary reliability and face/content validity of the designed tool using pilot data and make any 

necessary tool design changes. Then the full data collection process (green dotted box in Figure 2.1) 

would be rolled out with much more confidence that the designed tool is appropriate for the target 

setting and its reliability and validity assessed accordingly on a larger sample. This second approach 

that we advocate is especially helpful in our given adaptation scenario. A pilot study (Lancaster, et al., 

2004) goes a long way in unearthing several important issues unique to the new setting that may not 

be apparent at the design stage and even missed by the best tool development experts. However, 

including a pilot study would demand more resources. 

The design or content development is the first stage at which the tasks or questions that assess the 

presence of target ability constructs are developed by translating and adapting already established 

tools. Whether or not we are using pilot data, the success of the design stage involves a psychometric 

investigation process to establish that adequate translation and adaptation has been achieved via 

various reliability and validity measures using a created ability score from pilot data. The relevant 

assessment data collected is used to compute either age estimates for defined mile stones or 

developmental norms. The final stage that involves the estimation and interpretation of scores could 
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also be a form of ‘post hoc’ analysis in which more rigorous reliability and validity testing could be 

undertaken to scale, link and create equivalence adjustment parameters (Dunn, 1992). 

Not shown are the other equally important processes to ensure quality, monitoring, ethical concerns, 

documentation and iterative feedback that should be undertaken at every stage of tool development. 

A much finer tool development process is chronicled in the book titled ‘A handbook of test 

development’ by Downing & Haladyna, (2006). Lancaster, (2009) has reviewed the statistical issues in 

the assessment of health outcomes in children and highlighted problems of current practice at various 

stages of tool development. To facilitate harmonisation of the new tool in the new setting, these other 

development procedures also underpin the defined test standards and should share the centre stage 

besides the main translation and adaptation procedures. Previous work has defined these aspects to 

take place at designated stages in the development process but we argue that these other equally 

important processes should be interwoven within these three main stages; (a) design and content 

development stage, (b) data collection and main statistical analysis and (c) post-hoc statistical analysis. 

The following Sections from 2.3.1 to 2.3.3 will dissect the three broad stages of tool development 

described above showing the use of statistical methodology. As will soon become clear, the successful 

achievement of each of the three stages’ objectives are to a large extent pegged on the quality of 

computed age estimates or norms assuming that the other important tool development issues using 

a translation and adaptation strategy have been addressed scientifically.   
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Figure 2.1: The three stages of assessment tool development and normative score(s) computation; (a) design process-blue dotted box, (b) survey data 

collection and statistical analysis-red dotted box (focus of this thesis), (c) post-hoc score analysis-green dotted box.  
*This thesis contribution will be in the scoring of items after tool development (dotted red and green boxes).
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2.3.1. Design and content development stage 

The design and content development stage is tasked with the primary objective of tool content 

creation i.e. defining the specific items (tasks or questions) whose responses facilitate the assessment 

of the presence of the target latent ability construct. This content can be developed by translating and 

adapting already established tools and/or adding new items. Just like any other form of statistical 

analysis, the statistical analyses in tool development can be first fashioned as an exploratory process 

to investigate item data characteristics that advise the subsequent formal statistical analyses 

processes. There are various forms of bias summarised in Table 2.1 that could arise and can be 

detected and addressed by appropriate study designs and statistical methods. Shown on the fourth 

column of this table are the different forms of equivalence whose existence at an acceptable level has 

to be achieved. The existence of the different forms of equivalence cut across different forms of 

biases. Similarly, a statistical method may be used to detect one or a combination several forms of 

biases and to address one or several different forms of equivalence. The sole purpose of statistical 

methods used to establish tool equivalence is to assess whether the translation and adaptation was 

successful. Depending on the design of the study, the success of the tool design stage is measured by 

establishing acceptable recommended equivalence levels of different forms between the source and 

final tools via various reliability and validity statistical measures. Therefore, the equivalence analysis 

carried out is to ensure that all possible forms of bias that exist or were inadvertently introduced and 

challenge the success of the development process have been detected and addressed accordingly to 

prevent their manifestation in the age estimates or norms eventually computed. 

The structure of data in reliability and validity studies often consists of two or more paired 

measurements differing in terms of examiner or examinee to assess different forms of biases. In the 

most common situation, there are two paired measurements on each subject or sample. In more 

complex designs, however, there may be more than two measurements on each sample, or different 
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samples may have different numbers of measurements. In this context, one could consider the 

number of measurements on each subject as the number of separate items of the questionnaire (in 

our case, the assessment tool). When considering the structure of the data, it is also important to 

consider the type of the variables and, if items are measured on a Likert scale or binary scale so that 

the appropriate statistical analysis can be planned accordingly as discussed in Section 1.2. 

In our case we have binary items separated into four domains of gross motor, fine motor, language 

skills and social skills summarised by a continuous underlying latent score variable, representing a 

child’s development ability. We will be focusing on; (a) reliability in terms of comparing different 

methods for creating age estimates and an ability score and (b) validity through comparisons of normal 

children with a group of formally diagnosed neurologically disabled children and a group with an 

extreme form of malnutrition that is known to be associated with or increase the risk of delayed 

development.  
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Table 2.1: An overview of the types, descriptions, sources of bias and types of equivalence to be established in tool translation and adaptation 

Type of bias Description Sources of bias (examples) Methods to address types of equivalence 

Construct 
An incomplete overlap of constructs 

in population groups 

 Dissimilarity in the definitions of constructs across 
populations due to culture differences 

 Differential appropriateness of the behaviours 
associated with target construct 

 Construct equivalence: Investigate and demonstrate that 
the source and final tool measure the same constructs 
across the different population groups using suitable 
forms of differential item functioning (DIF), 
dimensionality, differential test functioning (DTF), 
Ɨvarious forms of factor analysis, correlation and 
agreement analysis 

 Structural or functional equivalence: Show that the 
source and final tool measure the same ability across 
different population groups using correlation and 
agreement analysis 

 Measurement equivalence: Show that the final tool 
measurement units, scales or surrogate outcomes 
facilitate the same across comparison across population 
groups  

 Scalar or full score equivalence: Show that the final tool 
has the same measurement units across comparison 
groups 

 Use various design and techniques like matching, 
stratification to ensure that possible confounding or 
interaction factors are addressed  

 Use various adjusting, smoothing or robust statistical 
techniques while computing age estimates or norms to 
deal with nuisance issues e.g. correlation, missingness 
and adjust for factors seen or known to influence ability  

Item 

The presence of anomalies of items 

due to inferior or inappropriate 

application of adaptation methods 

 Poor item translation and adaptation 

 Item related nuisance factors induced by different 
population characteristics invoking additional traits or 
abilities 

Sample 

The presence of nuisance issues e.g. 

correlation, missingness and factors 

arising from sample design and 

characteristics such as social 

economic status or disease 

 Incomparability of samples caused by differences in 
sample characteristics e.g. age, social class, disease 
status or location 

 Nuisance issues compromising analysis 

Instrument 

Tool features like measurement 

equipment, probing (tool kit) devices 

that are not related to target 

constructs that are influenced by 

population characteristics  

 Differential familiarity with stimulus materials due to 
cultural differences 

Administration 
Communication ‘failure’ between 

examiner and examinee 

 Differential familiarity with stimulus materials due to 
cultural differences 

 Differential familiarity with response and styles 
procedures due to cultural differences 

 Differences in environmental administration conditions 
and methods due to population characteristics  

 Differences in tool administration logistical procedures 
due to available infrastructure  

*Adapted from Guidelines for Adapting Educational and Psychological Tests: A Progress Report by Hambleton, et al., (1994). 
 ƗVarious forms of factor analysis-these include latent trait analysis, discriminant analysis and structural equation modelling. 
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2.3.1.1. Reliability 

In general, reliability refers to the degree to which a measurement (age estimate or score) technique 

can be depended upon to secure consistent results over its repeated application as defined by 

Carmines & Zeller, (1979). In our research context reliability refers to the degree to which the final 

items produce the same consistent results as the source tool but in the new setting. There are up to 

six different forms of reliability measures that are applicable dependent on study design and research 

objectives. These are well described in numerous references e.g. in the book ‘Health Measurement 

Scales: a practical guide to their development and use’ by Streiner & Norman, (2008). It will be seen 

that various forms of reliability are designed to detect if a certain form of bias exists, thus the design 

of the study also has to support the form of reliability to be carried out.  

In this project, the primary objective will be mainly to establish if our suggested scoring extensions are 

able to produce score values that are comparable to those produced by the classical methods. This 

will be in terms of the variability around item age estimate and score characteristics described in 

Section 5.3. 

2.3.1.2. Validity 

As defined by both Karras, (1997) and Engs, (1996), validity refers to the degree to which a study 

accurately reflects or assesses the specific concept that the researcher is attempting to measure. 

Validation has been emphasised in the design, sampling, measurement (referring data collection 

process) and analysis stages of research work. Within the context of the development of a child health 

assessment tool, validation refers to the degree to which a tool (through age estimate or score) 

measures a specific target construct related to ability. There are several types of validity depending 

on the different stages of the research, each charged with the remit of assessing a specific form of 

bias. 
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The several forms of validity measures are applicable dependent on study design, research priorities 

and objectives. Validity too detects if a certain form of bias exists and the design of the study has to 

support the form of validity to be carried out. Our work will be interested in criterion-related validity 

(using non-normal child samples), also referred to as instrumental validity. It applies to instruments 

that have been developed for use as indicators of a specific trait or behaviour; either now or in the 

future (to establish predictive validity). It checks how meaningful the research criteria are relative to 

other possible criteria by comparing it with another measure or procedure, which has been 

demonstrated to be valid (Karras, 1997). Therefore, we will assess whether our suggested scoring 

extensions’ validity is as good as or superior to the classical scoring methods by correctly 

differentiating the development status between a sample of children with and without a known 

neurological disability or characteristics like malnutrition known to cause or be associated with 

delayed development as described in Section Error! Reference source not found.. 

2.3.1.3. Comparison between reliability and validity 

Reliability and validity are related and it may seem that these two quantities have only subtle semantic 

distinctions; but in fact they are quite different concepts. Many authors e.g. Wittchen, (1994) have 

attested to their relation and noted that researchers often inadvertently substitute various forms of 

the concepts with each other. In this child development context, if we consider the gross motor 

domain as the concept or construct of interest, then for each child assessed we are measuring their 

gross motor skill ability. Therefore, if we are measuring this construct accurately then we are indeed 

measuring their gross motor ability, and if not we are measuring something else (not gross motor skill 

ability). 

We can therefore have three comparison result scenarios; firstly, we are inaccurately measuring gross 

motor ability but consistently i.e. we are consistently and systematically measuring the wrong ability 

construct for all respondents. This measure is reliable, but not valid (it is consistent but wrong). The 
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second scenario is a case where our measures are both inconsistent and very varied, i.e. not only do 

we not measure gross motor skills but our measures are very varied. In this second case our measure 

is neither reliable nor valid. The third scenario is a reliable and valid measure where we accurately and 

truly measure gross motor skills consistently. The third case is both highly reliable and valid as it yields 

consistent results in repeated application and it accurately assesses our target gross motor construct. 

Finally, it is not possible to have a measure that has low reliability and high validity i.e. you cannot 

really accurately measure the target construct of interest when its corresponding item response and 

consequently its age estimate or overall score fluctuates wildly. As outlined in Sections 2.3.1.1 and 

2.3.1.2 above, we endeavour to show that the suggested statistical method extensions to compute 

age estimates and scores; a) are consistent (i.e. reliable) by assessing their similarity with age 

estimates and scores produced using classical methods b) are also valid by assessing their degree of 

sensitivity to correctly classify a child’s development status in respective domains.  

2.3.2. Computing age estimates and overall ability scores  

This review would not be complete without mentioning research on the development of growth 

reference charts pioneered by the work of Cole, et al., 2012; Cole, 2008; Cole, et al., 2008; Cole, 2003; 

Cole, 1994a; Cole, 1994b;  Cole & Green, 1992; Cole, 1998. Their work on statistical methods for 

assessing a child’s anthropometric (physical body) measures spans a decade of ground breaking 

advances in the production of powerful graphical tools to assess aspects of child growth, especially 

growth chart construction using the Lambda-Mu-Sigma (LMS) method (Cole, 1990). The LMS method 

provides a flexible way of obtaining normalised growth centile standards by dealing with skewness 

that is usually present in the distribution of physical growth measurements e.g. height, weight, head 

and mid-upper arm circumference (MUAC) or skinfolds. It assumes that the data can be normalised 

by using a power transformation (e.g. Box-Cox, see Bickel & Doksum, 2011), which stretches one tail 

of the distribution and shrinks the other, thus removing the skewness of the growth measure response 

distribution. Cole’s methods have since been duplicated widely in various countries e.g. the British 
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1990 growth reference, which was the official UK growth reference from 1996 to 2009 and the WHO 

Multicentre Growth Reference Study (MGRS) that was undertaken between 1997 and 2003 to 

generate new growth curves for assessing the growth and development for infants and young children 

around the world.  

The collection of the item response assessment data is then followed by the statistical analysis stage 

i.e. the computation of either age estimates for defined mile stones and overall child ability scores. 

This is the stage at which this thesis hopes to make its direct contribution where it is envisaged that 

by extending current age estimate and norm creation methodology, the objective of accurate ability 

classification of development status will be better achieved with the added advantage of creating 

higher quality adapted tools. This is based on the fact that once a viable list of appropriate items (tool) 

has been obtained; the quality of the tool is further enhanced by using the item quality information 

derived from the more accurate age estimates or norms produced by applying these robust statistical 

methods. Therefore, in line with Cole’s, et al’s work that advanced statistical methods for physical 

measures using continuous data, ours will be to advance current statistical methods to produce charts 

for ability development classification using binary data.  

Within the context of binary data, the scoring methods used can be broadly categorised into two 

groups according to whether one considered each item in a domain individually or all items 

simultaneously across the entire domain. To a large extent, the methods applied within these two 

broad analyses strategies, each have different purposes that complement each other, are dictated by 

the item data type and serve to self-check the tool development process. In this review we wish to 

mention their relevance in our work but also admit to the fact that it is beyond the scope of this review 

to give an in depth account of all their uses. As noted also by Sireci, (2005), besides the computation 

of age estimates or scores, the same statistical methods can also be used for item data exploratory 

purposes to assess item quality or to investigate problematic items due to a flawed language or 
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cultural adaptation process. This is through using simple methods based only on visual analysis as well 

as of more appropriate methods based on modern measurement theory. The Table 2.2 summarises 

the common problems of the various statistical methods used to compute age estimates for defined 

milestones and overall scoring methods for norm creation that will be discussed below in Sections 

2.3.2.1 to 2.3.2.2. This approach of first identifying the specific classical methodology flaws therefore 

gives a glimpse of our thinking process of advancing methodology by building up on identified 

weaknesses of current statistical age estimation and overall scoring methods. 

2.3.2.1. Item by item analysis  

This work focuses on binary response data where the item by item analysis approach gives an expected 

age estimate for the child to pass a certain item to define a development milestone at a stipulated 

probability. This approach is currently used to compute age estimates used in the MDAT tool discussed 

in chapter three. As will soon be realised, the item by item analysis discussed in this section has two 

benefits; (i) Firstly, it can be viewed as a form of exploratory data analysis that informs the item quality. 

Therefore, as outlined by Langer, et al., (2007), Sireci, (2005), Dorans & Kulick, (1986), Angoff, (1982), 

Angoff & Ford, (1973), Angoff, (1972) and Mantel & Haenszel, (1959), this item by item analysis can 

be seen as a variation of Differential item(test) functioning (DIF) whose aim is to improve item quality 

and hence overall assessment tool quality. ii) Secondly, the findings of the item by item analysis have 

direct implications on the suitability of some of the overall scoring approaches used that are reviewed 

in Section 2.3.2.2. This is by utilising the robust features learned from the item by item modelling 

methods to either a) appropriately eliminate the age effect on the skewed item responses or overall 

scores for ability classification purposes or, b) smoothen overall raw scores for the purposes of 

eliminating high variability in summary measures used for score standardisation that threatens their 

quality. 
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a) Generalised Linear Models (GLM) 

On account that the items considered in this thesis return a pass/ fail binary outcome and therefore 

are assumed to follow a binomial distribution, logistic regression is perhaps the most natural approach 

to measure the relationship between the categorical dependent variable (𝑦) and one or more 

independent variable (𝑥) using a logistic function. The binomial distribution (Ross, 1998) describes 

the distribution of the errors that equal the actual response, 𝑦 minus the predicted response, 𝑦∗. 

Previously, the method has been discussed at length by Cox & Snell, (1969) and has been well received 

and applied in various research contexts as evidenced by the work of Agresti, (2002). As outlined in 

the data Section 1.2 the GLM modelling frame work has also been extensively researched and 

extended especially within longitudinal or clustered data scenarios to address the underlying 

correlation within outcomes leading to the generalized linear mixed models (GLMM) whose concepts 

are exhaustively discussed by both Stroup, (2012) and Dobson & Barnett, (2008). 

However, just like the popular regression model, the GLM is based on several strict statistical 

assumptions including linearity in the logit, absence of multicollinearity, ratio of pass and fail cases, 

independence of errors made about the relation between the dependent (𝑦) and independent 

variables (𝑥), that have to be adhered to. For example, since the binomial distribution is also the 

assumed distribution for the conditional mean of the dichotomous outcome, it implies that the same 

probability is maintained across the range of predictor values. Adherence to this assumption is often 

tested by the normal z test (Siegal & Castellan, 1988) or may be taken to be robust as long as the 

sample is random; thus, observations are independent from each other. However, in this child 

development context we will see that the distribution of the pass probability of the dichotomous item 

responses is often skewed. Further, as we will see in Section 2.3.2.2 when generating an overall score, 

there is an underlying correlation owing to the multiple item responses from one child that renders 

the independence assumption invalid. However, this is not relevant in the item by item analysis.  
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b) Spline Models 

Naturally, when a parametric modelling approach fails due to incompatibility of the assumed 

underlying assumptions, one can consider alternative flexible modelling approaches. The use of 

splines offers us such a framework to capture the relation of the binary outcome 𝑦 and a covariate 𝑥. 

A spline simply makes no distributional assumptions about the covariate effect, but there are still 

distributional assumptions about the residuals (Greenland, 1995b). In general, splines are numeric 

piecewise-functions defined by polynomial functions. Because they possess a higher level of 

smoothness or flexibility, they are found to be a suitable alternative to the GLM framework in cases 

where the pass probability distribution is skewed. Using various interpolation methods, splines show 

case a higher level of smoothness at points where polynomials connect to each other. The points 

where polynomials connect are usually called knots. 

Just like the GLM framework, the spline methodology framework too has received considerable 

interest in research owing to the flexibility rendered especially in dose response curves (Greenland, 

1995c; May & Bigelow, 2005). A lot of research has gone into advancing the available types of splines, 

interpolation methods, maximisation methods to even advancement of necessary application 

software. There is a lot of literature in the form of peer reviewed papers and text books that 

adequately discuss the current spline theoretical concepts and applications, for example see ‘Spline 

Models for Observational Data’ by Wahba, (1990). 

However, the choice of method used to define splines which is often either the degrees of freedom, 

number of knots and their positioning charged with the objective of improving the spline’s model fit 

to the probability of passing an item given age, are to a large extent made subjectively or driven by 

research objectives. Beyond the flexibility accorded by splines, there is also the monotonicity 

assumption that has to be adhered to that is a corner stone property within this child development 

assessment context. In this work, both the sample size and the covariate of interest to make 
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adjustment for was fixed and varying the number and positioning of knots was found to improve 

model fit i.e. specifying knots allows more flexibility in the choice and number of the splines especially 

at younger ages due to the greater rate of developmental rate at these age ranges. Recall also that 

knots and degrees of freedom are equivalent if the knot points are equally spaced. However, due to 

the flexibility of the splines, the monotonicity assumption is not always adhered to. Therefore, unless 

a monotonic spline function can be defined the use of splines may not be viable in this research. 

c) Generalised Additive Models (GAM) 

Another alternative beyond generalised linear models is generalised additive models (GAMs), where 

instead of assuming a parametric or linear form of the covariates, one uses an unspecified smooth 

function estimated using various smoothing iterative procedures. This means combining a function 

for fitting additive models with the likelihood maximization to find an optimum smoothing function to 

capture the relation of the binary outcome 𝑦 and a covariate 𝑥. GAMs that were originally extensively 

discussed by Hastie & Tibshirani, (1986) have recently been well researched and extended especially 

by Wood, (2006). GAMs are simply a generalised linear model with a linear predictor that depends 

linearly on unknown smooth functions of the predictor variables. It is an extension of additive models 

offering very flexible smooth functions to better relate a univariate response variable 𝑦 to a predictor 

variable 𝑥. Wood’s, (2008) work especially emphasises recent penalized regression spline approaches 

in GAMs for smoothing purposes as well as the mixed model extensions of these models.  

However, this flexibility can still inadvertently lead to overfitting even if reasonable types and numbers 

of smoothing functions are specified. The modelling approach should adequately capture the fact that 

ability (captured by the item pass rate) increases with age. However, under the GAM framework, this 

flexibility is not always restricted to be monotonic, thus this approach is not appropriate to model pass 

rates under an ability measurement context. Further, as shown in the Figure A.1 in appendix A, the 

fitted model can lead to multiple age estimate solutions at pass probabilities of interest. It is for this 
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reasons that the classical GAM model will not be considered as a suitable model. Instead, the 

performance of alternative ways to guarantee monotonicity under the GAM framework or its 

extension, the SCAM model explained in Section 5.2.1.2 will be considered in comparison to the GLM 

models. 

2.3.2.2. Overall scoring methods  

As the name suggests, this approach seeks an ‘overall’ summary score by utilising ‘all’ the administered 

item responses per child in a particular tool domain simultaneously to compute a single aggregate 

index in the form of a raw score, standardised score or adjusted ability score. Why is this important? 

The results of a development test tool comprise a sequence of variables (items) whose outcome can 

be difficult to fully understand and interpret without reference to the original test materials and 

testing procedures. Also, the outcome of just one item may not be enough to classify the development 

status of a child. To facilitate interpretation, a child’s score on each domain is therefore presented in 

the form of a transformed raw score, ability score or standardised score. The word ‘transform’ is used 

to imply making the score more meaningful, comparable or interpretable.  

Obviously, as outlined by several authors but notably Cheung, et al., (2008), Drachler, et al., (2007), 

Jacobusse & van Buuren, (2007) and Jacobusse, et al., (2006), an appropriate use of the multitude of 

binary responses to score development status presents a challenge because; items in a child 

development context differ in difficulty, different children will respond to a different number of items 

and there is an underlying correlation or association between items caused by the fact that multiple 

items test the same construct and multiple responses are given by each respondent. Beyond the work 

of the authors mentioned above, apart from revisiting the merits and demerits of each method, we 

will offer more suitable extensions based on identified weaknesses, implement them and present their 

superiority in form of a performance comparison against the former classical methods.  
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Among others, Cheung et al (2008) pointed out that there is no consensus on the most appropriate 

method to score child development under the overall score approach, an issue that this work hopes 

to make a significant contribution to. Further, several of the already suggested advances in scoring 

methods build on the weaknesses of their predecessor inferior methods; therefore, only resolving a 

specific method’s identified weaknesses. For example, the standardisation of the simple sum score 

(discussed in the Section 2.3.2.2b) below) is an advancement of the simple count. Therefore, it is still 

based on simple scores. The standardisation process is meant to mitigate a specific weakness of the 

simple score which is to eliminate the age effect only; hence there are still some inherent other 

weaknesses such as assuming uniform item difficulty of simple scores which will still carry on to the 

standardised score. Unlike previous work that discuss each overall scoring method in isolation or with 

different emphasis like overall quality of life, our work sets itself apart by pitting all the four classical 

overall score approaches against each other to facilitate their suitability comparison in this child 

development context. 

a) Simple sum score 

An overall simple sum score is created by simply adding the number of binary items passed (Connelly, 

2013; Cheung, et al., 2008). This is a ‘naive’ and misleading method of creating an overall score 

because it not only ignores the fundamental fact that items differ in difficulty, it presents an even 

bigger challenge when it comes to using these sum scores to classify development status. The first 

problem of disregarding item difficulty in computation of the simple score makes it possible that the 

same score may be inadvertently used to classify two completely different children in terms of their 

ability status within the same category. Further, these naive scores are strongly associated with age 

which presents two problems; firstly, older children are likely to gain higher scores due to their greater 

experience, rather than their actual ability at the assessment time. Secondly, one unique cut-off 

threshold cannot be used to classify or determine the children’s development status. Instead the use 
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of standardisation methods that are age category specific thresholds are defined and used for the 

classification process. The standardisation process also in itself presents a few challenges in as much 

as it attempts to mitigate the short comings of the simple score approach since the selection of age 

categories has to be appropriately chosen (Greenland, 1995a; Altman & Royston, 2006). 

b)  Standardisation of simple sum score 

A popular statistical approach often used to alleviate the two fundamental flaws described in Section 

2.3.2.2a) is to standardise the simple score according to age-specific data to produce various forms of 

transformed scores. Standardisation therefore serves two purposes; (a) to facilitate interpretation and 

comparison of raw scores in as far as development classification is concerned. This is because the 

nature of these score variables can be difficult to fully understand without reference to the original 

test materials and testing procedures. (b) To eliminate the effect of age because of the tendency of 

raw scores being strongly association with age. The most popular transformations used being z-scores 

and percentiles each of which has its proponents based on the methods history, strengths and 

weaknesses, ease of interpretation, relevance and wide use in different research contexts. 

Wang & Chen, (2012) explained that compared to percentiles, Z-scores have a number of advantages; 

first, they are calculated based on the distribution of the reference population (mean and standard 

deviation), and thus reflect the reference distribution; second, as standardised quantities, they are 

comparable across ages, gender, and anthropometric measures; third, Z -scores can be analysed as a 

continuous variable in studies. In addition, they can quantify extreme growth status at both ends of 

the distribution. But Z -scores are not straightforward to explain to the public and are hard to use in 

clinical settings. Hence the growing support to the use of percentiles instead. This is due to the fact 

that Z-scores are developed based on different principles, data sets and have provided different cut 

points for the same anthropometric measures; they could, thus, provide different results. Despite 

being intuitively more understandable, indicative of expected prevalence, percentiles suffer from not 
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being comparable across different anthropometric measures, extreme values get lumped either to the 

lowest or highest percentile and are not suitable for assessing longitudinal growth status.  Further as 

we will see in Section 5.2.2.2, the quality of Z-scores is only as good as the quality of the mean and 

standard deviations used to compute them. This is because summaries used for standardisation in 

form of look up tables available in test manuals (Elliot et al., 1996) run the risk of not only having 

sporadic variability, but also more importantly not being monotonically increasing with respect to age. 

Therefore, they require an appropriate form of smoothing to enhance the sensitivity of cut-off points 

used for development classification. The following sub-section will review the pros and cons of 

standard Z-scores. 

Standard Z-scores 

Simply, a standard score represents the degree to which a child’s raw simple sum score deviates from 

the raw score mean of the ‘normal standard sample’. The terms ‘normal standard sample’ are used 

literally to refer to the cohort of children living in a promotive environment that is conducive to their 

development, and have no known development abnormality. The ‘normal standard sample’ used in 

this research will be described in Section 3.2.1. The scores of this sample of ‘normal’ children will be 

used to characterise normal ability advancement in the other validation samples. The deviation from 

the mean score which interprets the raw score or tells us what the raw score implies given the normal 

sample raw scores is expressed in terms of a standard deviation (SD). It is therefore a measure of the 

distance between the group mean and the assessed child’s score.  

Z scores are based on the assumption that the mean is zero and the SD is 1. Z scores retain the original 

relationship between the raw scores. To calculate a Z score, an examiner needs to know the raw score 

of a child, the mean of the raw score from the standardisation group (M), and the corresponding SD 

of the normative sample. The formula for calculating the Z score is; 
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𝑧 =
𝑋 − 𝑀

𝑆𝐷
 

For example, if a child’s simple sum raw score (𝑋) is 20, the mean (𝑀) for raw scores from the 

standardisation sample is 18, and the standard deviation (𝑆𝐷) for that sample is 10, then the child’s Z 

score is 0.2 (20 minus 18, divided by 10). This means that the child’s score fell 0.2 SDs above the mean. 

If another child’s score is 15, and both the mean and the SD are the same, then the child’s Z score will 

be −0.3 (15 minus 18, divided by 10). This means that the child’s score fell 0.3 SDs below the mean. As 

these examples show, if a child’s score deviates to the negative side of the mean, then the Z score 

value will be negative implying delayed development if the classification cut-off threshold is arbitrarily 

set to be a Z score of 0; if it deviates to the positive side of the mean, the Z score value will be positive 

implying that they are developing normally. The Z score for a child who scores the same as the sample 

mean will be zero (no deviation from the mean). Note that it is clinically much more informative to 

know whether the child performed below, or above the mean for the standardisation group than to 

say that the child scored 20 or 15 in the example above. 

c) Model based Scores  

If we consider the simple sum raw score or another continuous outcome that is an overall simple raw 

sum score, we can use a model based approach to; i) Firstly, produce more appropriate score 

summaries i.e. smoothed raw scores to get scores that are less variable and monotonic with respect 

to age (Cole, 1994b; Carey, et al., 2004). ii) Secondly, the modelling framework allows us to adjust for 

the effect of age that is known to be strongly associated with raw scores and thereby facilitate 

comparison between children. ii) The model based framework will also enable creation of a confidence 

band around score estimates or summary measures that express the uncertainty needed to account 

for variations in test item performance that also varies with respect to age. In the following two sub-

sections i) and ii), we will consider the quantile regression framework that has recently emerged as a 

suitable statistical approach in this child development context (Wei, et al., 2006) and the Generalised 
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Additive Models for Location, Scale and Shape (GAMLSS) regression framework. The contribution of 

this thesis is especially seen in the innovative use of the GAMLSS model that besides offering a 

framework to create confidence intervals also avails several alternative options to compute an overall 

score based on assumptions made on the item response (sum raw score) distribution. 

i. Quantile regression 

Petscher & Logan, (2014) notes that using a linear regression analysis would be the most obvious 

statistical method to model the relation between the continuous overall raw score and age. However, 

our motivation to explore the use of quantile regression in this project are two fold; a) Firstly, the 

regression approach only allows for an estimate of the mean (average) relation between the 

predictor(s) and outcome. Within this child development context, this would not completely meet our 

objective of being able to quantify how far above or below a child’s performance is from the average 

normal population performance. Therefore, quantile regression is more suitable as it provides 

estimates of the relation between the predictor(s) and outcome across multiple points of the 

outcome's distribution. b) Secondly, as noted by Yu, et al., (2003), quantile regression continues to 

emerge as a comprehensive approach to the statistical analysis of linear and non-linear response 

models in many important application areas, such as medicine and survival analysis, financial and 

economic statistics and even environmental modelling. The application of quantile regression 

especially in the application of growth reference charts in children seems to have taken a life of its 

own.  

Quantiles are especially widely used in preliminary medical diagnosis i.e. screening, to identify unusual 

children whose value of some particular measurement lies in the tail of the score reference 

distribution. Both Royston & Altman, (1994) and Cole & Green, (1992) note the need for quantile 

curves rather than a simple reference range arises when the measurement (and hence the reference 

range) is strongly dependent on a covariate such as age. Recently, Quantile regression has also been 
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applied within the multilevel modelling framework to investigate the risk factors influencing child 

development outcomes (Tzavidis, et al., 2016). The chosen quantiles are usually a symmetric subset 

of quantile values that are below and above the median quantile value. They are arbitrarily chosen 

based on research objectives. In this thesis we will explore the use of quantile regression to flexibly 

capture the non-linear relation between the overall raw score and age that usually entails use of an 

appropriate spline within the quantile regression framework. However, as noted in the spline section 

2.3.2.1, this flexibility also puts the quantile regression approach at the risk of non-adherence to the 

monotonicity assumption and will therefore not be considered further.  

ii. GAMLSS regression with Normal and Beta Binomial distributions 

Rigby, et al., (2013) has accredited the focus of the idea of regression analysis where the response 

variable is allowed to vary according to explanatory variables (rather than just the mean or the 

variance) to the work of Kneib, (2013), that used other quantities aside from mean in regression. Apart 

from modelling the mean, modelling the distribution variance as a function of explanatory variables 

has also been discussed previously by Harvey, (1976) and Aitkin, (1987) for normal models and by 

Nelder, (1992) and Nelder & Pregibon, (1987), for exponential family models (using an extended quasi-

likelihood, EQL, approach). Besides being non-linearly associated with age, (as shown in the scatter 

plot of the simple count raw score with age in Figure 4.5 in Section 4.4.4) the GAMLSS model 

framework allows us to appropriately model the shape of the simple sum score (response) distribution 

that varies according to the explanatory variable age.  

Rigby & Stasinopoulos, (2005) explains the ideology that the GAMLSS model is based on; knowing the 

outcome distribution, the parameters and the mathematical structure of a model in real data 

situations is facilitated by a reasonable method to compare between different models and a way to 

check their assumptions. They go on to give the history that preceded its development following the 

development and use of the LMS method in centile estimation of Cole, (1988) and Cole & Green, 
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(1992) who were among the first to attempt to model skewness parametrically, as a function of age. 

Then Rigby & Stasinopoulos, (1996a; 1996b; 2006) introduced the Mean and Dispersion Additive 

models (MADAM) that used additive terms for the mean and dispersion. However, the likelihood 

maximisation used frustrated its comparison with other family models. They assume that the response 

(𝑦) has a parametric distribution 𝑦 ∼ 𝐷(𝜇, 𝜎, 𝜈, 𝜏 ), where 𝜇 and 𝜎 are usually location and scale 

parameters and ν and τ are usually shape parameters. Explanatory variables are introduced into the 

model through predictors that can be linear functions of the explanatory variables or can even take 

the form of the structured additive predictors (Rue & Held, 2005). 

While there is now an enormous amount of literature on the GAMLSS model applications owing to the 

numerous continuous and discrete distributions the response variable can take, little if any has been 

written on its use in modelling child ability development outcomes. The GAMLSS approach can be 

considered in the realm of parametric models as a full distribution that is assumed for the response 

variable 𝑦. Our contribution will showcase the flexibility of the GAMLSS framework to; (a) model the 

overall probability of success of each child to pass administered items given their age by assuming that 

the item binary pass/fail responses follows a beta binomial (BB) distribution, (b) smoothen the overall 

score values that are strongly associated with age or indexes like Z-scores that have unstable 

variability. This will be by assuming a normal distribution that the overall score or index aspires to 

follow that facilitates threshold cut-off selection for delay or disability classification purposes, (c) 

provide a framework to create a confidence bound around score estimates that apart from quantifying 

variability around scores, serves to also create more sensitive score threshold cut-off values for 

development status classification. 

d) Log Age Ratio score (LAR) 

Initially proposed by Drachler, et al., (2007) and also discussed by Cheung, et al., (2008), the LAR 

approach takes into account the difficulty level of each item by first characterising the ideal ‘ability 
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age’ that a typical normal child should pass a given item and pits this estimate against the actual age 

estimate of a child using their responses in the form of a ratio. The fundamental purpose of the 

method is to enable the account for the increase in item difficulty of development tools. Therefore, a 

ratio value of less than one indicates a developmental delay while a ratio of greater than one indicates 

a normal child or an advance in development.  

There are several drawbacks that frustrate this method; firstly, this ratio (score) cannot be estimated 

for children who either pass or fail all test items because it is difficult to estimate the item pass 

probability in these instances due to a lack of identifiability and separation within the GLM modelling 

framework (see Albert & Anderson, 1984; Lesaffre & Albert, 1989; Heinze & Schemper, 2002; Agresti, 

2002, for further details on causes and remedies for nonidentifieability in GLM models). Secondly, as 

the classical LAR employs the GLM-logistic model reviewed in Section 2.3.2.1a), it is therefore likely 

that the computation of scores using this method is to a large extent contingent on the model fit 

performance of the logistic model. Put another way, the GLM model fit is likely to be poor for very 

easy or hard items and also very poor for very young or older children due to nonidentifieability issues. 

Therefore, in as far as the logistic model is a clincher to the suitability of LAR, unless more superior 

robust models can be substituted to the logistic model that are far more resilient to skewed item and 

subject specific item pass probabilities we will not be further considering LAR as a suitable overall 

scoring approach. 

e) Item Response Theory score (IRT) 

IRT models that have their roots from Classical Test Theory (CTT, Hedeker, et al., 1998; 2006; 

Hambleton & Russell, 1993; Lord & Novick, 1968). These models are now an established and well 

researched technique used for the statistical analysis of human assessment outcomes especially in 

education and social-health research contexts. There is a substantial amount of literature that 

chronicles both IRT application (Embreston & Reise, 2000) and theory (De Boeck & Wilson, 2004; van 
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der Linden & Hambleton, 1997). Within each application context, the IRT framework offers a vast 

application spectrum both in terms of measurement and explanation as they are used in the test 

development process to initially aid in item revision (design) and later to help understand why a test 

shows specific levels of reliability and validity using different item analysis indicators.  

The measurement part is often geared towards item analysis and the explanation part is geared 

towards the person analysis. In fact, because the IRT framework connects the psychometrics and 

statistics field, such a broad method base to apply throughout the tool development process becomes 

available to the extent that there is now wide research in Bayesian IRT models (Sheng & Wikle, 2009; 

Kim & Bolt, 2007), IRT estimation methods (Beguin & Glas, 2001), IRT methods to investigate response 

dimensionality (Schmeiser & Welch, 2006) to IRT methods for detecting errors and suitability of items 

(Magis, et al., 2010; Zumbo, 2007). Simply, the IRT framework can be used to carry out almost all 

statistical requirements of the tool development process. Depending on the item response data type 

their varying complexity allows us to address a number of important issues that challenge the creation 

of overall scores including item difficulty, discrimination and different numbers of response items per 

child, hence our motivation of considering them as a suitable approach in this thesis. However, as is 

summarised in Table 2.2, the classical IRT models too have specific weaknesses that our suggested 

extensions will address.   

Item analysis indicators include discrimination (a) parameters and difficulty (b) parameters that are 

examined across the range of the latent variable that are very relevant in this child development 

context. The item characteristic curve is the regression of the probability of endorsing the item (or, in 

achievement tests, the probability of getting the item correct) onto the latent variable score, which is 

the ability of the child variable we wish to quantify. The parametrisation of the various IRT models are 

intuitive. For example, we will see that the higher the difficulty parameter is, the more difficult that 
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item is. One can look at the difficulty of an item across the latent ability range, or one can compare 

difficulty across items at different points in the latent ability range.  

We will first consider the one-parameter (1 PL) IRT model, where only the b parameter varies (one 

variant of the one-parameter model is called the Rasch model (Rasch, 1960). This model has been 

previously discussed and applied by Cheung, et al., (2008), Jacobusse & van Buuren, (2007) and 

Jacobusse, et al., (2006) in a child development context. Discrimination is identified by the slope of 

the item characteristic curve at its steepest point. The steeper the curve and the larger the parameter 

discrimination (a) is, the more discriminating the item. As the discrimination (a) parameter decreases, 

the curve gets flatter until there is virtually no change in probability across the latent ability 

continuum. Items with very low a values are not able to distinguish (discriminate) well among children 

with varying levels of latent ability. We would like to note that this approach does not standardise for 

age, but it has the advantage that the scores are on the same metric across age and can be compared 

across age. Under this approach, children who have the same number of passes will have the same 

score even if they pass different items with different level of difficulty. This may be misleading in this 

child development context not only because specific items test specific ability constructs, but also the 

items differ in difficulty. However, because a child development assessment exposes all children to 

the same set of items, we will consider the 1 PL IRT model in this work. 

The two-parameter (2 PL) IRT model is a generalisation of the one-parameter model and allows both 

discrimination (a) and difficulty (b) parameters to vary in describing the items. A guessing parameter 

or lower asymptote can be added to the IRT model to form the three-parameter IRT model and is 

indicated by the c parameter. The third parameter reflects the probability of passing an item by 

guessing the correct answer (maybe due to experience) at the lowest level of ability. The higher the c 

parameter is, the greater the probability of guessing or selecting the correct answer, even though the 

latent ability is low. The c parameter is often used to model guessing on multiple-choice items and is 



Literature Review 2017 

 

58  
 
 

therefore not relevant in our research context as in as much as item responses are directed to the 

child, it is the examiner who decides whether the target ability construct exists. 

Our work will take advantage of the IRT framework for computing an overall score and allow item 

difficulty, discrimination and different numbers of response items per child to change using the 1PL 

and 2PL IRT models. These 2 IRT models do not also correct for age either. Therefore, this work will 

therefore consider directly adjust for the age effect in the 1PL IRT model using a generalised linear 

mixed model framework approach. 

Table 2.2: Summary of problems of current statistical methods used to compute age estimate and 
overall scores for norm creation using binary item response data 

Approach Method Problems 

Item by item 
analysis 

Generalised Linear Models 
 Adherence of model assumptions are often not met 

especially for‘easy’ items administered to older children 
or ‘difficult’ items administered to young children  

Spline Models 
 Objectively selecting position and number of knots 

 Adherence to Monotonicity assumption 

Generalised Additive 
Models 

 Adherence to Monotonicity assumption 

Overall scoring 

Simple count 

 Assumes each item has similar difficulty 

 Ignores correlation between response items 

 Scores are strongly associated with age 

Standardisation methods 

 Their validity is influenced by the overall score 
distribution that is often skewed 

 Ignores correlation between response items 

 Adherence to Monotonicity assumption of summary 
measures 

Model based methods: 
Quantile and  aGAMLSS 
regression 

 Shares the same limitations of the raw score e.g. 
assuming uniform item difficulty 

Log Age Ratio methods 
 Performance is very reliant on the GLM model used to 

characterise item difficulty and subject specific overall 
probability 

Item Response Theory 
methods 

 Lacks a suitable way of adjusting for the effect of age as 
both b1 PL and c2 PL IRT scores are strongly associated 
with age  

 May be very computer intensive as current software may 
experience convergence problems due to skewed item 
pass probabilities or too many response items 

                      aGeneralised additive models for location scale and shape 
                      bOne-parameter Item Response Theory model 
                      cTwo-parameter Item Response Theory model 
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2.3.3. Post hoc statistical analysis 

We can now appreciate that the successful development of an assessment tool whose data are able 

to adequately classify development status or disability are hugely reliant on good age estimates or 

scores. Despite its complexity the tool development process is self-checking, hence its cyclic nature. 

Therefore, even after completion of the statistical analysis there is still an opportunity for further 

improvement of item quality to enable generalisability of both age estimates and reference norms; 

this warrants a post hoc analysis. The generalisability exercise encompasses the previously mentioned 

reliability and validation analysis in Sections 2.3.1.1 to 2.3.1.3 but tailored to be more rigorous with 

the availability of a larger survey data set to improve item quality but also enable the tool and norm 

references be used to assess different child populations.  

There is also the scaling, linking and equivalence of scores analysis carried out at this last tool 

development stage that also serve the generalisability purpose but these are not covered in this thesis. 

The text books ‘Statistical models for test equating, scaling, and linking’ by von Davier, (2011) and 

‘Test Equating, Scaling, and Linking: Methods and Practices (Statistics for Social and Behavioural 

Sciences)’ by Kolen & Brennan, (2014) have several dedicated chapters that emphasize the formal 

statistical principles of the theory and practice of equating, linking, and scaling scores. Our work will 

instead discuss four post hoc analyses in form of sensitivity analyses, investigating the extent and 

nature of item missingness, both between, within item correlation and item to total sum score 

correlation and checking a few age estimate and score distribution characteristics.      

2.3.3.1. Sensitivity analysis 

All this effort to enhance the current age estimation and norm creation methods is mainly to facilitate 

the appropriate comparison of different types of children with respect to their age, other demographic 

characteristics, culture and ability status. The Receiver Operating Characteristic Curve (ROC) as 

described by Pepe, et al., (2009) and Beck & Shultz, (1986) will be used to compare and contrast the 

sensitivity of the classical overall scoring methods versus the suggested extensions to the overall 
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scoring methods. The ROC summarises the performance of any binary classifier that can be 

summarised in a two by two cross tabulation (as shown in Table 5.2) for various test (score) cut-off 

thresholds. The ROC is found to be a more attractive tool to assess diagnostic accuracy unlike isolated 

measures of sensitivity and specificity (Zweig & Campbell, 1993).   

We have seen that covariates especially age are strongly associated with the child’s development 

process and therefore strongly correlated with raw ability scores. Several authors including Liu & Zhou, 

(2013) also advocate for covariate adjustment when they impact the magnitude or accuracy of the 

test under study. It is also possible that covariates are also correlated with the diagnostic testing 

procedure i.e. a given test, the chosen score cut-off threshold may be influenced by the subject’s 

characteristics they are applied on and therefore in turn influence diagnostic classification (Janes, et 

al., 2009). For example, a certain score cut-off threshold may only be able to appropriately 

differentiate children of a very specific age category. This is usually a consequence of the type of test 

items included in the tool that are only relevant for a specific age range or type of children. 

Hanley & McNeil, (1982) define and describe the use of the Receiver Operating Characteristic Area 

Under the Curve (ROCAUC) to compare sensitivity performance of classifiers from various disease 

contexts. We will use the ROCAUC for two purposes; firstly, in comparing ROC curves from the 

different overall scoring approaches. Secondly in comparing ROC curves drawn from the same scoring 

approach but groups of different aged children i.e. babies (< 1 year old), toddlers (1 to < 3.5 years old) 

and pre-school age children (3.5 to < 7 years old). The latter purpose is to assess if there is an age 

effect on the sensitivity of a scoring approach.  

The pros and cons of using ROCAUC to summarise test sensitivity and specificity across various cut-off 

thresholds has been well summarised and argued by several authors including Hand, (2009), Fawcett, 

(2006) and Bradley, (1997). However, you will notice that each of the arguments is anchored on a 

specific research context or application. In the same spirit we argue that the suitability of ROCAUC in 

a child development assessment also depends on context and more specifically the behaviour of the 
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ROC curves over the entire threshold spectrum. If the classification objective is in a screening scenario, 

then ROCAUC may be suitable as interest lies in identification of ‘suspect’ delayed children. If the 

scenario is a formal diagnosis classification then in line with the demerits outlined in the literature for 

example when the ROC of different scoring methods or different aged children cross, then ROCAUC 

may not be suitable. As outlined in the Standards for Reporting of Diagnostic Accuracy (STARD, 

Bossuyt, et al., 2015) statement initiative, if the prevalence of a condition, its spectrum or study design 

influences the ROCAUC then the measure of diagnostic accuracy should be appropriately justified. 

Here, the objective of using ROCAUC will only be to highlight if there is indeed any difference in 

diagnostic accuracy between methods, and to what extent the child’s age affects the difference in 

scoring method accuracy.  

2.3.3.2. Missingness in test item responses 

While carrying out a development assessment, an examiner is bound to face the challenge of not being 

able to discern with certainty whether a child can or cannot pass the test item either due to lack of 

ability, or the refusal to respond as consequence of another underlying issue. The missing data 

phenomenon is not a unique preserve of child development assessment surveys only. Because a 

particular attribute is measured repeatedly from the same child at one instance, or over a period of 

time, it is quite common to have child subjects with missing values/item responses for one or more 

items in the assessment tool. The underlying issue preventing an expert from discerning whether a 

child can pass an item could be anything from the child being too ill, the child being distracted by tool 

probing devices that are culturally foreign, to even being intimidated by or scared of the environment 

or examiner (Harzing, 2006). Rightfully, we also note that the degree of missingness could be an 

indicator of a poorly translated or adapted tool as well as a poor administration protocol.  

Blom, et al., (2010) has asserted the importance of understanding bias introduced by non-response in 

the context of comparability of child language development multiregional studies. The type and extent 

of item response missingness often has a myriad of effects that negatively influence the validity of 
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inferences made on the computed age estimates or scores depending on the assumptions made about 

the reasons for the missing data during analysis. Dong & Peng, (2013), Tabachnick & Fidell, (2012) and 

Madow, et al., (1983) discuss various forms, patterns and extents of missing data giving various 

recommendations of dealing with each, while Kline, (2005) notes that the more sophisticated methods 

of dealing with missing data are useful if there is an identified systemic pattern and usually require 

specialised software and a sensitivity analysis to compare analyses with and without missing analyses.  

The first issue in dealing with the missing data problem is to explore whether the missing data 

mechanism has distorted the observed data or introduced bias, and subsequently also compromising 

any inference to be drawn from the statistical analysis. Little & Rubin, (1991) formally distinguish 

between three missing data mechanisms that we briefly describe. As explained also by Briggs, et al., 

(2003) and Allison, (2001) data are said to be missing at random (MAR) if the mechanism resulting in 

its omission is independent of its (unobserved) value. If its omission is also independent of the 

observed values, then the missingness process is said to be missing completely at random (MCAR). In 

any other case the process is missing not at random (MNAR), i.e., the missingness process depends 

both on the observed and the unobserved values. Especially in this later missing data pattern, suitable 

methodology of dealing with the missingness should be considered. 

Due to the concern on the negative impact of the missing mechanism will have on the quality of age 

estimates or norms and the drawn inferences, there is a vast amount of literature describing both 

rudimentary and advanced methods to handle missing data e.g. Nakai & Weiming, (2011) and Graham, 

(2009). These methods can broadly be classified into four groups: (a) Complete Case Analysis; where 

when some variables (items) are not observed for some of the units (children), one can omit these 

units with missing items responses from the analysis and only analyse the so-called ‘complete cases’ 

only. (b) Imputation-based methods; where one replaces each missing value with one or more than 

one imputed value and aggregates results of the different imputations. The goal is to combine the 

simplicity of imputation strategies, with unbiasedness in both point estimates and measures of 
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precision. For example, using confidentialised unit record data from the Household, Income, and 

Labour Dynamics in Australia (HILDA) survey, Watson & Wooden, (2012) discussed item non-response 

and the effect of various imputation strategies of analysis methods e.g. wage regression that are used 

as comparative indicators in cross-national surveys. (c) Weighting methods are a third approach based 

on the complete cases but now weighting them with the inverse of the probability that a case is 

observed as discussed for example by Seaman & White, (2013) and Zhao & Lipsitz, (1992). In this way 

cases with a low probability to be observed gain more influence in the analysis. (d) Finally, the use of 

fully model-based procedures also known as available case analysis; which rely on modelling the 

partially missing data using estimation methods such as maximum likelihood (Schafer & Graham, 

2002). These have been extended as described in more recent literature using semi-parametric 

techniques to relax the missing assumptions made (Hens, 2005). This work will investigate the source 

and extent of missing item responses and whether any form of imputation method is necessary in 

Section 4.3.2. 

2.3.3.3. Item to Total Correlation, Correlation within and between test item 

responses 

Assuming that the different item responses from the same child are independent may not be entirely 

true for the following three reasons. Firstly, it is likely that the responses to different items by a given 

child will be correlated as these responses will all depend on their subject specific ability or their 

environment. Secondly, two adjacent tool’s items may be related as they test the same underlying 

construct or ability milestone at differing difficulty degrees. Thus it is likely that a child will respond in 

a similar fashion to two or more items that are adjacent to each other in the tool due to item ordering 

as they are testing the same developmental construct. Thirdly, correlation may arise due to underlying 

population characteristics, or as a consequence of the study design leading to clustering of responses. 

For example, the target population may be a sample of children of the same age with a common 

underlying health condition or disease like malaria that is known to cause specific delay outcomes e.g. 
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onset of walking at one year. Hence it is likely that all responses testing the walking ability construct 

for one year old children will be lower than is expected (Bangirana, et al., 2014). The two overall 

scoring approaches using simple sum scores and Z-scores considered in Sections 5.2.2.1 to 5.2.2.2 

ignore the correlation within a subject’s item responses. Only the IRT framework considered in Section 

5.2.2.3, makes the assumption of local independence i.e. the observed response items 

are conditionally independent of each other given an individual’s score on the ability latent variable. 

This means that the latent variable explains why the observed item responses are related to each 

another as discussed by Lazarsfeld & Henry, (1968) and Henning, (1989). 

The polychoric correlation coefficient (Drasgow, 1988) is usually used to compute the required 

correlation between items. Analogous to Pearson’s or Spearman’s correlation coefficients, polychoric 

correlation is a measure of association but for ordinal variables with the underlying assumption of a 

joint continuous distribution. It is a technique for estimating the correlation between two theorised 

normally distributed continuous latent variables from two observed ordinal variables. In this case the 

continuous latent variable is ‘ability’. The method is frequently applied to assess correlation of 

personality test responses that have rating scales with a small number of response options. The 

smaller the number of response categories, the more correlation between continuous variables will 

tend to be attenuated. This method will also be used to assess and quantify the item to total 

correlation. In our work that involves binary data, the contribution of the item will be removed from 

the overall raw score before the item and overall correlation is computed as we will be mainly 

interested in assessing that the correlation is within an acceptable level which implies the suitability 

of that item. Ekstrom, (2011), Bonett & Price, (2005) and Lee, et al., (1995) have written extensively 

on this method of correlation calculation.  

2.3.3.4. Important Assessment Tool, Age Estimate and Score Properties 

This section highlights three key tool attributes that are important to bear in mind while choosing a 

source tool to adapt and which should carry over to the final adapted tool. These attributes discussed 

https://en.wikipedia.org/wiki/Conditional_independence
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in sections a) to c) below can quickly and easily be discerned from the tool’s milestone charts of age 

estimate or score summary measures. Hence we note that with appropriate age estimation and 

scoring methods, we are not only able to better assess if these attributes are present in appropriate 

form in the new adapted tools, but we also are able to improve their quality. 

a) Ordering of item age estimates and overlap  

Section 2.3.2 has reviewed the statistical methods to convert binary item responses into meaningful 

reference age estimates or overall scores for ability classification. These age estimates or score are 

summarised in form of graphical milestone charts such as the one shown in Figure 3.5. We would like 

to note at this point that it is important and reasonable for the age estimate values to overlap to a 

reasonable degree for the following reasons; 

1. If the age estimates of two adjacent items considerably overlap, it indicates that both items 

are in essence testing the same construct to the same degree of difficulty. Hence, both items 

may not be required unless they are used as substitutes of each other in the event that one 

of them cannot be assessed.  

2. There should be no ‘gaps’ between age estimates at the percentile of interest between 

subsequent test items. The presence of a gap implies that the tool does not have an item that 

can test the ability trait over the length of the gap for age. 

3. The age estimates for both the lowest and highest percentile of interest should always be 

monotonically increasing. This is to reflect the design of development assessment tools that 

are purposefully designed to increase in difficulty so as to differentiate specific items that a 

child can pass and those that they cannot in order to quantify their ability status. 

The source and cause of the above characteristics if poor could be caused at the item/tool design stage 

where an item testing ability at that age is lacking, or could be a manifestation of variability of data 

causing a great shift in age estimates between subsequent items, or a weakness in the item by item 
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analysis that computes the age estimates as a consequence of inferior statistical item modelling 

methods. Such are the issues that we hope our suggested robust statistical methods will address. 

Figure 2.2 below is a mile stone chart with age estimates for the 25th, 50th, 75th and 90th probability 

percentiles of passing an item from the work done by Wijedasa, (2012) in Sri Lanka using the Denver 

Developmental Screening tool. It presents an example where the above three attributes are lacking. 

This lowers the ‘confidence’ of using the tool in its current form to classify development status. The 

red dotted box highlights a gap in the personal social domain between the fourth and fifth items. 

Therefore, this chart cannot adequately assess the ability of a child who is four to six months old or be 

able to differentiate their ability appropriately. Also, notice the extent of overlap of subsequent items 

as shown in the blue dotted box. The rather significant overlap in the three items in the personal social 

domain suggests that these items could be testing the same ability construct for the ages 15 months 

to approximately 24 months.   
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Figure 2.2: An extract from the Denver Developmental Screening Test for Sri Lankan Children (DDST-

SL) showing gaps (red dotted box) and too much overlap (blue dotted box) in tool item age 

estimates. *Adapted from Wijedasa, ( 2012).  

 

b) Evaluation of assessment Score Cut-off thresholds 

Stopping rules in the context of developmental assessment tools refers to the criteria used to decide 

if a child can no longer pass subsequent items i.e. the child has reached their ability defining threshold. 

To the best of our knowledge this issue of identifying an objective criteria to stop testing a child has 

not been adequately discussed within a child development context.  

The last item passed defines the child’s ability milestone given their age which subsequently classifies 

their development status. This begs the question ‘when do you stop testing?’ A too conservative 

stopping criteria may be too stringent and therefore underestimate ability, and at the same time a 

less conservative approach may mislead or overestimate the true ability classification of a child. Often, 

the same stopping rules stipulated by the source tool are directly used in the new setting without any 
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consultation on their suitability in the new setting. For example, the stopping rule used for the MDAT 

tool described in Chapter three was directly adapted from the source tools used to compose the final 

tool. We wish to make the point that regardless of the stopping rule used, or whether an objective 

method has been used to select it, its degree of conservativeness has a direct bearing on the sensitivity 

performance of the tool. However, in this thesis we do not investigate this issue as this would require 

a comparison of two or more studies run in parallel, or a simulation study with exactly the same 

characteristics but different stopping rules and assess the impact of changes in stopping rules on the 

sensitivity of ability status classification.  

c) Score Distribution and Monotonicity assumption 

The univariate score distribution or with respect to age is key in informing the suitability of the 

threshold cut-off methods and values used for development status classification. This is because the 

cut-off method’s appropriateness is pegged on adherence to the various computed score distribution 

assumptions. For example, we saw the relevance of the normal distribution in Section 1.1.2 above to 

give reassurance that the normal scores are from a representative sample and hence the normal 

distribution property can be utilised for disability status classification. Using several educational and 

psychological experiments, the work of Micerri, (1989), Cook, (1959) and Lord, (1955) have discussed 

departures from normality in educational test scores. They showed that the normality assumption is 

rarely met but is usually negatively skewed and platykurtic.  

In this child development context, apart from score distribution adherence to underlying model 

assumptions, there are two other important implications; firstly, the score distribution influences the 

choice of overall score transformation as discussed in Section 2.3.2.2 above. Secondly, it is important 

to consider the score distribution with respect to age to advice on the most appropriate method to 

choose cut-off thresholds needed to classify the development status of children of different ages. This 

is where the monotonicity assumption becomes relevant since as ability trait levels increase (with 

increase in age), older children are expected to pass more items of achieve higher overall scores. 
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Therefore, if the scoring method does not correct for age, higher cut-off thresholds will be required 

to correctly classify the development status of older children with higher item pass rates. 

Section 5.3 will explain in detail our two goals in as far as the relevance of the score distribution is 

concerned. The first is to check the adherence of the overall score to the normality assumption so as 

to advise on the most suitable method to choose cut-off thresholds. Secondly, depending of the 

scoring method used we will assess the distribution of scores with respect to age and check whether 

the age effect on scores has been eliminated as well as investigate if the monotonicity assumption has 

been adhered to. This is especially to augment the method used to choose and apply more sensitive 

cut-off thresholds on overall scores needed to classify the development status of different aged 

children.  

2.4. Summary of the systematic review  

To review and take stock of the currently applied methodology used by researchers and make a 

detailed assessment of the translation, adaptation, age estimation and overall scoring methods that 

are currently used in practice, a formal systematic review was conducted. A detailed account of the 

systematic review methodology, data extraction processes and explicit review findings are available 

in a separate report. This section summarises the key points revealed from the current state of 

methods employed in the development of child assessment tools and scoring in developing countries. 

While some studies attested to the growing interest in the application of appropriate methods to 

culturally adapt assessment tools, several studies also declared the importance of or need for 

developing culturally adapted tests. To achieve this, adequate and appropriate application of 

translation, adaptation, scoring and statistical methodology in the assessment tool development are 

necessary. Following the realisation of the lack of uniformity in reporting of translation and adaptation 

studies and the statistical methods involved in age estimation, scoring and norm reference creation, 

a quality criteria checklist with 25 pertinent qualities to assess the quality of reporting of child 



Literature Review 2017 

 

70  

 

assessment tool development studies was developed. The developed quality assessment checklist 

scored and classified a retrieved reference as either poor or of minimal adherence, as having partial 

and moderate adherence, or extensive to excellent adherence to the application recommended 

scientific research methods in this regard. 

Section 2.3.1 has discussed the most commonly mentioned and used statistical procedures involved 

the establishment of agreement between source and final tool developed. The analysis of agreement 

mostly took various forms of correlation to assess reliability especially the use of Cronbach’s alpha. 

Few studies mentioned and used classical statistical procedures such as logistic regression, analysis of 

variance (ANOVA), analysis of covariance (regression, ANCOVA) or the more sophisticated scoring 

methods including Rasch models and IRT (item response theory). Even fewer studies adjusted for the 

effect of age on overall scores. This realisation offers the evidence for the importance and relevance 

of the work of this thesis.  

The systematic review confirmed that while some studies attested to the growing interest in the 

application of appropriate methods to culturally adapt assessment tools, several studies also declared 

the importance of or need for developing culturally adapted tests using scientific methods. More 

importantly, very few studies carried out any analysis to assess scoring and for the creation of norms 

as well as to adjust for the effect of age. 

2.5. Summary  

Section 2.4 has summarised the key findings of the systematic review discussing both aspects that 

need more work and at the same time areas that have made tremendous advancement. In conclusion 

to the recommendations outlined above; firstly, the application of appropriate methodology of 

translation, adaptation and norm creation methods depends on primarily on available resources and 

research objectives. Secondly, the continued demand for both higher quality methodological 

application accompanied by both adequate and uniform reporting of the process of assessment tool 
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development studies will improve the current state and practice of this research. The quality 

assessment criteria checklist described in Section 2.4 pointed to pertinent qualities we should seek in 

a tool that we use as a source for adapting. Further, these qualities should also be carried on to the 

final tool that is the output of the translation or adaptation process. These can be summarised as 

follows; 

 Look for a tool with a comprehensive manual describing the normative or standardisation 

sample, reliability and validity levels as well as its implementation procedures. 

 Look for a recently adapted tool, that pairs well with your research objectives and expert 

capacity as well as being extensively researched and reviewed in literature. This will save you 

on important resources and avoid a false start in your research as most of the current 

translation adaptation or scoring issues you may be unaware of will most likely be already 

addressed and reported. 

The important issues of methods involved in the development of child assessment tools and how 

exactly they influence the statistical methodology used in the creation of scores have been identified 

and discussed. We have gone further and given a summary of the collected hard evidence of current 

practice in the translation and adaptation as well as the statistical methods used in the computation 

of child development assessment scores. Therefore, we can now appreciate the potential gaps in this 

research area. The next chapter will describe the adapted tool that was used to collect the data used 

in this thesis to extend current scoring and norm creating methods.  
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3. The Malawi Development Assessment Tool  

3.1. Introduction 

The objectives of this chapter are: a) to introduce and describe the assessment tool used in this 

project, and b) to qualify the fact that if one aspect of the tool is not of good quality, then the quality 

of every other subsequent stage leading to the creation of age estimates, overall scores or reference 

norms may be compromised. In particular, even with robust scoring methods, the sensitivity to classify 

the disability status of children may still be compromised.  

The creation of the Malawi Development Assessment Tool (MDAT) was through an elaborate mixed 

method process involving both qualitative and quantitative strategies that is well documented in 

Gladstone, et al., (2008; 2010a; 2010b). The items in the MDAT tool were mainly taken and adapted 

from some of the popular established tools including the Denver Developmental Screening Test 

(DDST) II, Ages and Stages Questionnaire (ASQ II), Ages and Stages-Social Emotional (ASQ-SE) tool, 

Bayley Scale of Infant Development (BSID III) tool, Bayley Infant Neurodevelopmental Screener (BINS) 

tool and Griffiths Mental Development Scales tool.  

Section 3.2  introduces and describes the MDAT study. Sections 3.2.1 to 3.2.6 describe aspects of the 

MDAT tool including the assessment tool kit with culturally appropriate probing props used while 

carrying out assessment, the elaborate process of recording responses from the MDAT tool up to the 

point of data entry ready for formal statistical analysis to compute age estimates and create reference 

norms. Section 3.3 concludes the chapter with some recommendations for selecting a high calibre tool 

to use as a source for adapting or qualities that a tool should have to ensure high quality data is 

collected. With an appreciation of the data collection instrument and its vital role, the stage will be 

adequately set for the reader to easily understand the data characteristics described in the fourth 

chapter.  
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3.2. The Malawi Development Assessment Tool study 

This section describes the MDAT study (i.e. the country and regions where the study was carried out), 

the development process used to develop the MDAT tool items, item descriptions and item response 

recording on the MDAT assessment chart and data spreadsheet.  

3.2.1. The MDAT Study Population Description 

The Republic of Malawi is a landlocked country in Southeast Africa. It is bordered by Tanzania to the 

North, Zambia to the Northwest and Mozambique to the East, South and West. It is among the world’s 

least developed countries according to the Human Development Index as included in a United Nations 

Development Programme's Human Development Report last released on March 2013 and compiled 

on the basis of estimates for the year 2012. The MDAT 2007 study population come from Blantyre, a 

district in the Southeast of Malawi as shown in Figure 3.2 below. The capital city, also called Blantyre, 

is in this district that covers an area of approximately 2,012 km2 with a population of about 809,397 

people. 

To recruit children, one in every three mothers in clinic was requested to bring one child to their next 

appointment. A quota sampling technique similar to that used by Frankenburg, et al., (1992) where 

target numbers of children age between zero and seven years spanning 34 age groups were sought. 

Children's ages were determined from available birth data or from the ‘health passport’. This is a 

document in form of a card that mothers in Malawi carry with them to all their health appointments 

(the document is used to record relevant child health data such as their birth dates, vaccination data 

or any growth measurements taken). Once enough children of a particular age range were recruited, 

no more children of that age range were invited to participate. Children of ages where there were 

inadequate numbers were targeted by requesting mothers to only bring children of those ages.  

Healthy and normally developing children born to mothers attending post-natal clinics (one per family) 

without any known form of delayed development or disability between the ages of zero to seven years 

meeting the study inclusion criteria and who were receiving appropriate medical support were 
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included in the MDAT 2007 study. Those with significant malnutrition (weight for height Z score ≤ 2 

using WHO (2011) criteria), significant medical problems, prematurity of 32 weeks or less (reported 

or measured on antenatal ultrasound), or significant neurodisability were excluded as the aim was to 

create a developmental assessment tool that identified children with developmental delay. Relevant 

sociodemographic characteristics were collected using similar questions as the 2005 Malawi 

Demographic Health Survey.  

Figure 3.1: The MDAT Flow diagram of the recruitment of families and children for the MDAT study. 
 

 

 Source: Gladstone, et al., (2010a) 

Therefore, as shown in Figure 3.1, to test the performance of the final MDAT draft III, a total of 1,513 

children from four sites in the Southern region of Malawi were recruited and assessed. These were 

three rural and one semi-urban sites (Namitambo, Mikolongwe, Nguludi, and Bangwe), which were all 



The Malawi Development Assessment Tool 2017 

 

76  

 

taking part in a larger antenatal trial. Assessments occurred over a year from June 2006 until July 2007 

using a team of six well trained research midwives in local antenatal clinics in each of these areas. 

There is an additional cohort of 120 children who were classified as malnourished according to the 

recommended WHO stunting and malnutrition criteria (2005) i.e. -2 SD below the norm for Height for 

Age Z scores from the median Height for Age of the reference population was recruited. However, for 

this study, very severely malnourished children (less than -2 SD weight for height Z score) were 

excluded. Another cohort of 80 children formally diagnosed with a known neurological disability by 

child experts was recruited from Cheshire and Moyo care centres that care homes for disabled 

children in Malawi. These two non-normal cohorts will be used for validation purposes of the 

suggested statistical scoring methods once the respective age estimates, overall scores and norms for 

developmental milestones have been developed using the standard normal child cohort data sample.  
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Figure 3.2: The MDAT study data collection sites.  

Location of Malawi in the Africa continent Neighbouring countries of Malawi  

 

 

Preliminary Study: 
Lungwena in 2000/1  
(n=1130 children aged 
 0-6 years) 

Main Study: 
 Blantyre in 2006/7  
(n=1446 normal 
children aged 0-7 years) 
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3.2.2. The MDAT Item Development Process 

The work of Gladstone, et al., (2008; 2010a; 2010b) has highlighted the importance of applying 

scientific methods to create a culturally appropriate tool by translating and adapting established 

western tools. In turn more robust statistical methods have a better chance to make more accurate 

age estimates, scores and norms for children from a different cultural setting. As was described in 

Section 2.3, the commonest tool development process is usually iterative where item quality can be 

improved at every stage of development. The intricate process of the tool development is adequately 

described in many handbooks e.g. ‘A handbook of test development’ (Downing & Haladyna, 2006). 

Table 3.1 shows a summary of the seven steps MDAT development process. 

Table 3.1: A summary of MDAT item development process. 

Phase Stage Activity 

1.Tool development 

1. Item selection 
Tool background re-analysis of qualitative 
data to selected items to include 

2. Item review 
Using expert steering groups, focus 
groups and methods such as †Delphi  to 
review items 

3. Pre-testing 
Small scale interviews to test and train 
administrators and resolve any identified 
issues 

4. Piloting 
Piloting and resolving issues by consensus 
meetings 

5. Data collection, norm creation 
and reliability and validity testing 

Resolve any pending or new realised 
issues before releasing final tool 

2. Further quantitative 
(statistical) evaluation of 
psychometric properties of 
the tool items 

1. Applying statistical methods to 
improve tool quality 

Quantitative item reduction, 
psychometric evaluation and sensitivity 
analysis 

2. Final tool release 
Collect item data and classify 
developmental status  

†Delphi, see Linstone, (1975), Brown, (1968) and Norman, (1963)  

As described in detail in Gladstone, et al., (2010a), following preliminary and qualitative studies, the 

initial MDAT draft developmental assessment tool had 162 items in four domains of development. 

Figure 3.3 shows the stages in the creation of items included in the final MDAT tool where after face 

and content validity testing and piloting, the draft tool was expanded to 185 items. As described in 

Section3.2.1, 1446 normally developing children aged zero to seven years from rural Malawi were 

assessed. The performance of items was examined using logistic regression and reliability using kappa 
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statistics. All items were then considered at a consensus meeting and any items performing badly, 

those that were unnecessary or difficult to administer were removed, leaving 136 items in the final 

version of the MDAT.  

This was then followed by various forms of reliability and validity analysis including the resolving of 

issues by consensus as recommended by Pope, et al., (2000). The MDAT tool was externally validated 

by comparing age-matched healthy normally developing  children with those who had a potential to 

be delayed in ability development or disabled from the (neuro) disabled (n=80) and malnutritioned 

(n=120) cohorts. The remaining items in the MDAT had good reliability values of 94% to 100%. All 

included items used for scoring had kappa values that were greater than 0.4 for interobserver 

immediate, delayed, and intra-observer testing. A significant differences in overall mean scores (and 

individual domain scores) for children with neurodisabilities (35 versus 99 [p<0.001]) when compared 

to normal children was demonstrated, see Gladstone, et al., (2010a). 

The initial analysis carried out during the development of the MDAT tool, using a pass/fail response 

technique similar to the Denver II, found that 3% of children with neurodisabilities passed in 

comparison to 82% of normal children, demonstrating good sensitivity (97%) and specificity (82%). 

Overall mean scores (computed by simply adding passed items, see Section 2.3.2.2) of children with 

malnutrition (weight for height <80%) were also significantly different from scores of normal controls 

(62.5 versus 77.4 [p<0.001]). Further, the scores in the separate domains, excluding social 

development, also differed between malnourished children and controls. In terms of pass/fail, 28% of 

malnourished children versus 94% of controls passed the test overall. By applying more robust scoring 

methods, this work hopes to significantly improve these initial sensitivity estimates.  
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Figure 3.3: Stages in the creation of final MDAT tool. 
 

 

Source: Gladstone, et al., (2010a). 
Note the error in arrow labelling in preliminary study of GM domain in red dotted box; two items should  
have been added and one item removed. 

3.2.3. The MDAT Tool Item Description and Characteristics 

The MDAT tool is composed of four domains (Gross motor, Fine motor, Language and Social skills) 

each with 34 items, designed to assess ability development in children who are zero to seven years of 

age and specifically developed for use in Malawi. Figure 3.4 shows the actual MDAT developmental 

questionnaire chart for the gross motor domain, showing items that are ideal for babies (< 1 year old), 

toddlers (1 to < 3.5 years old) and pre-school age children (3.5 to < 7 years old) in the blue, green and 

red dotted boxes respectively. The pictures for each item were developed by an artist to vividly portray 

what each item or task was evaluating as an aid during its administration. As explained in the MDAT 

manual, this form of the chart’s structure allows its practical use at the place of examination during 

assessment.  
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In tools that measure achievement or ability, items are usually arranged in increasing order of 

difficulty. Since age has been shown to be strongly correlated with ability scores, then it is expected 

that as age increases, the dexterity of the child and therefore ability of the child should or is expected 

to increase monotonically. A logical way to measure ability development is thus to challenge it to the 

extent of neatly revealing a subject specific item beyond which a particular child can no longer 

convincingly pass any more administered tasks depending on the stipulated tool’s assessment 

stopping rule. By using a score threshold computed from the number of items passed, the child’s 

ability status can then be classified as either delayed, suspect delayed or normal by its position (value) 

in comparison to other normal children.  

The MDAT items are also arranged with increasing difficulty as it is expected that a child’s dexterity 

should increase with age. In an ability assessment context, this ascending ordering of items with 

respect to their difficulty also serves the purpose of exhuming confidence to encourage a child to 

deliver on various harder tasks given that they can deliver easy ones. An expert is advised to start 

administering easy items to continuously encourage, build a rapport with the child and simultaneously 

make them feel comfortable as the assessment proceeds to more difficult tasks i.e. the difficulty of 

items should be increasing monotonically. The MDAT manual recommends starting the administration 

of items with the Personal-Social domain, then the Fine Motor domain, the Language domain and 

finally the Gross Motor domain. This order allows for both examiner and child rapport establishment 

with items requiring less active participation of the child to be administered first and items requiring 

greater ability and confidence to be administered last. The scoring methods chapter will especially 

reflect how best to accommodate this item monotonicity feature in the computation of scores. 
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Figure 3.4: MDAT gross motor tool chart. 

Gross Motor Chart 

 

 

                                                     Items that are ideal for babies (< 1 year old), toddlers (1 to < 3.5 years old) and pre-school age children (3.5 to < 7 years old) in the blue, green and red dotted 

                                                    boxes respectively. Black dotted box shows starting item to assess a 1 year old child. 

 

Items ideal for 
babies: < 1 year old 
 

Items ideal for 
toddlers: 1 to < 3.5 
years old 

 

Items ideal for pre-
school age 
children: 3.5 to < 7 
years old 
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Table 3.2: Gross motor item description list 

Type of item Item # Gross Motor domain item descriptions 

Ideal items for infants 
<1 year old 

1 GM1 - lifts chin up off floor for a few seconds 

2 GM2 - prone, head up to 90 degrees 

3 GM3 - holds head straight or erect for few seconds 

4 GM4 - pulls to sit with no head lag 

5 GM5 - lifts head, shoulders and chest when prone 

6 GM6 - bears weight on legs 

7 GM7 - sits with help 

8 GM8 - rolls over from back to front 

9 GM9 - sits without support for a period of time 

10 GM10 - sits by self well 

11 GM11 - crawls (in any way) 

12 GM12 - pulls self to stand 

Ideal items for toddlers 
1 to <3.5 years old 

13 GM13 - able to stand if holding on to things 

14 GM14 - walks using both hands of somebody 

15 GM15 - walks with help - hand or furniture 

16 GM16 - walks but falls over at times 

17 GM17 - stoops and recovers 

18 GM18 - walks well 

19 GM19 - runs (basic running) 

20 GM20 - kicks a ball in any way/tries to kick ball 

21 GM21 - runs well (confidently) stopping and starting without falling 

22 GM22 - kneels and gets up without using hands 

Ideal items for 
pre- School age children 

3.5 to <7 years old 

23 GM23 - throws a ball into a basket (at least one of 3 times) 1 metre away 

24 GM24 - runs, stops and is able to kick a ball some distance 

25 GM25 - jumps with feet together off ground 

26 GM26 - jumps over line/string on the ground 

27 GM27 - stands on 1 foot for less than 5 seconds 

28 GM28 - walks on heels 6 + (or more) steps 

29 GM29 - jumps over piece of paper 

30 GM30 - walks on tip toes 6 + (or more) steps 

31 GM31 - hops on one foot 4 steps 

32 GM32 - stands on 1 foot for a longer time 

33 GM33 - can throw ball in air and catch it with 2 hands 

34 GM34 - heel/toe walk precise one foot behind other along chalk line 
           Items in grey are examples of a tests assessing a child’s walking ability (same construct) at different difficulty levels. 

           Items in blue are examples of items that returned count data but were dichotomised. 

           Item in red box shows the ideal starting item to assess a 1 year old child.  

 

The MDAT also has items that returned counts of the number of times a child could repeatedly and 

successfully perform a given task. Such items were categorised into binary responses. For example, as 

highlighted in blue in Table 3.2 in items GM 28 and GM 30 in the gross motor domain that inquired 

how many steps a child could walk on heels or toes i.e. number of steps taken. This was broken into 

two questions/tasks where a child was expected to walk on heels at least six steps and another 
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subsequent question/task expecting the child to walk on toes at least six steps given age. The former 

task of walking on heels is easier than the latter, therefore it was expected that a younger child should 

have been able to do this better than walking on their toes. Each child would then be evaluated on 

the basis of whether they could perform the task or not, thus conforming to the binary response set 

up of assessed tasks. While this dichotomisation process was done purely for clinical interpretation 

convenience, to ease item the administration and interpretation, it may have led to loss of information 

(Royston, 2006). Worse still, it may have also introduced or increased the correlation between 

responses of these items. This is because the two new questions are asked in sequence as they both 

test the same construct but demand different ability levels.  

Intuitively, from the description of various items shown in Table 3.2, it is also clear that some items 

are related or are testing the same construct even if to a differing degree. For example, items GM 6, 

GM 12, GM 13, GM 14, GM 15, GM 16, GM 18 and GM 19 that are highlighted in grey all assess a 

child’s ability to use their legs and walk at different levels increasing in difficulty. Further, we note also 

that being able to deliver on some items depends on delivery of other items implying that not only do 

the items increase in difficulty, but there is dependence in their responses. This item dependency 

manifests itself as a correlation between item responses. For example, a child has to be able to stand 

comfortably before they can walk or even try to run properly. Thus it is expected that as a child 

advances in age, they are able to pass more complex items and hence the design of the items to 

increase in difficulty. The initial ordering of MDAT items was by consensus and after formal statistical 

analysis to produce age centiles, a final rearrangement was done. Section Error! Reference source not 

found. will highlight the fact that the suggested robust item by item age estimate methods may 

suggest different ordering of items. 

3.2.4. The MDAT Assessment Tool Kit 

The assessment tool kit refers to the equipment used in the assessment process. These include both 

machines operated by experts to measure height and weight such as weighing scales or ‘slings’ as well 
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as play items or toys to encourage play in children to help solicit the required responses from children. 

We note the distinction of the assessment tool kits and more specifically items of play found in 

western versus non-western settings. For example, as is shown in the Figure B.1 in Appendix B, the 

weighing scales found in western settings are likely to be more advanced having higher calibration and 

accuracy levels. In contrast, the weighing equipment found in non-western settings are likely to be 

very basic and have lower accuracy levels.  

Gladstone, et al., (2010a) further explained that there are also culturally inappropriate question props 

that make up the assessment tool item kit e.g. ‘prepares cereal’ or ‘plays board games/card games’ 

are uncommon house chores or play activities for children in rural Malawi. Notably the ‘pink doll’ in 

the Denver Developmental Screening Test (DDST) source tool kit was found to be terrifying to most 

children during the piloting of the MDAT tool. Indeed Malawian children have seen a doll, but probably 

not a pink one. Thus many got scared making it difficult to carry out the assessment. Some of the 

naming questions in the Language section of the DDST or Denver II have pictures of objects that 

children, at least in the part of rural Malawi studied, have never seen before, such as a horse. Such 

alien play or probing items make it difficult for children to name them, especially as many children 

have also never seen pictorial representations of these objects in a book at their age. 

Therefore, some items’ administration style and kit may have to be altered for it to be suitable in a 

new setting. Instead locally available materials and props that children are familiar with should be 

used. Therefore, application of adapted tools with unadapted kits may still cause invidious reactions 

from children that will consequently lead to wrong ability status conclusions. In such instances local 

information and knowledge will offer feasible alternatives if the necessary equipment is not available 

or culturally suitable. We recommend also adequately describing such instances of unsuitable play or 

probing item kits. This reporting as was done for example by Pfeifer, et al., (2011), provides a source 

of valuable information for future researchers. 
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3.2.5. Recording an outcome using the MDAT tool 

The assessment using the MDAT Draft III tool with 136 items took approximately 35 minutes in a quiet 

location that could even have been outdoors. Five to seven children were assessed daily by two to 

three research midwives trained on the MDAT use at two of the four different sites. Where possible, 

items were directly observed, but items were accepted by report if the mother was very clear that the 

child could do the item and there was no doubt when assessing associated areas of development. 

Items were scored as pass or fail, and if the child was uncooperative or unwell, items were scored as 

‘don't know’. Items were assessed until the child failed seven consecutive items as described in the 

MDAT manual. Aside from age, other relevant demographic details presumed to influence ability 

development including gender and social economic status are also collected. 

If the child successfully performs the item, they ‘pass’ and a score of ‘1’ is assigned. If the child does 

not successfully perform the item or the caregiver reports (when appropriate) that the child does not 

do the item, they ‘fail’ and a score of ‘0’ is assigned. A ‘no opportunity’ outcome is often described 

when the child has not had the chance to perform the item due to restriction from the caregiver or 

for other reasons such as the item not being available to do or testing having to stop due to problems 

from the point of view of the examiner. A ‘refusal’ is where the child declines to attempt the item, 

again due to various reasons like fear, uncooperativeness or they are just too unwell on the day 

considering that recruitment in developing countries is often done in referral clinics or hospitals. In 

such instances, the parent can administer the item rather than the researcher as they are more 

familiar with the child. These items with no opportunity, refusal or no response are often recorded as 

a blank and analysed as missing data. One therefore needs to be as clear as possible when scoring 

items about whether the child is refusing because they cannot do the item or whether they are 

refusing because they do not want to do the item.  

Figure 3.5 also shows how an examiner will score items for a child who is one year old. Recall that 

tasks 1 to 34 have been arranged in ascending order of difficulty given age. The yellow line at one year 
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corresponds to item 13 whether it is expected that a child of this age should pass. The examiner starts 

by asking easier questions to the left of the one year mark (yellow dotted line).and once it is apparent 

that the child can deliver (see tick () marks on the chart) on these trivial tasks given their age, starts 

asking tasks to the right up to the point where the child can no longer respond (see cross (X) marks on 

the chart) given the stopping rules defined in MDAT manual. Items that are ideal or likely to be asked 

to babies (< 1 year old), toddlers (1 to < 3.5 years old) and pre-school age children (3.5 to < 7 years 

old) are highlighted in the blue, green and red dotted boxes respectively. We also note that in the first 

year from birth, the rate of development in each domain is quite rapid as can be seen by the steep 

initial gradient of percentile estimates in the first six months post-birth from the chart. Therefore, to 

be able to notice development differences, the scale for the first year has been magnified and shows 

changes on a monthly basis. In our methods chapter we will assess how well the item modelling 

approach captures this initial rapid rate of child development in the first few months after birth. 

We would like to note that the recording of item responses is crucial as it is possible that the child may 

not able to carry out some tasks below item 13 and also may be able to still carry out tasks above the 

final item administered. Thus this item response recording may inadvertently introduce a form of bias 

or missingness pattern. However, while noting the importance of the item recording mechanism, we 

wish to note that this is a development assessment context so items are ordered in terms of difficulty. 

Thus if we are using  a well-developed and validated assessment tool, it is reasonable to assume a 

non-response after reaching the child’s final item means that a child has not yet developed the 

dexterity or skill to that level. Thus even if items beyond their threshold were administered they would 

still fail, and if they pass then it calls into question the soundness of the MDAT tool. Further, from a 

pragmatic point of view, considering that researchers want to save on time and assess as many 

children as possible, if a child walks into the examination room then it is reasonable to assume that 

they did at one time pass all preceding easier items testing their head support or crawling abilities.  
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Figure 3.5: Scoring child ability using MDAT chart. 
  

 

Chart used by Gladstone, et al., (2010a) but drawn using age estimates using 2007 MDAT survey data. Items that are ideal for babies (< 1 year old), toddlers (1 to < 3.5 years old)  

and pre-school age children (3.5 to < 7 years old) in the blue, green and red dotted boxes respectively. Yellow dotted line shows the starting assessment point for a 1 year old child. 
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3.2.6. Item response recording into an analysis spreadsheet  

We have seen that either the chart in Figures 3.4 or 3.5 can be used to collect item responses following 

instructions in the MDAT manual. This section explains how these responses are represented in a 

typical data spreadsheet. The columns in the spreadsheet represent variables corresponding to tool 

items and other demographic variables while the rows represent responses for each child or cases in 

the study that was assessed by the expert. We will explain the process using a hypothetical example 

of item responses of a typical 1 year old child ID 001 shown in the Figure 3.5.   

Table 3.3: Item responses entered into spreadsheet. 

Child ID Age 
Other 

Demographic 
variable(s) 

GM 
Item 1 … 

GM 
Item13 

GM 
Item14 

GM 
Item15 

GM 
Item16 

 
GM 

Item20 … 
GM 

Item33 
GM 

Item34 

001 1  1 … 1 1 1 1 … 0 … 0 NA 

002 0.7  1  1 0 0 0 … 0 … NA 0 

003 0.1  1  0 0 0 0 … 0 … 0 0 

004 1.5  1  1 1 1 1 … 1 … 0 0 

005 3.6  1  1 1 1 1 … 1 … 0 NA 

… … … … … … … … … … … … … … 

†n=1446 … … … … … … … … … … … … … 

†n refers to the sample size of the MDAT study. Age is given in years 

A one year old healthy normally developing child typically should be able to respond positively to all 

questions from task 1 to 13 (highlighted in red in Table 3.3) before starting to experience any difficulty. 

As is explained in the latest version of the MDAT manual, the expert starts by asking a few easier 

questions to the left of task 13. Once it is clear that the child can respond to these he/she proceeds 

on to administer questions 14, then 15 and so on until it is apparent that the child is struggling to 

respond to any further question. For this child, we see that they responded to all questions up to item 

20 at which point the assessment stopped. Notice that all questions from 1 to 19 will have a pass 

response indicated by a 1, question 20 will have a fail indicated by a 0 and subsequent questions will 

not be administered. Child ID 002 is a slightly younger that child ID 001 thus he/she was only able to 

pass all items from item 1 to 13 only.  

With this mode of administering items to children, a typical spreadsheet should have a general 

monotonic pattern of completed tasks to the left of their starting point, and any fails or missing items 
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should be on the right hand side of their starting point. How far below or how far above the normal 

threshold a child’s positively responds defines the extent of delay or extent of advanced ability in 

comparison to normal children. As noted in Section 3.2.5 in the event some items are not administered 

and therefore missing, it should be clear that this was because the child had not achieved the required 

ability to pass them. If the examiner was unsure of the presence or lack of an ability trait, a repeat 

assessment at another time was organised. For items that are not administered to the left of the 

starting point of the assessment process as it is obvious a child can perform them, we argue that it is 

reasonable to assume these to be passes on the assumption that the MDAT tool is a scientifically 

developed and validated tool with a valid ordering of items in increasing difficulty. Further we note 

that in this research, no child failed more than seven items and then proceeded to pass any other 

subsequent items. This is because before the final assessment item was defined, as explained in the 

MDAT assessment guidelines (contained in the MDAT manual), it was asked up to seven times.  

3.3. Summary 

This chapter has described the MDAT assessment tool used in this project. Most importantly we have 

pointed out the potential bias that may be a result or the item response recording mechanism that 

has implications on the validity of both age estimate and scoring and analyses due to data quality. We 

recommend that the item response recording should be done very diligently invoking very reasonable 

assumptions even if any missing data can be explained against the backdrop of typical child 

development assessment particularity. The next chapter will discuss the exploratory of the collected 

binary item response assessment data. This is an important process as it investigates both underlying 

but important characteristics of the data that advise on the best statistical modelling approaches but 

also it can be used to flag any items that are not particularly useful in the development of the score 

norm and can thus be removed. 
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4. Data and Exploratory Data Analysis (EDA) 

4.1. Introduction 

This chapter discusses and presents the findings of the exploratory analysis (EDA) for the binary item 

response data. EDA refers to the process of analysing data to investigate and summarise its underlying 

distributional characteristics as well as item quality. The different types and tremendous merits 

derived from a well thought out, complete and rigorous EDA within an assessment tool context is to 

detect any anomalies in the performance of an item and advise on the most appropriate age 

estimating or scoring approaches. 

The importance of the quality and role of the type of data cannot be over stated, and this is noted by 

several researchers for example by Altman, (1991). As we will soon realise data dictates the most 

appropriate and valid choice of the statistical analytical procedures to be used; its quality to a large 

extent has great bearing on the justification to use more robust statistical methods to deal with certain 

specific item characteristics so as to ensure that high accuracy of the computed scores is still achieved. 

Even though the eventual scoring methods used are complex and lean towards being more esoteric 

to justify their robustness, still the quality and performance of scores is underpinned by the quality of 

the data.  

In accordance with the sentiments of Lawrence, et al., (1998), defining the study data characteristics 

is an integral part of posing and being able to deliver on research objectives using appropriate 

methods. Therefore, the aims of this chapter are two fold;  

 Firstly, to describe the item data characteristics that will be used to apply the suggested 

scoring extensions as well as test their sensitivity.  

 Secondly, to outline the importance of a thorough and well thought out exploratory data 

analysis of item assessment response data. While highlighting various concerns particular 

to child assessment data structure, fashion out a clear analysis plan that should be 
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followed to carry out EDA analysis in practice that also points to basis for using specific 

statistical modelling approaches. Figure 4.1 shows a schematic diagram of the data 

exploring strategy for binary item responses that will be used before the item by item age 

estimation and overall score computation. 

Section 4.2 describes the representativeness of the MDAT data that will be used to carry out the 

formal age estimation and score computation in chapter five. Section 4.3 describes up to five 

preparation and exploratory analyses that we should carry out on binary item responses including 

examining the distribution of item pass/fail rates. Section 4.4 further highlights important, 

complementing and related item characteristics including difficulty, discrimination, investigating both 

item to raw total correlation as well as raw total and age correlation and the use of empirical item 

characteristic curves to characterise them. The chapter concludes with a summary in Section 4.5. 
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Figure 4.1: A schematic flow diagram of the data exploring strategy of binary item responses before 

item by item age estimation and overall score computation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

     *𝑫𝑷𝟏to 𝑫𝑷𝟒 refer to decision points at each step of the EDA process 

Prepare to analyse binary item responses as explained in Section 4.3.1: 

 Sort item response data in ascending order of the age of children. 

 Check the item response pattern is as described in Section 4.3.1 by colour 
coding pass, fail and missing item responses in a data spreadsheet as shown 
in Table 4.1. 

 Compute total raw sum score for each child using all domain items. 
 

1 

Summarise your data using appropriate summary statistics 

 Externally validate the normal sample data characteristics summarised with 
those of the external data sets as explained in Section 4.2  

 Compute summary statistics of other sample demographic variables e.g. 
age, gender, social economic status or treatment group variables e.g. 
disease status as explained in Section 4.3.3 

  

  

2  

Compute item pass rates and case-wise pass rates as 
explained in Section 4.3.1  3 

P

𝐷𝑃2 

 

 

4 

Compute item to item and item to total raw correlation 
using the methods explained in Section 4.3.5 5 

Explore the item characteristics using the methods 
explained in Section 4.4 6  

Device statistical analysis strategy based on decisions made at 𝑫𝑷𝟏to 𝑫𝑷𝟒 

 Make a list of potential ‘problematic’ items and cases flagged by the EDA 
analysis steps 3, 4, 5 and 6.  

 Decide whether to include or exclude the items in the statistical analysis 
based on likely explanation for their characteristics and feedback from the 
principle investigator who collected the data. 

 Draft a Statistical Analysis Plan including a sensitivity analyses of the 
statistical methods to compute and compare age estimates and scores   

7  

Compute item missing data and case-wise missing data 
rates as explained in Section 4.3.2 

 

P

𝐷𝑃1 
 

P

𝐷𝑃3 
 

 

P

𝐷𝑃4 
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4.2. MDAT Data and External Validation 

Section 3.2.1 described the binary item sample of data to use in this thesis was from a ‘large’ 

observational study that utilised a stratified quota sampling method to select a representative sample 

of healthy and normally developing children. The flow chart in Figure 4.2 gives a summary of the 

collected MDAT 2007 survey data and the eventual data used to develop and test performance of 

scores in this project after the data cleaning, resolving missing data item responses and external 

validation process. 

In order to externally validate that the MDAT 2007 survey data was representative of the typical 

healthy and normal developing population of Malawian children aged zero to seven years; we 

requested the latest data collected from the Demographic and Health Surveys (DHS) for Malawi and 

compared the gender distribution, age distribution and wealth status of these data sets and the MDAT 

data. A detailed account of the external validation methodology and specific comparison findings are 

available in a separate report. In summary we found that although the DHS sample size of 2672 is 

almost twice that of the MDAT 2007 data used in this thesis, it is fairly comparable in gender and 

wealth status distributions. There is however a slight difference in age distribution between the DHS 

and MDAT 2007 data for the very young children in both samples. The MDAT has a higher proportion 

of very young children. This was attributed to the design of the MDAT study with a specific interest in 

the first few months of childhood where ability is known to increase at a high rate in comparison to 

later ages. However, given also that the age category limits on both data sets are not exactly similar, 

we conclude that the extent of this dissimilarity is severe and the MDAT 2007 survey data was indeed 

representative sample of the Malawi child population in the years 2007. 
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Figure 4.2: Flow chart of Malawi Development Assessment Tool data. 

 

†MDAT data contains 34 items per domain. 
¥Healthy children developing normally without any known form of disability or developmental disorder  
*Scoring methods listed in data flow chart will be described in Chapter five. 
 
 
 

 

All †MDAT data 
n=1473 

 
 
 

 

 

 

n=1646 

 

Excluded data 
1. Missing age,         n=27 

 

 

 

¥Normal children data 
n=1446 

Cleaning data 

1. Missing all item 
response(s) 

2. Outlier/ Influential cases 
3. Other data issues 

Merge demographic variables; 

 age 

 gender 

 social economic & health  

indicators 

 

Master †MDAT normal data for analysis 

 Item by item scoring 

 Overall item scoring 
 

Externally validate MDAT data with DHS data 

Sensitivity analysis using other 

cohort data for comparison; 

1. Disabled, n=80 
2. Malnourished,    n=120 

*Analyses method summary to compute age estimates, create norm scores and compare overall scoring methods: 

1. Item by item analysis using: 
a. Logistic models with asymptotic confidence intervals. 
b. Generalized Additive Models (GAM) extension; the Scape Constrained Additive Models (SCAM) 

with bootstrapped confidence intervals. 
2. Overall scoring using all items in domain by: 

a. Simple scoring 
i. GAMLSS (Generalized Additive Models for Location Scale and Shape) models on total 

simple score corrected for age. 
b. Z-score 

i. Classical Z-score. 
ii. Smoothed Z-score using GAMLSS model. 

c. Item Response Theory (IRT) models 
i. One parameter Logistic Item Response Theory model (1 PL). 

ii. Two parameter Logistic Item Response Theory model (2PL). 
iii. 1 PL Item Response Theory model corrected for age using a monotone spline function.  
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4.3. Exploratory Data Analysis (EDA) 

The Exploratory Data Analysis was performed to investigate the association: a) between item pass 

rates given the child age b) between overall scores and age. This was in order to advise on the best 

statistical modelling approaches that address various data issues especially the fact that the item 

outcomes of interest are binary, the necessity to address the complex correlated structure of the data 

across items and within items, and the fact that the outcome of interest is not only associated with 

the age of the child, but this association has to be captured and modelled in a unique fashion. 

Therefore, in line with the EDA strategy outlined above, this section is broken down into subsections 

each focusing on investigating a particular aspect of the MDAT item data structure. 

4.3.1. Preparing to analyse the MDAT data 

EDA is first tasked to ensure that all the item and demographic variables responses are valid. This 

involves carrying out a rigorous data cleaning and validation exercise to ensure correct and accurate 

response entries have been made. This is obviously important to maintain data integrity and 

contribute towards the aspired quality of age estimates, scores and norms.  

 All items responses had either a code 1 for a pass, code 0 for failed or a blank (NA) entry for an 

unadministered item. Further, one should check that only a few children should pass all 34 items per 

domain (as this would point to the assessment tool’s inadequacy) and any child who had either a very 

low or high item pass rate given their age was acceptable. Such children with either too low or too 

high pass rates pointed to them being possible outliers. They were flagged and the principle 

investigator (PI) was consulted to confirm that the data entered for such a case was correct (i.e. valid) 

and acceptable. Cases with missing age were left out of the analysis. All age and nutritional variables 

were checked to be within acceptable ranges given the design of the survey. We were now confident 

that the MDAT data at hand had been properly coded, recorded and various summary statistics could 

now be produced to assess relevant distributional properties.  
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Even at this early stage, the increase in difficulty of items as they ascend from item 1 to 34 in each 

domain should be easily apparent from the data entry spread sheet described in Section 3.2.6. Table 

4.1 shows hypothetical examples of item response patterns for babies (< 1 year old), toddlers (1 to < 

3.5 years old) and pre-school age children (3.5 to < 7 years old) in the blue, green and red dotted boxes 

respectively. With the data sorted by ascending age, as expected, we see that; a) the number of items 

failed (highlighted in grey) decreases, b) the number of items passed increases c) therefore the total 

number of items passed increases with the increase in age, and the item pass rate reduces from item 

1 towards item 34. This is as a consequence of the issue explained earlier that a development 

assessment tool’s items are designed to increase in difficulty therefore it is expected that older 

children have a higher probability of passing more items.  

Alternatively, one could plot the empirical item pass (black line), fail (red) or missing rates (blue) for 

each item as is shown in Figure 4.2. Therefore, the empirical item pass rate should gradually reduce 

from item 1 to 34 as the failure rate increases from item 1 to 34. This aspect should point to adequate 

ordering of items and echo the item response pattern seen in Table 4.1 when data is sorted by child 

age. The increase in pass or fail rate of the items should be subtle, not necessarily smooth, but should 

not have any abrupt changes or jumps in pass or failure rates which would suggest possible problems 

with the ordering of tool items, survey design or sample. Although merely plotting pass/failure rates 

maybe heuristic, the intension is to detect any anomaly in item ordering which is the corner stone of 

the usability of the collected item responses. 
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Figure 4.3: Summary of item pass, fail and missing rates in gross motor domain 
 

 

                             *Very low (less than 2 %) missing data rates in gross motor item. 
                     Rate = (Pass or Fail or Missing count/Total Normal Sample size)  × 100 %. 
                     Black dotted box shows the point where the item pass and fail rates are equal. 
 
 The missing rates of items should be fairly constant and preferably low in all items as shown in the 

Figure 4.3. The missing data rate for each item in the gross motor domain was quite low (<2 %) in 

general as shown by the almost horizontal blue line in Figure 4.3. However, the harder items from 

item GM 17 seem to have slightly higher missing rates. The black dashed box shows the point of 

intersection of the item pass and fail rates for the MDAT tool. This point represents the item in the 

tool that approximately the same number of children passed or failed this item. Ideally, in a sample of 

healthy normally developing children to be used for standardisation of scores to produce norms for 

ability classification, this intersection point should be one single point, and should point to an item 

that is positioned mid-way in the assessment tool. However, the ideal point or range at which the pass 

rate and failure rates should be equivalent is a likely important research question. However, this issue 

is beyond the scope of the objectives of this thesis. We envisage its position will probably depend on 

the design and objectives of the assessment tool.            
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Table 4.1: A snap shot of Gross Motor MDAT data 

Child ID 
Child 

Age 

GM 

Item 1 

GM 

Item 2 
… 

GM 

Item14 

GM 

Item15 

GM 

Item16 
… 

GM 

Item20 
… 

GM 

Item33 

GM 

Item34 

Total 

passed 

0001 0.20 1 1 … 0 0 0 … 0 … 0 0 4 

0002 0.25 1 1 … 1 0 0 … 0 … 0 0 5 

0003 0.55 1 1 … 1 0 0 … 0 … 0 0 6 

0004 0.63 1 1 … 1 0 0 … 0 … 0 0 8 

0005 0.84 1 1 … 1 1 0 … 0 … 0 0 8 

0006 0.95 1 1 … 1 1 0 .. 0 … 0 0 9 

… … … … … … … … … … … … … … 

0200 1.00 1 1 … 1 1 0 … 0 … 0 0 10 

0201 2.50 1 1 … 1 1 0 … 0 … 0 0 12 

0202 2.70 1 0 … 1 1 0 … 0 … 0 0 17 

0800 2.90 1 1 … 1 1 1 … 0 … 0 0 20 

0900 3.05 1 1 … 1 0 1 … 0 … 0 0 18 

1000 3.40 1 1 … 1 1 1 … 0 … 0 0 24 

… … … … … … … … … … … … … … 

1444 5.00 1 1 … 1 1 1 … 1 … 0 0 27 

1445 5.50 1 1 … 1 1 1 … 1 … 1 0 26 

1446 6.00 1 1 … 1 1 1 … 1 … 1 1 28 

1444 6.20 1 1 … 1 0 1 … 1 … 1 0 30 

1445 6.50 1 1 … 1 1 1 … 1 … 1 0 34 
†n=1446 6.97 1 1 … 1 1 1 … 1 … 1 1 33 

Pass rates  100% 99% … 70% 65% 50% … 40% … 25% 15%  

 

†n, MDAT sample size=1446, Total Passed=Sum(Items passed per child), Pass rate = (Pass count/Total Normal Sample size)  × 100 %.  

Items response patterns for babies (< 1 year old), toddlers (1 to < 3.5 years old) and pre-school age children (3.5 to < 7 years old) in the blue, green and red dotted 

boxes respectively. Highlighted in grey are the items failed. 

 



Data and Exploratory Data Analysis (EDA) 2017 

 

100  

 

4.3.2. Exploring missing data 

As discussed in Section 2.3.3.2, the missing item data pattern is an important aspect that needs to be 

checked in the EDA of assessment data. We noted that in real life, data from surveys, ‘large’ and 

complex regional or multiregional epidemiological studies, clinical trials or longitudinal studies, 

especially where a particular attribute is measured repeatedly from the same units at one instance, 

or over a period of time, it is quite common to have units or subjects with missing values/responses 

for one or more items. The type and extent of missingness will often have a myriad form of negative 

effects and influence on the inferences made on the analysis depending on the assumptions made 

about the reasons for the missing data at the time of analysis. Madow, et al., (1983) and Tabachnick 

& Fidell (2001) discuss various forms, patterns and extents of missing data giving various 

recommendations of dealing with each. Kline (2011) notes that the more sophisticated methods of 

dealing with missing data are useful if there is an identified systemic pattern which also requires a 

sensitivity analysis to compare analyses with and without missing data.  

The first issue in dealing with the missing data problem is determining whether the missing data 

mechanism has distorted the observed data, and possibly the inferences. A child assessment context 

presents such a scenario where missing data is likely as ability is measured by the administration and 

measurement of several items at any given time. The objective of this section is therefore to explore 

missingness patterns in the MDAT 2007 data both case wise (per child) and item wise (per item) using 

simple graphical and tabular summary techniques with a view of establishing if the missing items are 

in any way different from those completed, i.e. investigate if there is any systematic form of 

missingness and then consider the best approach of dealing with it. 

Section 3.2.5 highlighted that missing data is likely to occur in a child assessment scenario when the 

expert assessor is unable to discern with certainty whether a child has the ability that is under scrutiny. 

This can arise either because the item/question could not be administered due to various practical 

reasons or the item could not be reached due to lack of ability. Ideally, given the method detailed in 
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the MDAT manual of assessing a child, the missing data pattern should be monotonic and not 

intermittent. This is because no other task should be administered to the child once the threshold for 

stopping the task administration has been reached.  

From a practical point of view an assessor may not complete entries for items not administered when 

the child reaches their final item, nor will they complete entries for items that it is obvious the child 

could pass that are to the left of the starting point. Obviously the examiner juggling between managing 

to keep a good rapport with the child and guardian during assessment may not have time to ask the 

entire set of items and simultaneously be always diligent to adequately complete the assessment 

chart. This is the purpose of the Section 4.3.1 to make sure that the former scenario’s missing items 

are recoded to fails and the later scenario missing items are recoded to passes. As explained in 

Sections 3.2.5 to 3.2.6, in a child development assessment context, we argue that this is a safe 

assumption to make after thorough investigation and confirmation with the study P.I. of all instances 

with missing item responses. However, there may be still instances where a certain item could not be 

administered for logistical or practical reasons but these should be very isolated and few instances. 

We envisage that this later cause of missingness may not cause a problem as several items in a tool 

measure the same construct hence even if an item is not administered the trait of interest is still tested 

by another item even if to a differing degree. All other items prior to this threshold should indicate a 

pass or fail.  

In an assessment context, the assessment of missingness both between and within items is equally 

important because of the nature of scoring computation may only affect one of the dimensions or 

both dimensions simultaneously. The missing data in the normal child sample was explored to check 

for any systematic patterns and possible causes discussed with the Principal Investigator of the MDAT 

study. This was especially in cases where there was a considerable amount of missing entries both 

between and within items. Colour coded profile schemes were prepared to flag any case with a ‘high’ 

rate missing item entries and missingness was explored and summarised.  
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In the MDAT data, it was found that most of the cases with missing item responses were indeed 

monotonic. In the few instances where it was not, this was attributed to situations where there were 

administration problems either stemming from tool equipment or the state of the child. Missing data 

patterns and rates were checked over items as well as across individual child profiles to assess their 

extent so as to advise the most feasible rudimentary approaches. The Table 4.2 shows a summary of 

the case wise frequency of the number of missing responses in the GM domain.  

Table 4.2: Case wise missing frequency summary in Gross Motor (GM). 

 Number of items missing in GM domain Total †(%) 

0 1374  (95.0 %) 

1 54  (3.7 %) 

2 9 (0.6 %) 

3 3 (0.2 %) 

4 2 (0.1 %) 

5 2 (0.1 %) 

6 2 (0.1 %) 

7 0 (0.0 %) 

34 2 (0.1 %) 
†Percentage missing = (Number of items missing per case/Total Normal Sample size)  × 100 %. 

We see that the GM domain had 95.0 % complete data i.e. a pass or fail for all 34 items had been 

determined. Further we see that up to 54 (3.7 %) children had at least one missing item response and 

even fewer children had more than one item missing. However, there were two cases in the gross 

motor domain that had all 34 item responses missing. Their nutritional status variables seem to 

indicate that these two cases were borderline malnourished or stunted. Malnutrition and stunting 

have been shown to be a possible indicator of delayed development hence the possibility of the 

difficulty experienced in their assessment. The standard definitions of malnutrition and stunting are 

well defined by the WHO (2006). Consultation with the P.I. revealed that these two cases whose 

demographic characteristics has been summarised in Table 4.3 revealed that they in fact had a form 

of disability due to malnutrition hence were excluded from any further analysis that used the normal 

data as the standardisation sample to compute age estimates and norms. 

There is also missing data with respect to child characteristics like age, gender wealth status and 

nutritional characteristics. The extent of missingness of these variables was summarized and it was 
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found that the extent of missingness of these variables was not extensive and will not interfere with 

the analysis. Given that most of the scoring methods and eventual classification of a child’s ability are 

dependent on their age, if this variable is missing, then one cannot be able to score and hence classify 

their developmental status. The MDAT data had 27 cases with the missing age variable. 

Table 4.3: Characteristics of cases with all 34 items missing in GM domain. 

ID Age 
(decimal years) 

Gender *Wealth status ¥WHOWAZ $WHOHAZ 

1178 2.42 Male 3 Middle -0.98 0.11 

1559 5.49 Female 1 Lowest -2.54 -4.12 
¥WHOWAZ-Weight for Age Z score, $WHOHAZ-Height for Age Z score, *Wealth Status-Social economic status.  

A summary of the missing data situation in the normal standardisation sample in form of number of 

missing cases and percentage of missingness per item for each of the GM items is tabulated in the 

Table 4.4. For example, it was noticed that items 22, 23, 24 and 26 had the highest frequency of 

missing cases of 17 and 10 for items 22 and 23 respectively, and 14 missing cases for both items 24 

and 26 in the gross motor domain. This relatively high missing rate in comparison to the rest of the 

items was attributed to the nature of the tasks that involved kneeling, throwing, running and jumping; 

these tasks do not only demand higher ability but also their administration and conclusive 

discernment of presence or absence of the ability being tested by examiner can a bit difficult.  

It remains to be emphasised that a dropout process that is neither MCAR nor MAR cannot be ruled 

out i.e. MNAR. For the validity of the above proposed modifications, it is assumed that missingness is 

conditionally independent of the unobserved data, given the observed measurements.  Unfortunately, 

it is very difficult to justify the assumptions of random dropout, especially when no information 

whatsoever is provided on the reasons for withdrawal. One way to check evidence for MAR as well as 

MCAR is to use a logistic dropout model with dropout as response and the genuine covariates 

including, the previous observations before dropout (PREV) and present observations (PRES), as one 

of the explanatory variables. If the PREV has an effect on dropout then this provides some evidence 

(but does not proof) for the MAR process. However, if PREV is not significant the situation remains 

inconclusive. If both PREV and   PRES do not have an effect on dropout, then some evidence of MCAR 
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can also be made. If on the contrary PRES has an effect on dropout then MNAR cannot be ruled out. 

As a way of conducting a small sensitivity analysis, different models are fitted under different 

assumptions, on the original data, the monotone-imputed and fully imputed data, as mentioned 

earlier. A more formal approach to the above tests is to couple a linear mixed-effects model for the 

measurements with a logistic model for dropout. This can be done under the framework of selection 

and pattern mixture models (Little & Rubin, 1991).  

However, given our finding of the missing data pattern in the MDAT data, we conclude that 

missingness is very minimal and can safely be classified as MAR as it shows no systematic pattern to 

any item or covariate. Therefore, in its current nature we anticipate the present missingness will have 

minimal effect on any inference drawn from models built or on the quality of scores produced. In the 

methods section a weighting mechanism by administered items to compute total scores will be 

proposed and compared to a non-weighting scoring process. Therefore, while imputing the data of 

the few missing cases present can recover the missing item responses, the overall response 

uncertainty may be underestimated and possibly the correlation between items overestimated.   
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Table 4.4: Frequency counts of item pass/fail and missing rates in Gross Motor (GM) domain. 
Type of item GM Item(s) Pass (1) †Pass rate % Sum, n Missing †Missing rate % 

Ideal items for infants 
<1 year old 

GM 1 1369 94.70 1442 4 0.30 

GM 2 1278 88.40 1442 4 0.30 

GM 3 1204 83.30 1443 3 0.20 

GM 4 1253 86.70 1444 2 0.10 

GM 5 1191 82.40 1441 5 0.30 

GM 6 1149 79.50 1443 3 0.20 

GM 7 1158 80.10 1444 2 0.10 

GM 8 1134 78.40 1443 3 0.20 

GM 9 1078 74.60 1444 2 0.10 

GM 10 1041 72.00 1443 3 0.20 

GM 11 940 65.00 1442 4 0.30 

GM 12 903 62.40 1444 2 0.10 

Ideal items for 
toddlers 

1 to <3.5 years old 

GM 13 883 61.10 1444 2 0.10 

GM 14 827 57.20 1444 2 0.10 

GM 15 790 54.60 1444 2 0.10 

GM 16 722 49.90 1444 2 0.10 

GM 17 692 47.90 1440 6 0.40 

GM 18 678 46.90 1442 4 0.30 

GM 19 631 43.60 1438 8 0.60 

GM 20 512 35.40 1439 7 0.50 

GM 21 562 38.90 1438 8 0.60 

GM 22 381 26.30 1429 17 1.20 

Ideal items for 
pre- School aged 

children 
3.5 to <7 years old 

GM 23 385 26.60 1436 10 0.70 

GM 24 402 27.80 1432 14 1.00 

GM 25 377 26.10 1439 7 0.50 

GM 26 356 24.60 1432 14 1.00 

GM 27 317 21.90 1439 7 0.50 

GM 28 306 21.20 1443 3 0.20 

GM 29 357 24.70 1442 4 0.30 

GM 30 263 18.20 1441 5 0.30 

GM 31 312 21.60 1442 4 0.30 

GM 32 283 19.60 1442 4 0.30 

GM 33 166 11.50 1441 5 0.30 

GM 34 160 11.10 1443 3 0.20 
†Rate = (Pass or Missing count/Total Normal Sample size)  × 100 %. Items in red text had relatively high missing rates. 
Items that are ideal for babies (< 1 year old), toddlers (1 to < 3.5 years old) and pre-school age children (3.5 to < 7 years 
old) in the blue, green and red dotted boxes respectively. 
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4.3.3. MDAT Study Characteristics 

There were other demographic variables apart from age, including gender, nutritional and social 

economic status indexes that were recorded and that have been previously been shown to positively 

or negatively influence child ability development as discussed in Section 1.1.3. Knowledge of the 

extent and type of association of these variables on the child’s ability expressed by the development 

score is important as the variables may be confounding or interacting with the probability of passing 

an item. Further, due to the lack of complete knowledge of these variables influence of ability, 

assessment studies are designed as such. For example most studies assessing child development will 

keep their child recruitment age below seven years to avoid the influence of gender differences due 

to the onset of earlier puberty in female children. Therefore, as recommended by Gladstone, et al., 

(2010a), it is best to develop a tool that is only dependent on age. Although this may practically mean 

that the tool is less sensitive in classifying developmental status especially for borderline ability 

delayed children, it allows the use of the tool across various groups of children. In this work we will 

not consider other variables apart from age in either the age estimate or overall score computation 

given the remit of this thesis of establishing a framework that can adjust for covariates. Further, for 

validation purposes, the two validation samples we had did not have all these other demographic 

variables. Various summary statistics with respect to these demographic variables have been 

summarised in the Tables 4.5 to describe the populations of the normal as well as the disabled and 

malnourished samples of children used to develop the MDAT tool, validate and compute the 

normative scores.  

The most common form of descriptive statistics is the mean and variance (standard deviation) for 

continuous variables. The important aspect is to identify the underlying distribution of the variable(s) 

in order to recommend suitable statistical modelling approaches. From Table 4.5, we notice that the 

normal sample had a higher proportion of young children hence the age distribution in this cohort was 

slightly positively skewed. This was as a consequence of the MDAT study design described in Section 
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3.2.1 and the fact that it has been shown that the development rate is highest at this time in the life 

of a child. Therefore, the age category thresholds were chosen bearing this fact in mind while trying 

to have an equal frequency spread across all other age categories. The other demographic 

characteristics of gender, nutritional and social economic status were only available in the normal 

children sample. The nutritional indicators are fairly normally distributed and do not exhibit any 

anomaly to suggest that that the normal sample had an underlying nutritional problem. As would be 

expected there is the presence of both possibly underweight or stunted children and possibly 

overweight children in the normal sample. The gender distribution was fairly even and social economic 

status levels were fairly comparable with the highest proportions of 21.2 % each in the lowest and 

fourth levels. 
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Table 4.5: Characteristics of Children in Normal, Disabled and Malnourished cohort samples 

Characteristics Normal (n = 1446) Disabled (n = 80) Malnourished (n = 120) 

Gender  

Male 689 (47.6 %) 43 (53.8 %) 63 (52.5%) 

Female 717 (49.6 %) 34 (42.5 %) 56 (46.7%) 

Unknown 40 (2.8 %) 3 (3.8 %) 1 (0.8 %) 

Age summaries  

min 0 0.79 0.50 

max 6.92 6.39 6.15 

median 1.08 3.03 1.78 

Mean (†s.d) 1.84 (1.85) 3.15 (1.43) 2.01 (1.02) 

Age distribution  

0 < 4 months 355 (24.6 %) 0 (0.0 %) 0 (0.0 %) 

4  < 7 months 134 (9.3 %) 0 (0.0 %) 1 (0.8 %) 

7  < 12 months 198 (13.7 %) 2 (2.5 %) 13 (10.8 %) 

1  < 1.5 years 156 (10.8 %) 9 (11.3 %) 28 (23.3 %) 

1.5  < 2 years 120 (8.3 %) 8 (10.0 %) 30 (25.0 %) 

2  < 3 years 130 (9.0 %) 20 (25.0 %) 31 (25.8 %) 

3  < 5 years 209 (14.5 %) 30 (37.5 %) 15 (12.5 %) 

5  < 7 years 144 (10.0 %) 11 (13.8 %) 2 (1.7 %) 

*Wealth Status  

 Lowest 306 (21.2 %) - - 

Second 258 (17.8 %) - - 

Middle 291 (20.1 %) - - 

Fourth 306 (21.2 %) - - 

Highest 285 (19.7 %) - - 
¥WHOWAZ  

min -5.79 - - 

max 8.12 - - 

median -0.75 - - 

Mean (†s.d) -0.63 (1.36) - - 
$WHOHAZ  

min -9.74 - - 

max 9.24 - - 

median -1.56 - - 

Mean (†s.d) -1.60 (1.60) - - 
†s.d-Standard deviation, ¥WHOWAZ-Weight for Age Z score, $WHOHAZ-Height for Age Z score, *Wealth Status-Social economic status. 

        ¥WHOWAZ, $WHOHAZ and *Wealth Status variables were not available in both disabled and malnourished samples. 

4.3.4. Exploring Item pass/failure rates 

It may be not very helpful to simply assess distributional properties of variables univariately as it is 

their influence on the outcome of interest that is important in producing age estimates and scores. 

Therefore, it is more appropriate to assess the distribution properties of these variables with respect 

to the probability of passing an item. The mean and variance of dichotomous item variables can also 

be computed by multiplying 𝜋 (proportion of children passing an item) by 1 − 𝜋 (proportion of 
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children failing an item) and the standard deviation is simply the square root of the variance got by 

the product of 𝜋(sample proportion for  𝜋 = 1 ) by 1 − 𝜋 respectively. This has thoroughly been 

described in various statistics and probability textbooks e.g. “A First Course in Probability, 5th edition” 

by Sheldon Ross, (1998). Again, the mean alone or with respect to other variables also gives an 

indication of distributional properties as well as some important item properties like difficulty levels 

that will be discussed in subsequent sections. The assessment of the distribution properties of these 

variables with respect to the probability of passing an item forms the preamble exploratory analysis 

required to advise the suitability of methods used in the item by item analyses to compute age 

estimates at pass probabilities of interest covered in Section 5.2.1. 

The item pass/failure rate refers to the total number of children passing or failing an item divided by 

the total sample size or total number of children the item was administered to. Pass/failure rates per 

item in GM domain have been summarised in Table 4.4. Graphing item pass/failure rates with respect 

to child age was used to present the pass probability distribution with respect to age in the normal 

sample. Plots of histograms of the pass/failure rates in each domain were used to graphically evaluate 

the item pass rate distribution and confirm the expected item pass rate with increase in age. Figure 

4.4 below show back to back histograms of the pass/failure rates against age for items 1, 17 and 34 

that are ideal for babies (< 1 year old), toddlers (1 to < 3.5 years old) and pre-school age children (3.5 

to < 7 years old) respectively in the gross motor domain only. The horizontal x axis shows the 

proportion of children who failed (in red) and passed (in blue) against the age category which is on the 

vertical y axis.  
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Figure 4.4: Back to back histograms items pass/failure rates against age for items that are ideal for 
babies (< 1 year old), toddlers (1 to < 3.5 years old) and pre-school age children (3.5 to < 7 years old) 
in the Gross motor domain. 

item GM 1 item GM 17 item GM 34  

   

 

 

From Figure 4.4 and pass rates in Table 4.4 we notice the evidence of the important underlying 

assumption of increased item pass probability with increase in age shown by increased item pass rates 

or reduction in failure rates as age increases. This aspect was evident across all four domains. This is a 

fundamental characteristic that the scoring method developed should adhere to and adequately or 

appropriately capture; thus the scores produced should be monotonically increasing with age. 

Scatter diagrams of success proportions of items of were plotted against age to assess the item pass 

rate distribution and variability as age increased. While these scatter plots show the underlying pass 

distribution with respect to age, it also provides hints on how to adjust current methods to find more 

viable robust extensions to models when classical approaches fail to fit data appropriately. Item 

response data may often not conform or adhere to classical methods’ underlying modelling 

assumptions due to various reasons stemming from the nature of primary item response, data 

collection process, quality of the assessment tool, design of the study and type of children sampled 

for example. The fitted item by item models shown in Figure 6.1 have been overlaid on a scatter plot 

of proportions of item pass rates given age to evaluate model fit by assessing the item pass rate 

distribution and variability as age increased.  



Data and Exploratory Data Analysis (EDA) 2017 

 

111  

 

We also checked the pass/fail rates within an item across all children. Having items with extreme pass 

rates or fail rates i.e. having all children pass or fail a given item is an indication of a poor tool item. 

None of the items in any of the four MDAT domains had 100 % or 0 % pass rates across cases. 

Generally, items that are ideal for infants will high pass rates and items that are ideal for pre-school 

aged children will have low pass rates as can be seen in the Table 4.4. We see that; a) the pass rates 

for items that are ideal for infants (< 1 year old) are high b) those of toddlers (1 to < 3.5 years old) are 

moderate c) while those of the pre-school aged children (3.5 to < 7 years old) are low. In these 

instances where the pass or fail rate is very high or low, some modelling assumptions may be violated 

and model fits are compromised due to identifiability issues that our extended robust methods will 

attempt to address in the item by item analysis described in Section 5.3.1. 

4.3.5.  Item Correlation 

An assessment tool presents a complex correlation structure given that several tool items are 

administered to one child presenting a repeated measures scenario. Therefore, item correlation exists 

between the binary tool items given that one child responds to several questions/tasks and between 

children given the design of the study. The Tables 4.6 and 4.7 below give a clearer picture of these two 

sources of correlation. 

Correlation between items 

 

                 Table 4.6: Item responses entered into data spreadsheet. 

Child ID 
GM 

Item 1 … 
GM 

Item13 
GM 

Item14 
GM 

Item15 
GM 

Item16 
 

GM 
Item20 … 

GM 
Item33 

GM 
Item34 

001 1 … 1 1 1 1 … 0 … 1 NA 

002 1 … 1 1 1 1 … 0 … NA 1 

003 1  1 0 1 1 … 0 … 1 NA 

004 1  1 1 1 0 … 1 … 1 1 

… … … … … … … … … … … … 
†n=1446 … … … … … … … … … … … 

          †n refers to the child sample size of the study. Shaded in light grey is the correlation of item responses of item 15 and  

           16. NA-no item response. 

 

The columns in the spreadsheet represent variables corresponding to tool items while the rows 

represent responses for each child or cases in the study that was assessed by the expert. 

Correlation between items 
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Correlation between children 

Table 4.7: Transposed Item responses entered into data spreadsheet. 

Tool 
item 

Child 1 Child 2 Child 3 Child 4 Child 5 Child 6 … 
Child 
200 … 

Child 
1445 

Child 1446 

GM 1 1 NA 1 1 1 1 … 0 … 1 1 

GM 2 1 1 1 1 0 1 … 1 … 1 1 

GM 3 1 1 1 0 0 0 … 0 … 1 1 

GM 4 1 1 NA 1 NA 0 … 1 … 0 1 

… … … … … … … … … … … … 
†n=34 … … … … … … … … … … … 

    †n refers to the total items in the tool. Shaded in light grey is the correlation of item responses of child ID 1445 and  

   1446. NA-no item response. 

 

The columns in the spreadsheet represent each child’s item responses considered as a variable while 

the rows represent tool items. Therefore, it is just a transposition of the previous data structure shown 

in Table 4.6 above. 

The scoring methods employed generally assume the responses of different children to the same 

items are independent. However, this may not be entirely true for the following two reasons; a) Under 

the overall score domain scenario, it is likely that the responses to different items by a given child will 

be correlated as these responses will all depend on their ability or environment. b) Two tool’s items 

may be correlated as they test the same underlying construct or ability milestone even if to differing 

degrees. Given that items in tools are designed to increase in difficulty, it means that is often the case 

that two adjacent items test the same, or almost the same construct. Thus it is likely that a child will 

respond in a similar fashion to items that are adjacent to each other in the tool due to item ordering, 

related or testing the same developmental aspect. Different modelling approaches considered in this 

thesis dealt with correlation in different ways.  

As described in Section 2.3.3.3, the polychoric correlation coefficient was used to compute the 

required correlation between items was summarised in a correlation table. The correlation matrix for 

the within child correlation is not shown due to its large dimension. As expected, we can conclude the 

following from the correlation values; 

Correlation between children 
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 There was strong correlation between items that are close together 

 There was strong correlation of item responses between children of similar age 

4.4. Exploring Specific Item Characteristics  

Following the preliminary item data checks described in Section 4.3, this section describes some 

specific item characteristics to investigate that are related to the pass/fail rates and are important in 

terms of the assumptions, ramifications and limitations or methods used to compute both age 

estimates and overall scores. Most of these item characteristics are intuitive and stem from classical 

test theory (CTT) as noted by both Embreston & Reise (2000) and Kline (2005) but are quite important 

to check at this early stage. This is because they help detect possible item problems and thus assess 

tool quality. If the item characteristics are poor and are left unchecked, they will definitely result in 

poor quality of scores and compromise the accuracy of development status classification. 

 At this stage while reflecting on these item characteristics, we wish to plant seed for the question 

‘which is the ideal age estimation or scoring approach?’ We will attempt to answer this question by 

reflecting more on when and how either the item by item or the overall scoring approaches described 

in sections 5.3.1 and 5.3.2 are suited to deal with these item characteristics. It is then that a deeper 

appreciation of a detailed item response exploratory analysis will be appreciated given each scoring 

approaches’ pros and cons. While it may later become apparent that we advocate for an overall score 

with reason, it should be obvious that building scores is a process, thus although this item 

characteristic exploration process seems laborious, it is bound to be very beneficial in the long run. As 

was noted in chapter one, one of the major contributions of this thesis is to devise a framework to be 

able to adjust for age in the computation of scores. Therefore, the following item characteristic 

exploration will to a large extent assess the influence of age in various respects of interest. 
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4.4.1. Item difficulty levels 

As defined and discussed by Kline (2005), the difficulty level of an item refers to the number of passes 

in a dichotomous item expressed as a proportion of the total number of individuals (children) who 

undertook that item. This proportion of passes is usually referred to as the item’s 𝑝 value in psychology 

and education sectors. Therefore, to avoid confusion with the conventional 𝑝 value that indicates the 

strength of an association in statistics, we will refer to the item pass rate as 𝑝𝑟 value in this thesis. As 

we have seen earlier in Section 4.3.4, high pass rates or high 𝑝𝑟 values will be seen in items that are 

ideal for very young children (babies) and low pass rates will be seen in items that are ideal for older 

children (pre-school age). Therefore, if an item has a high pass rate, it can be considered easy as almost 

all the children across the age spectrum will pass it, while an item with a low pass rate can be 

considered difficult as only a few who are likely to be older pass this item. Item difficulty ranges from 

zero to one, therefore items with extreme 𝑝𝑟values towards zero or one that correspond to either 

very easy or difficult items, meaning everyone tested passes or fails are not very useful in a tool. As 

we will see later in sections 4.5.2 and 4.5.3 and later in the item by item analysis in section 5.2.1, these 

items cannot adequately differentiate or discriminate between individuals. It can be shown that items 

with a 50% pass rate provide the highest levels of differentiation between subjects in samples in a 

binary response scenario. Therefore, items with a 𝑝𝑟 value of approximately 0.5 are more useful in 

differentiating assessed children. There are various recommendations for ideal pass rate ranges for 

various types of response scales. Table 4.4 showed a summary of the item pass rates (𝑝𝑟 values) for 

the gross motor domain. It is evident that item difficulty increased from item 1 towards item 34.  

It is important to note that if the tool items are strongly inter-correlated, this presents a problem. This 

is because even if an item has a 𝑝𝑟 value of 0.5 but is strongly correlated with other items, 

administration of the single item would have been enough to differentiate between children as 

highlighted in detail by Kline (2005). As mentioned earlier, for purposes of assessing developmental 

ability, most developmental tools are designed to increase in difficulty. In line with the above, it is 
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important to check that the pass rate or 𝑝𝑟 value increases with age. However, this only confirms that 

difficulty increase with age aspect has been appropriately inbuilt into the tool given that ability 

increases with age.  

4.4.2. Item Discrimination index 

A key aspect in the assessment of item quality that is related to item difficulty is the level of 

discrimination each included item can achieve. Within a child development context, the discrimination 

of a tool expresses the proportion of children able to pass a given item. The index of discrimination is 

a useful measure of item quality whenever the purpose of a test is to produce a spread of scores that 

can reflect or detect differences in child ability. Thus a tool item that is either too easy or too hard 

corresponding to high or low pass rates respectively will have low discrimination and should be 

replaced. This is so that distinctions or classifications may be made as far as their ability is concerned 

which is the purpose of most norm-referenced tests or tools.  

Pass rates or 𝑝𝑟 values can be used to compute discrimination indexes that are often referred to as 𝐷 

values, see Kline (2005). Higher 𝐷 values point to higher discriminating items. It can be shown that the 

highest 𝐷 values are achieved by items with 𝑝𝑟 values of approximately 0.5. Therefore, tabulating 

𝐷 values of items at this early item exploratory stage with pin point ‘poor’ items initiating the 

appropriate rudimentary measures. There are various methods to compute 𝐷 values for example the 

three step extreme group method described also by Kline (2005). To compute the item discrimination 

index, 𝐷, for the MDAT data, the following steps were followed; 

 Compute the total raw sum score using all 34 items within a domain and then the 0.27 and 

0.73 quantile values for total score. These quantile thresholds were chosen following 

recommendations documented in Kline (2005), but we note that they should be further 

guided by the pass/fail rate distribution for the respective domain i.e. approximately 50 % of 

the children should have a total score between the chosen lower and upper quantiles. 
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 Categorise data according to the lower and upper total score quantile thresholds and compute 

pr rates for each item for the lower and upper quantile groups i.e. for each item compute the 

pass rate for the children in lower and upper groups respectively. 

 Compute 𝐷 index which is the difference in pr rate obtained above between the lower group 

and upper group. 

Discrimination indexes were computed for the GM domain items are tabulated in Table 4.8. From the 

table we see that the gross motor items 6 to 18 have very high (>0.70) discrimination indexes 

(highlighted in red). The values also confirm our previous findings shown in Table 4.4 that these items 

had relatively high pass rates and also that children with higher overall raw total test scores are more 

likely to pass these items than children with lower overall raw total test scores. Items 19 to 26 had 

very low discrimination index scores and no child in the lower level group managed to pass these 

items. The GM items 1 to 5 and 27 to 34 had medium 𝐷 values. It is possible to have a negative 

discrimination 𝐷 index score. Within a measuring ability context, this indicates a ‘poor’ item in that it 

implies those children with higher test scores, or those that had more ability, are not likely to pass this 

item, while those with lower test scores, or lower ability are likely to pass this item. This goes against 

what is expected naturally and therefore not intuitive in an ability assessment process. The normal 

standardisation sample MDAT data no item with a negative 𝐷 score in the gross motor domain. This 

offers further reassurance that the MDAT is a scientifically developed assessment tool.  

We see that item difficulty quantified by the 𝑝𝑟 value is related to discrimination 𝐷 score. We would 

like to note that the total score upper or lower percentile threshold used will influence the value of 

the 𝐷 score. Therefore, the quantile thresholds used should be appropriately motivated and reflect 

the distribution of item pass rates in your data. We recommend using the item pass rate distribution 

summarised in Table 4.4 to choose the appropriate thresholds to use in computing item 𝐷 scores. 

Alternatively, the use of empirical item characteristic curves discussed in section 4.5.5 can be used to 

choose the appropriate thresholds to use in computing item 𝐷 scores.  
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Table 4.8: MDAT discrimination (𝐷) item indices for the GM domain. 

                                     GM domain 

Type of item Item # 
𝒑𝒓 -Level for Upper Group 

n=405 (28.00 %) 
𝒑𝒓 -Level for Lower Group 

n=395 (27.32 %) 
†𝑫 

Ideal items for 
infants 

<1 year old 

1 1.00 0.82 0.18 

2 1.00 0.60 0.40 

3 1.00 0.41 0.59 

4 1.00 0.53 0.47 

5 1.00 0.38 0.62 

6 1.00 0.27 0.73 

7 1.00 0.29 0.71 

8 1.00 0.24 0.76 

9 1.00 0.10 0.90 

10 1.00 0.01 0.99 

11 1.00 0.00 0.99 

12 1.00 0.00 1.00 

Ideal items for 
toddlers 

1 to <3.5 years old 

13 1.00 0.00 1.00 

14 1.00 0.00 1.00 

15 1.00 0.00 1.00 

16 1.00 0.00 1.00 

17 1.00 0.00 1.00 

18 1.00 0.00 1.00 

19 0.02 0.01 0.01 

20 0.02 0.01 0.01 

21 0.03 0.01 0.02 

22 0.06 0.00 0.06 

Ideal items for 
pre- School aged 

children 
3.5 to <7 years old 

23 0.06 0.01 0.05 

24 0.05 0.00 0.05 

25 0.06 0.00 0.06 

26 0.08 0.00 0.08 

27 0.18 0.00 0.18 

28 0.22 0.00 0.22 

29 0.10 0.00 0.09 

30 0.33 0.00 0.32 

31 0.21 0.00 0.20 

32 0.28 0.00 0.27 

33 0.57 0.00 0.57 

34 0.59 0.00 0.59 
  𝑝𝑟-levels are the pass rates for each item 
 †𝐷 Score-discrimination index. Highlighted in red dotted box are items with high 𝐷 scores.  
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4.4.3. Item to raw total score correlations 

It is important to assess how the responses to an item relate to the total raw aggregated score for all 

items. Given that item responses are binary, and the total raw score is continuous, their correlation is 

usually measured using a Pearson point-biserial item to total correlation coefficient as discussed in 

numerous references for example Sheskin (2011). As explained in Kline (2005), it is also important to 

correct the total score not to include the response of the item in question. For example, if we are 

computing the correlation of item 1 to the total raw score, then the item 1 binary responses should 

not be included in the total raw score. 

Given that all of the responses in MDAT represent a true dichotomy (i.e. pass/fail), there is a vector of 

binary responses for each item and a continuous total score. Therefore, the Pearson point-biserial 

item to total correlation coefficient is the appropriate statistic to investigate item to total correlation. 

Formally, the Pearson point-biserial item to total correlation coefficient is given by the formulae;  

𝑅𝑝𝑏𝑖𝑠 = [
𝑋1
̅̅ ̅ − 𝑋0

̅̅ ̅

𝜎𝑥
] × √𝜋/1 − 𝜋                                4.1 

where; 𝑋1
̅̅ ̅ and 𝑋0

̅̅ ̅  denote the sample means of the 𝑋 values corresponding to the first (item pass=1) 

and second (item fail=0) level of 𝑌 (item responses) respectively,  

 𝜎𝑥 = the standard deviation of 𝑋, 

 𝜋 = the proportion of children who passed an item or whose response was 1, 

1 − 𝜋 = the proportion of children who failed an item or whose response was 0.  

Table 4.9 summarises the Pearson point-biserial correlation coefficients for the gross motor domain 

items. In general, there were items with relatively low (item 1; highlighted in blue box), medium (items 

2 to 8 and items 30, 33 and 34; highlighted in green box) to very high (items 9 to 29 and item 31 to 32 

highlighted in red box) correlation with the score raw total. The Pearson point-biserial item to total 
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correlation coefficient possesses typical correlation coefficient characteristics. Firstly, the coefficient 

values range between ±1.0. Secondly, a high positive point-biserial value indicates that high 

performing children are likely to get the item right and those with low score are likely to fail the item 

which is intuitively expected. On the other hand, a low positive point-biserial value would indicate that 

children passing the item end up with a low overall score and those who fail the item tend to have an 

overall high score which would point to a possible item anomaly. 

Therefore, the point-biserial correlation is also a form of an index of item discrimination as it shows 

us how well the item serves to discriminate between children with higher and lower levels of total raw 

scores i.e. the point-biserial correlation reflects the degree of relationship between passed (1), failed 

(0) and total raw sum test scores. Thus the point-biserial was positive if better children answered the 

item correctly more frequently than poorer children did, and it was negative if the opposite occurred. 

The value of a positive point-biserial discrimination index can range between 0 and 1 so that the closer 

the value was to 1, the better the item discrimination. The value of a negative point-biserial 

discrimination index can range between -1 and 0, but positive values were desirable. Item 

discrimination is greatly influenced by item difficulty. In general, from the item pass rate values in 

Table 4.4 and discrimination values in Table 4.8 we saw that; a) items with a difficulty (pass rate) close 

to either 0 or 1 in turn had a low discrimination index value close to 0 e.g. item GM 1 or GM 31 and b) 

item discrimination, reflected by high a point-biserial correlation was maximized when item difficulty 

(pass rate) was close to 0.5 e.g. item GM 12 to GM 18. It is recommended that items with point-biserial 

values of 0.20 and above should be considered to be desirable.  
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Table 4.9: Item to total correlations in gross motor domain. 

Type of item items Point biserial coefficient 

Ideal items for infants 
<1 year old 

GM1 0.34 

GM2 0.52 

GM3 0.62 

GM4 0.57 

GM5 0.63 

GM6 0.68 

GM7 0.67 

GM8 0.69 

GM9 0.73 

GM10 0.74 

GM11 0.79 

GM12 0.80 

Ideal items for toddlers 
1 to <3.5 years old 

GM13 0.82 

GM14 0.83 

GM15 0.84 

GM16 0.85 

GM17 0.85 

GM18 0.85 

GM19 0.83 

GM20 0.82 

GM21 0.83 

GM22 0.78 

Ideal items for 
pre- School aged 

children 
3.5 to <7 years old 

GM23 0.80 

GM24 0.79 

GM25 0.80 

GM26 0.78 

GM27 0.75 

GM28 0.75 

GM29 0.79 

GM30 0.70 

GM31 0.75 

GM32 0.72 

GM33 0.56 

GM34 0.54 
                             Highlighted in blue, green and red boxes are items with low, medium and high point-biserial 
                            correlation coefficients respectively.  
                          

4.4.4. Total raw score and age correlation 

In Section 1.5 we explained one important objective of this thesis is to suggest extensions of overall 

scoring methodology successfully adjust for the effect of age known to be strongly associated with the 

overall scores. In section 4.3.4 we saw that the probability of passing an item increases with age. In 

this section we explore if indeed this relationship between age and an overall score like the raw total 
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score exists and describe its characteristics. The Figure 4.5 is a scatter plot of the total raw score of 

the normal children gross motor overall raw total scores against age. 

Figure 4.5: Scatter plot of total sum raw score by age 
 

 

                                Red arrows show the increase in overall total raw score variability as age increases. 
 

From the scatter plot of overall raw total score and age, we see that;  

 The raw total score has a strong curvilinear relation with age. The spearman correlation 

coefficient was 0.98 and significant (p<0.00139) indicating a strong correlation between the 

two variables. 

 There is a noticeable rapid rate of development reflected by a high raw total score rate in the 

immediate first few months after birth. This fact was apparent from the scatter plots of item 

pass probability against age shown in Section 6.2. This is attributed to the fast development 

rate in first few months after birth but could be a consequence of the ceiling effect of 

respondents not being able to score above 34.  

 There is also an increase in the total raw score variability as age increases as indicated by the 

red arrows in Figure 4.5. The increase in variability was attributed to the fact that the 

development milestones are very variably developed and defined as children get older. 



Data and Exploratory Data Analysis (EDA) 2017 

 

122  

 

Section 5.3.2 will discuss how both the classical overall scoring methods and the suggested extensions 

deal with the observed relation of age and the overall raw total score. 

4.4.5. Empirical Item Characteristic Curves 

As described in Theresa, (2005), a plot of a child’s overall total raw score against pass rates summarises 

how an individual child performs on a single item against the overall performance level of the other 

children. This produces a curve typically called an item characteristic curve. This method was 

pioneered by research developed in the 1960’s and work by the famous researcher Rasch, (1960). 

Such curves (see Figure C.1 of Appendix C for the GM domain) using  𝑝𝑟 values can give much more 

valuable insight into the underlying item response characteristics than the stand alone 𝑝𝑟 value or D 

index described in Sections 4.5.1 and 4.5.2. At the end of this section the reader will appreciate a) the 

use of empirical item characteristic curves to consolidate all the item specific response characteristics 

and their interrelationships as well as the suitability for perusing the Item Response Theory framework 

to compute overall scores discussed in Section 5.2.2.3.   

These item curves are able to also simultaneously graphically show the rate increase of performance 

of a child with the corresponding performance on the items. Therefore, a steep monotonic increase 

will indicate high discrimination capability between children responding to that item i.e. it will be able 

to differentiate between children able to pass or fail this item. Also difficulty of an item is implied by 

the starting points of the curves. We will show this concept at this stage using the simple total scores 

and the IRT models described in Section 5.2.2.3 will validate any conclusions drawn at this point. Also 

the behaviour of overall total raw score with other important variables of interest such as age can be 

explored in a similar manner. Given that each domain had 34 items and the 1446 children that were 

assessed by the MDAT tool, the overall total raw score for each domain was computed and 𝑝𝑟 values 

computed for each item for children within every 10th percentile up to the 99th percentile. Each of the 

percentiles is then plotted against the respective 𝑝𝑟 level associated with that item for the respective 

percentile as described in Theresa, (2005). 
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Given the observation that most items ideal for toddlers and pre-school aged children had a plateau 

𝑝𝑟 level for the initial percentile range and then change abruptly, meaning that they are very relevant 

at discriminating at these percentile values, we were prompted to plot 𝑝𝑟 levels are various age 

groups. This is further motivated by the fact that we are evaluating the MDAT that evaluated child 

ability that is known to be greatly influenced by child age. Therefore, the overall total raw score for 

each domain was computed and 𝑝𝑟 values computed for each item for children within the age 

categories of interest. Each of the item 𝑝𝑟 values is then plotted against the respective age category. 

More specifically the following steps were followed to draw the empirical item curves by item 𝑝𝑟 value 

of total score at age categories of interest; 

 Compute the overall total raw score for each child in each domain and create an 8 level 

indicator variable for each child that indicates which age category they belong to and create 

8 separate data sets for each age category. Our eight age categories of interest were at 0 to 

less than 4 months, 4 to < 7 months, 7 to < 12 months, 1 year to < 1.5 years, 1.5 years to < 2 

years, 2 years to < 3 years, 3 years to < 5 years and 5 years to < 7 years. 

 Compute pass rates for all the 34 items in each of the 8 separate data sets above. The item 

pass rate for each item in each data set will be the count of children passing an item divided 

by the number (n) of children in that age category. Combine these items’ pass rates in a 34 by 

8 array i.e. 34 domain item pass rates or 𝑝𝑟 values in the 8 data sets. 

 Make an empirical item curve for each item that is a plot of the item pass rates (𝑝𝑟 values) 

over the eight age categories. 

From the empirical item curves shown in the Figure 4.6, we see that 𝑝𝑟 levels for the item 1 (the red 

item curve) and the first 10 or so items (in red dotted box) were quite high and almost all children in 

the normal cohort were passing these items. This was seen as the very steep slope of item curves even 

at very low age values. This was an indication that these items were particularly useful at 

discriminating between the children who are very young babies (< 6 months) but offered no 

discrimination capability for toddlers or pre-school aged children. Item 17 that was shown as the blue 
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item curve and the other items in the blue dotted box showed almost no change in 𝑝𝑟 level until 

around 7 months where there was a sudden change in 𝑝𝑟 value. This was an indication that these 

items were particularly useful at discriminating between the children who were between 7 to 2 years 

old but offered no discrimination capability at other age categories. Similarly, item 34 that was shown 

as the green item curve and the other items in the green dotted box showed almost no change in 𝑝𝑟 

level until after 2 years where there was a sudden change in 𝑝𝑟 value. This was an indication that these 

items were particularly only useful at discriminating between the children who are much older (pre-

school age) but offer no discrimination capability at the other age groups. Also notice the clustering 

together of items that are ideal for babies (< 1 year old), toddlers (1 to < 3.5 years old) and pre-school 

aged children (3.5 to < 7 years old) which points to the strong correlation of items found in these 

clusters that assess similar constructs.  The fact that in general the conclusions drawn from plotting 

the empirical item curves either using total score percentiles or age are similar or complement each 

other’s conclusions, can be tied to the fact that these 3 variables are strongly associated i.e. as age 

increases, we expect the probability of passing an item to increase. Therefore, a higher 𝑝𝑟 level is 

expected, and this is in turn reflected by higher total score counts as children get older because of the 

inbuilt increase in item difficulty level. 

At this point we wish to make the point that the use of empirical item curves is a more suitable method 

of exploring the suitability and likely performance of items as we know at which total score levels and 

ages they are relevant in terms of being able to differentiate or discriminate children across the raw 

score or age spectrums. The item curves by age echoed the findings already seen by the item curves 

by percentile total score. However, there is added benefit that now one can make conclusions on 

potential of discriminating power of an item at a given age. Further, it is now easier to view the 

clustering of items that are ideal for babies (< 1 year old), toddlers (1 to < 3.5 years old) and pre-school 

aged children (3.5 to < 7 years old) in the red, blue and green dotted boxes respectively. Therefore, a 

useful criteria to select items relevant for a given child age group could be selecting items with good 

or high discriminating potential at the given age groups.
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Figure 4.6: Empirical item characteristic curves of gross motor domain by age. 
 

 
         𝑝𝑟-levels are the pass rates for each item 

        Items that are ideal for babies (< 1 year old), toddlers (1 to < 3.5 years old) and pre-school aged children (3.5 to < 7 years old) in the red, blue and green dotted boxes   

        respectively. 
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4.5. Summary 

Adequate item response (data) exploration ensures that ‘poor’ performing items are identified well in 

advance of the score computation process. This fourth chapter has discussed the initial or preliminary 

steps to undertake once the data has been collected; the exploratory of data process. We have 

highlighted the importance of this process as it advices us in any underlying mechanisms in the data 

and can be used to flag any items that are not particularly useful in the development of the score and 

can thus be removed or reviewed.  

In each section of exploring item characteristics we have discussed important item response 

characteristics whose presence and extent is vital to advice on the most ideal statistical approaches 

to use to compute age estimates and overall scores. Further, our discussions in each section have also 

highlighted possible problematic items with extreme item response characteristics leading to a form 

of critical appraisal of items. However, in as much as these problematic items should be removed, 

their ‘poor’ item characteristics may be as a result of the study design and not necessarily a 

consequence of poor tool design. Further, it is these items with ‘poor’ item characteristics that we 

hope our suggested robust statistical methods will address given our contention that the MDAT 

assessment tool is a scientifically developed assessment tool. We have also seen that the item 

characteristics of interest were similar across all four MDAT domains. Therefore, deliberately, as the 

remit of this thesis is in extending scoring methodology, we will only present results for the gross 

motor domain as the conclusions drawn across the other domains are likely to be similar.    

The following methods chapter will describe the current or classical methods used to derive age 

estimates and overall scores that are often dependent on age. We will further show the importance 

and explain our motivation for establishing a framework to correct or adjust for age that this chapter 

has shown to be strongly associated with the probability of passing an item. 
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5. Methods of Scoring Binary Assessment Data  

5.1. Introduction 

This chapter outlines the statistical methods used to either compute item by item age estimates for 

assessing age specific ability milestones or overall scores to classify development status for each child 

assessed using the MDAT tool. While a formal description of the different statistical approaches used, 

we will highlight the limitations of the classical methods which motivate the more robust methods 

suggested. It is assumed that the assessment tool is of high quality i.e. appropriate methods of 

translating, adapting as well as assessing reliability and validity, as set out in the second chapter, have 

already been applied to the MDAT tool.  

Section 5.2 describes the scoring methods under two scenarios; (i) assessing items individually using 

a generalised linear model (GLM), an extension of the traditional generalized additive model (GAM) 

that uses the shape constrained additive model (SCAM) approach, and (ii) scoring across all items for 

a given child using a simple additive score as outcome for a model based scoring method, Z-scores and 

Item response theory methods. The chapter concludes with details of the methods used to compare 

both the score distribution characteristics and sensitivity in Section 5.3, which serves to objectively 

compare and contrast each age estimation and overall scoring method described.  

The R statistical software and relevant packages were used to carry out the data manipulation, 

exploration and to implement the salient statistical analysis methods described in this fifth Chapter.  

5.2. Scoring methods 

After the preferred tool to carry out the developmental assessment has been identified (or translated 

and adapted) and the necessary data has been collected, then follows the intricate process of 

computing item specific age estimates or converting these data to normative scores to classify 

developmental status of children as either normal, or delayed.  
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As elucidated earlier in Chapter two, current scoring methods can be broadly categorised into two 

main groups; item-by-item analysis and overall scoring. Item-by-item analysis generates an age 

estimate for each item using a sample of healthy normal children, against which ‘new’ children can be 

assessed. Here the main interest is in estimating the ages at which a child from the population of 

‘healthy and normal’ children has a probability, usually of 25%, 50%, 75% and 90%, of passing that 

item. The passing of an item is an indication that the child has achieved a specific developmental 

milestone. Hence the importance of choosing assessment items very carefully. This approach is 

currently used in the MDAT tool. Thus the focus of item by item analysis is principally to give age 

estimates at predefined probabilities, i.e. the expected age at which a healthy normally developing 

child should pass an item. The item-by-item analysis approach has the additional benefit of also 

checking the item quality in terms of its discriminatory ability. In the instance that a question or task 

has not been well administered due to cultural inappropriateness, its high pass rates variability 

manifests itself by poor model fits. This could be an indication that the item is not a suitable item to 

include in the assessment tool and needs to be substituted or removed.  

The total score method considers all the tool item responses simultaneously across the entire domain. 

It therefore gives one score value (index or norm) that summarises the performance of the child over 

all items administered and hence captures their ability status. While this latter approach utilises all 

the item response details of a given child and provides a score combining all items for each domain 

for each assessed child, it does not use information on precisely which items a child could or could not 

complete. The total score gives the expected score in a given domain that a child of a given age should 

achieve comfortably if developing normally. Thus the focus is on the child specific score and its 

distance (above or below) the norm to classify the developmental status of the child. Each of the 

scoring methods will be explained in the following subsections highlighting their pros and cons as well 

as other important modelling issues that should be addressed. Our suggested extensions will be made 

pragmatically and while made on the basis of the cons of the current methods we will also consider 

their practical implementation using available software. 
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5.2.1. Item by item analysis within each developmental domain 

In this scoring scenario, each item’s responses in the standardisation sample for within a given domain 

is considered individually. Gladstone, et al., (2008) demonstrated the use of logistic regression models 

with decimal age as an explanatory variable to create age estimates that characterised a child’s ability 

to pass individual items at defined age ranges during developmental assessment. In instances where 

there was a poor model fit, they considered the use of triple split spline regression as described in 

Greenland, (1995c), Pastor & Guallar, (1998), Smith, (1979) and Lemeshow & Hosmer, (1982). Their 

method assesses every binary item (question) in a given MDAT domain separately. Thus for example 

in the MDAT gross motor domain, they fitted 34 separate logistic models, each corresponding to one 

item in that domain.  

We therefore aim to investigate if the age estimates used to assess child ability development may be 

more accurately and appropriately estimated using more flexible statistical modelling methods. More 

appropriate model fits will be evidenced by improved model fits and consistency of estimates as 

described in Section 5.3.1. The application of the logistic model under the Generalized Linear Model 

framework is reviewed and the performance of suggested solutions in cases where the former did not 

fit the data well will be highlighted.  

A standard logistic regression model might assume that the effect of age is linear with respect to the 

log-odds of passing the item or perhaps that it is linear in terms of the log of age. The logistic model 

may not fit well if the underlying logistic distributional assumptions of linearity in the logit for example 

are violated. It is possible to improve the fit of the model by allowing the pass rate to depend on a 

suitable spline function of age. However, the use of splines requires one to carefully choose the type, 

number as well as the location of knots objectively and can thus easily produce models that over fit 

data but in turn poorly fit new validation data.  

As described in Section 2.3.2.1 b), a spline is basically a numeric function that possesses a high degree 

of flexibility or smoothness to allow curve fitting between two variables that have a non-linear 



Methods of Scoring Binary Assessment Data 2017 

 

130  

 

relationship. An example of an item where the logistic regression model did not fit well and a spline 

was used to improve model fit is shown in Figure 5.1 below from the work of Gladstone, et al., (2008). 

Figure 5.1: Comparison of logistic and spline fit on MDAT item 
  

  
  

*Sourced from Gladstone, et al., (2008). 

In addition to logistic regression, which is a special case of a Generalized Linear Model, the following 

sections consider the application of Generalized Additive Model (Hastie & Tibshirani, 1986; Wood, 

2006) framework to the MDAT data focusing especially on its extensions by the work of Pya & Wood, 

(2015) and Pya, (2012) involving Shape Constrained Additive Models. The extension under the 

generalized additive model framework offer a much more flexible and systematic approach to 

modelling the proportion of children successfully passing an item given age when classical methods 

like logistic regression fail to fit the data well. Therefore, we will be inquiring whether the benefit of 

achieving better item model fits using a more flexible methodology translates into achieving more 

accurate, improved quality and generalizable item age estimates to assess ability in children. 

5.2.1.1. Generalized Linear Models – Logistic Regression (GLM) 

The most widely used method for such binary and/or dichotomous outcomes is the logistic regression 

model. Logistic regression is part of a category of statistical models commonly referred to as 

generalized linear models (GLM). Within this framework, the response of interest 𝑌 (the dependent 

variable or outcome) is dichotomous, i.e. an outcome with only two possible levels. One is called the 

‘success/presence/pass’ outcome (taking value 1) and the other is called the ‘failure/absence/fail’ 

Logistic curve not 

very flexible  

Spline curve is 

more flexible  
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outcome (taking value 0) with probabilities 𝜋 and 1 − 𝜋, respectively, 𝑌 as a Bernoulli random variable 

with parameter 𝐸{𝑌} = 𝜋 (Agresti, 2002). The simple logistic regression model can be written as; 

𝑌𝑖 = 𝐸{𝑌𝑖} + 𝜀𝑖 

Since the response variable returns a binary outcome, the relationship between the dependent and 

independent variable(s) is non-linear, hence standard linear regression models are not applicable. 

Further, several assumptions of classical linear regression (Neter, et al., 1996) are no longer viable; for 

example, the assumption of continuity (normality) of the response variable which is one of the 

fundamental requirements of linear models will not be appropriately adhered to and hence a relevant 

way to handle binary data is required. As the error term 𝜀𝑖  depends on the Bernoulli distribution of 

the response 𝑌𝑖, it is preferred to state the simple logistic regression model as; 

𝐸{𝑌𝑖} = 𝜋𝑖 =
exp (𝛽0 + 𝛽1𝑋𝑖)

1 + exp (𝛽0 + 𝛽1𝑋𝑖)
 

where; 𝑌𝑖  are independent Bernoulli random variables with expected values, 

 𝐸{𝑌𝑖} = 𝜋𝑖,  

𝜋𝑖 = 𝑃(𝑌 = 1|𝑋 = 𝑥) = 1 − 𝑃(𝑌 = 0|𝑋 = 𝑥), 

𝑋 is an explanatory variable. 

The logistic model formulates the logarithm of the odds of a success probability (the logit of the 

probability of success) as a linear function of one or a set of explanatory variables which can be of any 

kind; continuous, categorical, or the combination of these. If there is only a single explanatory variable, 

this model is known as a simple logistic regression model, otherwise the model is called a multiple 

logistic regression model. Formally, if we consider an explanatory variable denoted by 𝑋, then the 

equivalent linear form (linear predictor) of the logistic regression model is given by; 

𝑙𝑜𝑔𝑖𝑡(𝜋(𝑋)) = 𝑙𝑜𝑔 (
𝜋(𝑋)

1 − 𝜋(𝑋)
) = 𝛽0 + 𝛽1𝑋𝑖                   (5.1) 
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where; 𝜋(𝑋) is the probability of success (in this case it is the chance of getting an item correct),  

𝛽0 corresponds to the intercept term, 

𝛽1 is a fixed effect coefficient of the explanatory (age) variable. 

Therefore the GLM model has the following basic structure; 

𝑔(𝜇𝑖) = 𝑋𝑖𝛽 

where; 𝜇𝑖 = 𝐸{𝑌𝑖}, 

𝑌𝑖~exponential family distribution, 

𝑔 is a smooth monotonic ‘link function’, 

𝑋𝑖  is the 𝑖𝑡ℎ row of a model matrix, X ,  

𝛽 is a vector of unknown parameters; In this case this will be one parameter for the age 

variable.     

In Section 4.4.3, it was shown that the overall raw total sum score is positively correlated with pass 

rate and therefore ability. This clarifies the fact that with increasing age, ability is expected to increase. 

Therefore, the modelling approach should be able to adequately capture this feature by being 

monotonic i.e. it is entirely increasing. The GLM logistic model 5.1 above specifies that the log-odds of 

passing an item are described by a linear equation in age. Therefore, provided that the coefficient of 

age, 𝛽1, is positive we are guaranteed to have increasing log-odds with age. If the log-odds are 

increasing this also implies the odds and probability must also be increasing with age. This means that 

the GLM model satisfy the required monotonicity assumption. The main limitation of the ordinary 

logistic regression is the underlying assumption of a linear effect of the covariates on the log-odds of 

passing an item. When this assumption is not adhered to, one cannot make ‘safe’ conclusions or draw 

reliable inference from the model in this child development context.  
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5.2.1.2. Generalized Additive Models – (GAM) 

As outlined in the GLM Section 5.2.1.1, because modelling the non-linear relationship between the 

dependent and independent variable(s) presents a challenge with skewed response distributions, the 

GAM framework offers a more flexible approach. A closer look at the total raw sum score or pass rate 

relation with age reveals that it is somewhat curvilinear. There are changes in the gradient raw score 

or item pass rate as age values increase. Therefore, this warrants a more flexible approach to 

adequately capture this rather complex pass rate and age relation, hence our motivation of 

considering the GAM approach. Below is a brief formal definition of the GAM model.  

If 𝑌𝑖, 𝑖 = 1, … , 𝑛, are independent observations of a response variable from a Bernoulli (or an 

exponential family) distribution and 𝑥1𝑖, 𝑥2𝑖, … , 𝑥𝑝𝑖 are the explanatory variables, then the response 

is linked to an additive effect of the explanatory variables through a known link function (Hastie & 

Tibshirani 1986; 1990). The effect of the explanatory variables may be non-linear. This generalized 

additive model which is a generalized linear model with a linear predictor involving a sum of smooth 

functions of covariates can be written as follows; 

𝑔(𝜇𝑖) = 𝑋𝑖
∗𝛿 + 𝑓1(𝑥1𝑖) + 𝑓1(𝑥1𝑖)+𝑓1(𝑥1𝑖) + ⋯ (5.2𝑎)         

𝑔(𝜇𝑖) = 𝑋𝑖
∗𝛿 + ∑ 𝑓𝑗(𝑥𝑗𝑖)  

𝑝
𝑗=1                                 (5.2𝑏)    

where; 𝜇𝑖 = 𝐸{𝑌𝑖}, and 𝑌𝑖~exponential family distribution, 

𝑌𝑖  is the response variable, 

 𝑔(. ) is a known smooth monotone log link function with respect to 𝜇𝑖,   

𝑋𝑖
∗ is the 𝑖𝑡ℎ row of a model matrix for any strictly parametric effects or model components, 

 𝛿 = (𝛿1, 𝛿2, … 𝛿𝑞0)𝑇 are unknown vector parameters,  

𝑓𝑗(𝑥𝑗𝑖) are smooth unknown functions of the covariates (𝑥1𝑖, 𝑥2𝑖, … , 𝑥𝑝𝑖),  written as a vector. 
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Since in our research the item responses 𝑌𝑖, are binary, then the typical approach would be to take 

𝑔(. ) to be the logit function. The 𝑓𝑗(𝑥𝑗𝑖) functions take the form of a simple coefficient, polynomials 

or fractional polynomials that may be specified parametrically, or semi to non-parametrically, to 

smooth functions that are estimated non-parametrically for example using a locally weighted mean. 

This flexibility allowing a non-parametric model specification and fit with relaxed assumptions 

provides better fits than the purely parametric models. Wood, (2008) explains the pros and cons of 

different approaches of avoiding overfitting using generalized cross-validation (Craven & Wahba, 

1979), penalized likelihood estimation or Akaike Information Criterion AIC (Akaike, 1973) to optimally 

select smoothing functions. However, this flexibility can still inadvertently lead to overfitting even if 

reasonable types and numbers of smoothing functions are specified. Recall that the modelling 

approach should adequately capture the fact that ability (captured by the item pass rate) increases 

with age.  

However, as noted in Section 2.3.2.1c) the GAM framework’s flexibility is not restricted to be always 

monotonic, thus this approach may not always be appropriate to model pass rates under this ability 

measurement context i.e. the GAM model framework allows the log odds of passing an item through 

an unspecified function of 𝑋, 𝑔(. ) that is not necessarily increasing, and hence the pass probability is 

not always increasing with respect to 𝑋 or age as expected.  Indeed the pass probability may fail to 

increase with age due to measurement error stemming from a myriad of sources e.g. measurement 

error, but we insist on having a monotone transformation to also ensure that we can reverse the 

transformation to recover data values in the original scale. We acknowledge that the use of specific 

smooth monotonic functions or other link functions as described by Jiang, et al., (2014), Giampiero & 

Rosalba, (2010) and Aranda-Ordaz (1981) provide numerous avenues for flexibility and obtaining a 

monotonic function. But it would be still be difficult to not only prevent certain combinations of the 

coefficients from making the raw data process defined to be non-monotone, but also lack one 

practically usable unifying model framework as each item would potentially have its own link function 

aside from different smooth monotonic function on age. Instead, the following section will now 
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describe an extension of the GAM model that instead includes a unifying monotonic increasing 

constraint.      

Shape Constrained Additive Models – SCAM 

Within the generalised additive model framework outlined in Section 5.2.1.2 above, the effect of the 

explanatory variables 𝑓𝑗(𝑥𝑗𝑖) given in equation 5.2 is not restricted to be monotonic. Recall that one 

of the conclusions of the exploratory data analysis in Chapter four is that ability increases with age, 

thus a monotone increasing constraint should be implemented within the GAM model framework i.e. 

the model fitted to characterise the child development outcome, pass rate, has to increase with every 

unit increase in age. A detailed background of the SCAM model can be found in the work of Pya & 

Wood, (2015) and Pya, (2012). This work extended the GAM model within a binomial response 

framework using B-spline based functions to include a monotonic increasing constraint. 

Formally, the SCAM model for a single covariate is defined as follows:  

𝑔(𝜇𝑖) = 𝑓(𝑥𝑗𝑖), 𝑖 = 1, … , 𝑛,                       (5.3) 

where;  𝜇𝑖 = 𝐸(𝑌𝑖),  

 𝑌𝑖  are independent response variables that follow a Bernoulli distribution, 

 𝑥𝑖 is a covariate e.g. age, 

𝑓(𝑥𝑖) is a smooth function that satisfies a monotonicity constraint, 

𝑓(𝑥𝑘) ≥ 𝑓(𝑥𝑗) 𝑖𝑓 𝑥𝑘 > 𝑥𝑗                            (5.4) 

 𝑔(. ) is a known smooth monotone link function, e.g. log (
𝑥

1−𝑥
 ). 

We have seen that the GAM model cannot necessarily always guarantee a monotonically increasing 

function 𝑔(. ) across the entire age spectrum of interest. Beyond offering flexibility, the SCAM model 

has the added advantages of; a) ensuring efficiency provided that the true response function is 
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monotonic, the SCAM estimate will tend to have a smaller standard error at any given point than the 

GAM estimate, even though both estimators are consistent, b) ensuring adherence to the very 

important monotonicity assumption i.e. ability is expected to increase with age.  

5.2.1.3. Creating normal reference ranges for each item 

Once the preferred model has been fitted to the item binary data, it is used to obtain the age estimates 

corresponding to the 0.25, 0.50, 0.75 and 0.90 probabilities of success. These are the probabilities of 

success that we want to obtain the age estimates for but it should be noted that one can compute age 

estimates for any success probability of interest between 0 and 1. These age estimates make up the 

normal reference ranges for milestones defined in the MDAT tool. The age estimates at these 

probabilities characterise the development of the child by giving the typical age at which a child is 

expected to pass a given item.  

GLM-Logistic framework 

Under the generalized linear model (logistic) framework creating normal reference ranges for each 

item involved rewriting the GLM formulae defined above in Section 5.2.1.1 by making the unknown 

age estimate the subject of the equation 5.1 at the chosen percentile probability of interest and 

substituting into the equation the α (alpha) and β (beta) coefficients from the fitted model i.e. the 

intercept and slope values. For example to get the 95th percentile age estimate of the gross motor 

item 21 ‘Does the child run well (confidently) stopping and starting without falling?’ the following 

formula was used; 

𝑥𝑞𝑗, 95𝑡ℎpercentile age estimate = ((𝑙𝑜𝑔 (
0.95

1 − 0.95 
)) −∝̂𝑖𝑡𝑒𝑚 21)/�̂�𝑖𝑡𝑒𝑚 21                  (5.5)  

where;   𝑥𝑞𝑗 is the unknown 95th percentile age estimate for the  𝑖𝑡ℎchild and the 𝑗𝑡ℎ item,  

               ∝̂𝑖𝑡𝑒𝑚 21  𝑎𝑛𝑑 �̂�𝑖𝑡𝑒𝑚 21 are the fitted intercept and age (slope) coefficients respectively from  

                 the GLM model for the gross motor domain item 21. 
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GAM framework 

Within the GAM model framework, because of the model formulations, analytically rewriting the 

model formulae to make the unknown age estimate the subject at the percentile probability of 

interest is may not be very straight forward to do within the GAM framework. Instead the age estimate 

values of interest can be found by numerically solving equations (5.2 and 5.3) with respect to age for 

a given value of 𝜋(𝑋), the item pass probability of interest. An approximate method to get the age 

estimate of interest is to obtain model predictions of the success probability for a fine grid of an age 

spectrum similar to the one in the standardisation normal sample. Using the fitted SCAM models we 

obtained age predictions for children ranging from 0 to 6 years of age. Then the age estimate of 

interest was found by selecting the closest predicted value from the model to the success percentile 

probability of interest. Therefore, if one wanted the 0.25 percentile probability age estimate for 

example, this is given by the corresponding age estimate from the model fitted that returns the 

smallest absolute difference with this probability of success from the fine grid value. Figure 5.2 

graphically shows the process of obtaining the required age estimates for item 22 in the GM domain.  

We would like to note that due to the flexibility availed within the GAM framework, it is possible to 

have more than one solution for the age estimates for a given success probability, the confidence 

intervals around the age estimate or both. This is because the GAM function is not monotonically 

restricted. As is shown in Figure A.1 in Appendix A, the model fit for a gross motor item 22 has three 

possible solutions for the 0.95 percentile age estimate. In such a case, one would take a conservative 

approach and consider taking the lesser of the age estimates (solution 1), as shown in the same figure. 

However, when the SCAM extension is used, this ‘problem’ does not arise as the model is constrained 

to be ever monotonically increasing across the entire age spectrum of interest (see Figure 5.2). 
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Figure 5.2: Creating normal reference ranges for each item under the GAM framework extension of the SCAM model. 

 

 
 

Relevant age estimate(s) at pass percentiles of interest used to draw scoring chart shown in Figure 3.5. 
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5.2.1.4. Confidence intervals for fitted values  

As is often good practice, when reporting estimates, we should also report their precision in the form 

of a confidence interval. We considered computing confidence intervals for the fitted values at specific 

pass probabilities of interest. The precision refers to a summary of the variability of the target value 

of interest that is given by the confidence interval, therefore a variance (or standard deviation) is 

required. Our confidence intervals therefore consist of a range of age values that act as good estimates 

of where the unknown true population age estimate of passing an item at the specified probability 

lies at a certain level of confidence. In this section we will briefly describe the construction of 

confidence intervals within the GLM and GAM model frameworks. 

Asymptotic Confidence intervals for estimated age for GLM-logistic models 

As outlined in Neter, et al., (1996) the logistic model response function can be represented as; 

𝐸{𝑌} =
exp(𝛽0 + 𝛽1𝑋)

1 + exp(𝛽0 + 𝛽1𝑋)
= [1 + exp (−𝛽0 − 𝛽1𝑋]−1         ( 5.6)  

If we let 𝑌𝑖  represent independent Bernoulli random variables corresponding to responses of our 

sample of children to a given item, then; 

𝐸{𝑌𝑖} = 𝜋𝑖 =
exp (𝛽0 + 𝛽1𝑋𝑖)

1 + exp (𝛽0 + 𝛽1𝑋𝑖)
          (5.7) 

where as previously seen; 

𝑋 are observations assumed to be known constants,  

𝐸{𝑌𝑖} is viewed as the expected value or mean.  

Often, the estimation of the probability 𝜋 is for a single or several different sets of values of required 

predictor variables. In our research the main interest is in the probability of a child of a given age, and 

possibly also other characteristics like gender or social economic status, to be able to pass an item. 
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The vector of the levels of the 𝑋  variables for which 𝜋 is to be estimated can be estimated by a 𝑝 × 1 

vector 𝑋ℎ. The mean response of interest can be estimated by 𝜋ℎ; 

𝜋ℎ = [1 + exp(−𝛽′𝑋ℎ)]−1           (5.8) 

The point estimator of 𝜋ℎ can be denoted by;  

�̂�ℎ = [1 + exp(−𝑏′𝑋ℎ)]−1̂                     (5.9) 

where; 𝑏 is a 𝑝 × 1 vector of the estimated regression coefficients. 

The confidence interval for 𝜋ℎ can be obtained in two stages. First calculate the confidence limits for 

the logit mean response 𝜋ℎ
′ . Secondly utilise the relation 5.8 to obtain confidence limits for the mean 

response 𝜋ℎ . Considering that 𝑋 = 𝑋ℎ we can write; 

𝐸{𝑌ℎ} = [1 + exp(−𝛽′𝑋ℎ)] −1        (5.10) 

and rewrite the expression 5.10 to convert limits for 𝑋ℎ
′  into confidence limits for 𝜋ℎ using the fact 

that  𝐸{𝑌ℎ} = 𝜋ℎ and 𝛽′𝑋ℎ = 𝜋ℎ
′  as; 

𝜋ℎ = [1 + exp(−𝑋ℎ
′ )]−1        (5.11) 

Using the fact the point estimator of the logit mean response 𝑋ℎ
′ = 𝛽′𝑋ℎ is �̂�ℎ

′ = 𝑏′𝑋ℎ  and also that 

𝑏′𝑋ℎ = 𝑋ℎ
′  because it is scalar, then the estimated approximate variance of �̂�ℎ

′ = 𝑏′𝑋ℎ = 𝑋ℎ
′ 𝑏 can be 

written as; 

𝑠2{�̂�ℎ
′ } = 𝑠2{�̂�ℎ

′ 𝑏} = 𝑋ℎ
′ 𝑠2 {b}𝑋ℎ       (5.12)                 

where 𝑠2{𝑏} is the estimated approximate variance covariance matrix of the regression coefficients 

when n, the sample size, is large. The approximate  1 − 𝛼 large sample lower and upper confidence 

limits for the logit mean response 𝑋ℎ
′  are then given by; 

𝐿 = �̂�ℎ
′ − 𝑍 (1 −

𝛼

2
) 𝑠2{�̂�ℎ

′ }          (5.13) 



Methods of Scoring Binary Assessment Data 2017 

 

141  

 

𝑈 = �̂�ℎ
′ + 𝑍 (1 −

𝛼

2
) 𝑠2{�̂�ℎ

′ }         (5.14) 

Now using the monotonic relation between 𝜋ℎ and 𝜋ℎ
′  shown in 5.13 and 5.14 above we can convert 

the lower and upper confidence limits for 𝜋ℎ
′   into approximate 1 − 𝛼 upper or lower confidence limits 

𝐿∗ and 𝑈∗  for the mean response 𝜋ℎ  using; 

𝐿∗ = [1 + exp (−𝐿)]−1       (5.15) 

𝑈∗ = [1 + exp (−𝑈)]−1      (5.16) 

Bootstrap Confidence intervals for estimated age estimates for GAM models 

The method described in the preceding section is available for evaluating the precision of estimated 

coefficients, fitted values (estimates) and predictions of new observations for logistic regression 

models in standard situations. However, in non-standard situations where important modelling 

assumptions such as non-constancy in error variance are violated, meaning that standard methods for 

evaluating the precision may not be available or may only be approximately available when the sample 

size is large, then employing more robust methods to assess precision are warranted.  

We explain the bootstrap procedure as defined by both Efron & Tibshirani, (1993) and Efron, (1979) 

in terms of evaluating the precision of a fitted value for each of the fitted models. The procedure can 

be directly applied for any other estimate of interest e.g. model coefficients or new observation 

predictions. Consider fitting a model using an alternative method like SCAM and we obtain the fitted 

value for each age across the age spectrum of interest; we call this estimate 𝑏1 and we intend to 

evaluate the precision of this value. As explained by Neter, et al., (1996) the bootstrap procedure calls 

for the selection from the observed sample data of a random sample of size n with replacement. As 

the sampling is done with replacement this implies that the bootstrap sample may contain duplicate 

data from the original sample and may also omit other data in the sample. Now the same model fitting 

procedure is used to compute the fitted value using the bootstrap sample leading to a new fitted value 
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𝑏1
∗. This process is repeated iteratively for a large number of times and with each bootstrap random 

sample the fitted value is calculated. The estimated standard deviation of the bootstrap fitted values 

𝑏1
∗ normally denoted by 𝑠∗{𝑏1

∗} , is an estimate of the sampling distribution of 𝑏1and is therefore a 

measure of its variability or precision. 

The confidence interval for 𝑏1 is based on the (𝛼/2)100 and (1 − 𝛼/2)100 percentiles of the 

bootstrap distribution of 𝑏1
∗ that are denoted by 𝑏1

∗(𝛼/2) and 𝑏1
∗(1 − 𝛼/2) respectively. We denote 

the distances of these percentiles from the target fitted value 𝑏1 from the original sample by 𝑑1 and 

𝑑2 and they are computed by; 

𝑑1 = 𝑏1 − 𝑏1
∗(𝛼/2)                 (5.15) 

𝑑2 = 𝑏1
∗(1 − 𝛼/2) − 𝑏1           (5.16) 

Note that there are two distance values (𝑑1 and 𝑑2) of these percentiles from the target fitted value 

b1 because the confidence interval is not symmetric. The review by Forster, et al., (1996), explains 

why this may happen as odd ratios or the exponentiated regression coefficients are not distributed 

symmetrically. He also explains alternative exact methods obtaining variance of estimates in logistic 

models including an enumeration method and the Markov chain Monte Carlo method.  

Then the approximate 1 − 𝛼 bootstrap confidence interval for 𝑏1 is given by; 

𝑏1 − 𝑑2 ≤ 𝑏1 ≤ 𝑏1 + 𝑑1           (5.17) 

Usually, the number of bootstrap samples to take to evaluate precision of the fitted value is dependent 

on special circumstances of each application. As discussed by Efron & Tibshirani, (1993) since we 

wanted to estimate the variability around the fitted value, and we had a sample size of 1,446, then up 

to 1000 bootstrap samples are adequate to ensure that the variability, s∗{b1
∗}, of the fitted value had 

reasonably stabilized before bootstrap re-sampling iteration process was terminated. 
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We implemented the bootstrapping procedure explained above by resampling the normal 

standardisation data 1000 times with replacement but refitting the same primary model for each of 

the respective item model(s) across the age spectrum at each of the resampling iterations while 

computing the fitted (predicted) values. In line with the work of Wood, et al., (2016) of controlling the 

automatic smoothing parameter selection that may be abitrary or change extensively in different 

iterations and items due to changes in sample data variability, our implementation ensures that 

exactly the same model smoothing parameters are fixed and used at each of the iterations to avoid 

the likelihood of too wide confidence intervals. Finally, this was followed by taking the 2.5th and 97.5th 

percentile values of the results that represent the 95% confidence band around the predicted model 

fit. We also would like to highlight that the approximate point wise confidence limits generated within 

the GAM framework are not constrained to be monotonic as the resampling is from non-monotonic 

fitted value estimates. However, using the bootstrapping process within the SCAM framework we 

ensured that the confidence limits produced were also monotonically constrained. Figure D.1 in 

Appendix D shows both the asymptotic and bootstrap 95% confidence intervals under GLM and GAM 

extension (SCAM) model frameworks respectively for the gross motor item 22. 

A comprehensive summary of the different types and forms of bootstrapping procedures, their pros 

and cons and in what situations they should be used is summarised by Carpenter, et al., (2003) and 

Carpenter & Bithell, (2000). In this thesis, the bootstrapping method was applied to calculate an 

approximate confidence band around the predicted model fit under the generalised additive model 

framework. In chapter 2 we highlighted a lack of reporting of error margins of the normal age 

estimates at probabilities of interest. Under the GLM framework, creation of a confidence band is 

quite straight forward with already established methodology that is reliant on asymptotic assumptions 

and adequate sample sizes. However, when GLM assumptions are violated, as is often the case in the 

pass rate distributions in an assessment context, the resulting confidence intervals will also have 

questionable validity. 
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5.2.1.5. Item by item model checking and diagnostics 

In the following subsections a) to e) we describe the model checking methods and strategies that were 

employed to assess the model fits of the normal sample pass rates (data) of items in the MDAT data 

under the item by item analysis scenario. The model diagnostic methods included a combination of 

graphical methods, summary statistics and formal tests that complement each other to assess 

adherence of residual error distributions to underlying model assumptions. 

(a) Graphical methods to check model fit and residual error distributions 

Scatter plots of the proportions of successes per item given age were plotted for each item and the 

model fit(s) overlaid and compared. This gave a visual indication of how ‘good’ or ‘bad’ the model fit 

was in comparison to the distribution of the empirical pass rates with respect to age. 

As indicated by Olive, (2013), given that age was the only predictor, classical diagnostic plots under a 

GLM framework can be extended to generalised additive models with a few modifications for use in 

model fit diagnosis. However, the use of diagnostic methods under the GLM framework still have to 

be undertaken with caution to check that the various plots of the error terms from the respective 

models used to assess if the underlying assumptions such as constancy of variance and linearity were 

adhered to. There are other fundamental assumptions especially monotonicity in our research context 

that have to be adhered to as well. Scatter plots of the model residuals against age were used to check 

any indication of systematic patterns that indicated a problem with the fitted model.  

(b) Isotonic regression using Pool Adjacent Violators Algorithm (PAVA) 

An alternative method to assess the suitability of the model fitted to the item pass rate data is to 

estimate the effect of age non-parametrically using the Pool Adjacent Violators Algorithm (PAVA). This 

is a non-parametric monotonic regression method that is appropriate when the response variable (𝑌𝑖) 

is assumed to be increasing or decreasing with respect to one or more explanatory variables 

(𝑥1, … , 𝑥𝑝). In our case the response variable, the pass rate of an item, is assumed to increase with 
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age. Several authors including Ghosh, (2007) have suggested extensions when there is more than one 

explanatory variable and also developed algorithms to facilitate a practical example of the PAVA 

algorithm. In this project however, we will be using the PAVA algorithm with only the one covariate, 

age. 

Formally, let us consider a set of observations 

{(𝑥𝑖, 𝑦𝑖), 𝑖 = 1, … , 𝑛}, 

The algorithm finds a set of fitted values 

{𝑧𝑖, 𝑖 = 1, … , 𝑛}  such that the sum of squares given by 

𝑠 = ∑(𝑧𝑖 − 𝑦𝑖)2

𝑛

𝑖=1

     (5.22) 

is minimised under the constraints induced by the partially ordered data for 2 subjects 𝑥𝑖 and 𝑥𝑖∗ 

𝑧𝑖 ≤ 𝑧𝑗, if 𝑥𝑖 ≤ 𝑥𝑗for all i, j. 

The isotonic monotonic regression fit is then overlaid over the scatter plot of proportions of 

pass/success rates per item given age and compared against the respective GLM, GAM or SCAM model 

fits. Both the isotonic versus the GLM, or GAM or SCAM model fits should be reasonably comparable; 

indicating that the latter model is a good fit to the pass rate data. It is worth noting that the estimates 

derived from the above methods cannot be used directly as they may have very high and sporadic 

variability owing to a non-uniform sample sizes for all ages of children. Subsequently the confidence 

band around the fitted model would need to be smoothed to provide reliable predictive age estimates.  

(c) Aggregated and un-aggregated data 

Binary data that is typically presented in the form of a proportion representing the number of children 

who passed an item divided by total number of children in the sample is referred to as the un-
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aggregated data form. If these proportions are grouped for example by a certain age category then 

their total pass proportion can be presented as one single point. In this latter case, the data is said to 

be in an aggregated form. Aggregation is mostly done to either increase sample sizes within groups of 

interest or used to simplify the presented scatter plots that show the distribution of data over a given 

variable, see Figure 5.4. One can for example pool together all children who are below 6 months and 

compute the pass rate for a given item for these children. Thus, instead of presenting several data 

points for each age on the scatter plot of pass rates and age, there will be just a single point 

representing these children who are below 6 months as in shown in Figure 5.4 below. While this makes 

a plot simpler and less cluttered it has the disadvantage of masking some important distribution 

information. 

Further, one can fit a model either using un-aggregated or aggregated data. Within the GLM 

framework that was explained in Section 5.2.1.1, similar results of model estimates are achieved by 

attaching frequency weights to the aggregated data. However, in the case of GAM models that are 

explained in Section 5.2.1.2, there is no obvious method to attach weights and therefore estimates of 

aggregated versus un-aggregated do not give exactly the same estimates. Another reason for using 

aggregated data is to get goodness of fit measures through residual deviance tests. However, our 

primary reason for using aggregated data is to be able to fit the isotonic regression described in section 

5.2.1.5 part d) that is only possible using aggregated data. 

In this analysis, all item by item scoring models were fitted using un-aggregated data as is shown in 

the various figures of model fits above as well as in the results chapter. The first panel of the Figure 

5.4 below shows a GLM fitted on aggregated data while the second panel shows an example of the 

isotonic regression fit. 
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Figure 5.3: GLM and isotonic regression fits for GM item 22 using aggregated data 

  
 

(d) Monotonicity in item by item analysis  

The modelling of child development ability presents a situation where the probability of success of an 

item is expected to increase with age. Intuitively, this is an expected phenomenon in that as a child 

grows or develops; their ability is expected to advance or increase. Of course as we explained in 

chapter 1 there are many factors driving and affecting this process, and they differ from subject to 

subject, but the main fact is that if the child population is normal, their ability should always increase 

with age however minimal the increment rate i.e. the relationship between the probability of passing 

an item and the child’s age has to have a monotonically increasing shape. Thus it is important that the 

chosen model adheres to this assumption so as to ensure the normal development scores produced 

reflect this aspect. This property has to be adhered to in all forms of scoring child development and 

also validated once scores are computed.  

Under this scenario of item by item analysis, monotonicity was checked by ensuring that the increment 

of the probability of passing an item was always equal to or greater than 0 throughout the covariate 

age spectrum in accordance with the constraint defined in formula 5.22 above. As we will see in the 

results section as much as the classical GAM model framework often gave improved model fits, it did 

not always guarantee monotonicity which is a fundamental aspect to be adhered to in child 

1 data point representing 

several children with 

similar pass rates  
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development scoring. Hence in the instance that the GAM model is not monotonically increasing the 

SCAM model that is an extension of the GAM framework offers a solution. This issue will be also be 

revisited again under the overall score creation scenario where a smoothing approaches to ensure the 

monotonicity of scores in this context will be suggested and implemented. 

 (e) Model comparison using Akaike Information Criterion (AIC) 

As detailed in Agresti, (2002), the AIC is a good formal criterion to select the most parsimonious and 

‘best’ model from a set of potential models. Aside from its simplicity, this model comparison method 

was mainly used because it can compare unnested and models from different families. We 

acknowledge that other potentially superior selection criteria including model fit significance tests and 

the Bayesian Information Criterion, (BIC; Schwarz, 1978) that is also likelihood-based and could have 

been used to guide the assessment of model fit. However, in our case our choice of model strategy 

had to first make a choice of the best fitting model within a given family by considering the type and 

number of knots, or the use of different degrees of freedome, or other link functions or other binary 

response transformations because the sample and number of covariates for each candidate model 

was fixed. Further, we observed that although in all instances only the covariate age was included in 

all versions of each family framework models, the other main challenge of getting an improved fit for 

items with either very low or high pass rates was due to identifiability issues that almost always 

frustrated any alternative model fit improvement strategy. The best model from the GLM given family 

was then compared with the best model from the competing GAM family bearing in mind the primary 

objective of computing more accurate and comparable age estimates.  

Formally, the criterion selects the model that minimises the following function; 

𝐴𝐼𝐶 = −2(𝑚𝑎𝑥𝑖𝑚𝑖𝑧𝑒𝑑 log 𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑 − 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠 𝑖𝑛 𝑚𝑜𝑑𝑒𝑙)           (5.23) 

Hence the models are assessed in terms of their deviance, but a model will be penalized for having 

too many parameters without any considerable improvement in the log likelihood value. Figure D.1 in 
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Appendix D shows the scatter plot of pass rates (black points) of gross motor item 22 with the GLM 

and SCAM model fits (black continuous line), respective confidence bands (red dotted line), the 

isotonic regression fit overlaid (blue dotted line) with the respective AIC values as an example. 

5.2.2. Creating an overall (total) score for a child using the entire (all) 

domain of items 

In the total score scenario, all items within a given domain for a given assessment tool are considered 

simultaneously. This second approach instead gives a single score to characterise a child’s ability given 

age within a given domain. The benefit of combining all item responses within each domain to give 

one single score allows one to get a holistic ‘picture’ of a child’s ability status. We will describe three 

main methods that include; a) a model based scoring method using Weighted Simple Counts, b) Z-

score method and c) Item Response Theory (IRT) models discussed by Jacobusse, et al., (2006; 2007).  

Most developmental tools’ items are designed in the form of a series of tasks with increasing difficulty 

and are administered in sequence. However, at the end of the entire testing process, one is usually 

interested in summarising the ability level or developmental status of a given child. Therefore, instead 

of summarising the ability of a child with respect to individual tasks, a parent or assessor is likely to be 

more interested in knowing if the child is developing normally or whether they are delayed, and to 

what extent they are delayed compared to other healthy normally developing children. To be able to 

give a child’s developmental status, being able to combine all scores within a given domain is 

important especially in this latent construct context. As noted by Cheung, et al., (2008), the use of all 

items or the multitude of binary data to score the developmental status of a child remains debatable. 

This is because there is yet to be a statistical framework that can address the fact that items in a child 

development context differ in difficulty, the item pass probability is dependent on age, different 

children will respond to a different number of items and that there is an underlying correlation or 

association between and within item responses simultaneously. Herein lays the motivation of this 

section to devise a suitable statistical framework that can address these 4 issues while computing an 
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overall score. We will first describe the GAMLSS model that will be used to extend some of the classical 

overall scoring methods. 

The GAMLSS model 

As described in Rigby, et al., (2005), Generalized Additive Models for Location, Scale and Shape 

(GAMLSS) are semi-parametric regression type models. They are parametric, in that they require a 

parametric distribution assumption for the response variable, and ‘semi’ in the sense that the 

modelling of the parameters of the distribution, are done as functions of explanatory variables which 

may involve using non-parametric smoothing functions. GAMLSS models were introduced by Rigby & 

Stasinopoulos, (2005) and Akantziliotou, et al., (2002) as a way of overcoming some of the limitations 

associated with the popular generalized linear models, GLM, and generalized additive models, GAM 

(see Hastie & Tibshirani 1990). 

In the GAMLSS model, the exponential family distribution assumption for the response variable (𝑦) is 

relaxed and replaced by a general distribution family, including highly skewed and/or kurtotic 

continuous and discrete distributions. The systematic part of the model is expanded to allow 

modelling not only of the mean (or location) but other parameters of the distribution of the response 

for the 𝑖𝑡ℎ subject, 𝑦𝑖, as linear and/or non-linear, parametric and/or additive non-parametric 

functions of explanatory variables and/or random effects. Hence the GAMLSS model is especially 

suited to modelling a response variable which does not follow an exponential family distribution, (e.g., 

leptokurtic or platykurtic and/or positive or negative skewed response data, or over dispersed counts) 

or which exhibit heterogeneity, (e.g., where the scale or shape of the distribution of the response 

variable changes with explanatory variables(s)). 

The model assumes independent observations 𝑦𝑖  for 𝑖 = 1,2, … , 𝑛 with probability density function 

𝑓(𝑦𝑖|𝜃𝑖) conditional on 𝜃𝑖 = (𝜃1𝑖, 𝜃2𝑖, 𝜃3𝑖, 𝜃4𝑖) = (𝜇𝑖 , 𝜎𝑖, 𝑣𝑖, 𝜏𝑖) a vector of four distribution 

parameters, each of which can be a function applied to the explanatory variables. The first two 
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population distribution parameters are usually characterised as location and scale parameters, while 

the remaining two parameters are characterised as shape parameters, e.g., skewness and kurtosis 

parameters. In this thesis, the excess skewness and kurtosis was taken to be zero therefore only the 

location and scale parameters were used as the pass probability or simple sum score was seen to vary 

non-linearly with age and also increase in variability as age increased. 

Formally, according to Rigby & Stasinopoulos, (2005) let 𝑦𝑇 = (𝑦1, 𝑦2, … , 𝑦𝑛)  be the 𝑛 length vector 

of the response variable. Also for 𝑘 = 1,2  let 𝑔𝑘(. )be known monotonic link functions relating the 

two distributional (location and scale) parameters to explanatory variables by the following functions; 

𝑔1(𝜃1) = 𝑔1(𝜇) = 𝜂1 = 𝑋1𝛽1 + ∑ ℎ𝑗1(𝑥𝑗1)
𝐽1
𝑗=1       (5.24a)                            

𝑔2(𝜃2) = 𝑔2(𝜎) = 𝜂2 = 𝑋2𝛽𝑘2 + ∑ ℎ𝑗2(𝑥𝑗2)
𝐽2
𝑗=2     (5.24b)                           

𝜂𝑘is a vector of ‘predictors’ of length 𝑛, 𝛽𝑘
𝑇 = (𝛽1𝑘, 𝛽2𝑘 , … , 𝛽𝐽𝑘

′ 𝑘) is a parameter vector of length 𝐽𝑘
′  , 

𝑋𝑘 is a fixed known design matrix of order 𝑛 ×  𝐽𝑘
′ , and  ℎ𝑗𝑘 is a smooth non-parametric function of 

explanatory variable 𝑥𝑗𝑘 with 𝑗 = 1,2, … 𝐽𝑘. Therefore, we see that the GAMLSS framework models 

5.24 allows one to also flexibly model parameters as linear functions of explanatory variables. 

Smoothing scores using Generalized Additive Models for Location Scale and Shape (GAMLSS) 

Once the scores to characterise child development have been created, the next step is to determine 

thresholds of the scores to classify development status. Classical approaches currently in use to create 

the classification thresholds or cut-offs used to decide whether a child is delayed or normal are reliant 

on whether the scores are normally distributed. As was discussed in Section 2.3.2.2 b) if the scores are 

normally distributed then various distances of deviation from the mean score of a given age category 

is considered as a viable (highly sensitive) thresholds.If the scores are skewed and not normally 

distributed, then the use of other measures of spread such as percentiles or percent of median can be 

considered. In line with this normality property is the fact that the scores should to be monotonically 

increasing with age. Section 5.3 describing the comparative methods will reveal in greater detail the 
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importance of score distributional properties of the different methods and their consequences on 

performance at different classification score cut-off thresholds in detecting disability or delay. 

Typically, to summarise the computed scores, the means, standard deviations and percentiles of 

respective age categories of interest are reported. Owing to the possible underlying effects of sample 

sizes and/or study designs, some age categories may have extremely high or low variability which can 

result in non-monotonic mean summaries for age. For example, the presence of a borderline 

performing child in a given age group with a small sample size may lower the mean summary score to 

fall below that of the preceding age category. This will mean that there will be a lack of monotonicity 

of mean summary scores. Lack of monotonicity could also be as a result of the chosen age category 

cut-offs that in turn determine the number of children in a given age category. Further, even if 

monotonicity of these summary measures is achieved, the variability around them is likely not to be 

smooth or reasonably even across the entire age spectrum. This is an especially important feature that 

the summary of these scores should possess. This property will enable scores to be made more 

generalizable to allow their use to classify a different cohort of children for external validation 

purposes. This will in turn avoid high misclassification rates of the children’s ability or development 

status in the new setting. 

Flegal, (2013) argues that because of statistical variation in the reference sample, empirical percentile 

curves are generally irregular, and some type of smoothing over age should be applied. Further, as 

noted by Cole & Green (1992), the smoothing is partly for cosmetic reasons but more importantly 

because changes of the variable measured would be expected to be continuous. In line with these two 

sentiments we experienced the same issues in our research context and agree that too much and 

inconsistent variability may render the empirical summary measures of scores to be unreliable leading 

to wrong development status classification conclusions. Therefore, the use of GAMLSS models as 

described by Rigby, et al., (2006) was explored to ensure that; i) the smooth monotonicity of total 

scores or mean scores for age categories was maintained and ii) the variability of overall score 
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summaries across the entire age spectrum was not sporadic. The model based smoothing framework 

also allows for the creation of confidence intervals around scores and thus defines cut-off thresholds 

for scores to be used in development status classification.  

5.2.2.1. Model based total scores using Simple Counts   

The classical simple count (SC) method that combines all the binary responses for a given child by 

simply summing all the correct responses is used as the response to the model based scoring 

approach. While reflecting on the simple score’s weaknesses we consider alternatives of enhancing 

this naïve approach by weighting the simple score by the number of administered items and then 

suggest a model based approach on the weighted total raw score using a GAMLSS model in to correct 

for age. 

Simple Count and Weighted Simple Count methods 

The simple count method can give misleading results for children with increasing age as the older a 

child is, the more items the child will be able to pass if they are developing normally. An additional 

problem occurs when not all items have been administered and there are missing data. We therefore 

suggest a weighted simple count method that weights the simple counts, i.e. the number of correct 

responses, by dividing this total by the number of questions answered to reflect the number of 

questions actually administered to the child. This simple (unweighted) count method has previously 

been used by Cheung, et al., (2008) but because they omitted to adjust their scores for children who 

were of similar age but answered different numbers of items or weight (with number of items 

administered to the child) then their scores did not correctly reflect the differing abilities of children 

of varying ages. The aim is to be able to differentiate children who have a similar simple score but 

were exposed to a different number of items for various reasons. 

In general, building on the missing data terminology used by Rubin, (1987:1988) and Little & Rubin, 

(1987) for the 𝑖𝑡ℎ child in the study, we let  𝑌𝑖𝑗  be the response for administered items 𝑗 = 1, … , 𝑛𝑖. 
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Further we define an indicator 𝑅𝑖𝑗  for whether the 𝑗𝑡ℎ item was administered for the 𝑖𝑡ℎ child that is 

given by; 

𝑅𝑖𝑗 = {
1 𝑖𝑓 𝑌𝑖𝑗  𝑖𝑠 𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 𝑜𝑟 𝑎𝑑𝑚𝑖𝑛𝑖𝑠𝑡𝑒𝑟𝑒𝑑 

 0                                          𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
           (5.25) 

Formally this weighted score can be written as; 

𝑌𝑖
∗ =

∑ 𝑅𝑖𝑗∗𝑌𝑖𝑗 

∑ 𝑅𝑖𝑗
×  34      (5.26) 

where; 𝑌𝑖
∗ is the weighted simple count for the 𝑖𝑡ℎ child. 

Recall that the MDAT tool has 34 items in each of its 4 domains; therefore, this total is used to weight 

the administered items. This method is able to differentiate children who were administered many 

more or less items for various practical reasons, such as differing levels of cooperativeness during 

assessment sessions. However, there is an implicit assumption that the missing items are of ‘average’ 

or ‘moderate’ difficulty. The total can be converted to a percentage of the total number of items in 

the testing tool or other summary measures for example means and standard deviations per age 

category. 

For example if a child in the MDAT study passed the 1st, 3rd ,5th ,6th  and 7th items, and yet only 8 out 

of 34 items in the gross motor domain were administered; then their simple score would be the sum 

of 5 passes while the weighted simple count score would be (5/8) ∗ 34 = 21.25 using formulae 5.26. 

In this example we see that because only 8 out of 34 items were administered, the simple score of 5 

was weighted up as few items were administered. 

 

 

GAMLSS regression on Total passes and fails using Beta Binomial distribution 
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The testing process of the MDAT tool presents a typical example where there aren’t a finite number 

of integers arising when the probability of success in each of a fixed or known number of Bernoulli 

trials is either unknown or random. As we saw in the previous item by item analysis, the probabilities 

of passing particular items are not the same. The beta-binomial distribution is the binomial 

distribution in which the probability of success at each trial is not fixed but random and follows a beta 

distribution. In this case the fixed number of Bernoulli trials refers to the 34 items that return a pass 

or fail with a certain probability given age. The beta distribution as described by Ross, (1998) can then 

be used to model a random phenomenon like ability whose set of possible values is within some finite 

interval [𝑎, 𝑏]. By letting 𝑎 denote the origin and taking (b − a) as a unit measurement, the finite 

interval can be transformed into the interval [0, 1]. In our case the finite interval or possible number 

of items that a child can pass given their age can range from 0 to 34. The number of items passed can 

be represented as a rate that can only take values between 0 and 1. In doing this, a Beta Binomial 

distribution allows there to be a more general mean-variance relationship than is the case for the 

binomial distribution.  

Therefore, the Generalized Additive Models for Location Scale and Shape (GAMLSS) framework as 

described by Rigby, et al., (2005) was explored to provide a smooth functional estimate of the 

expected total score given age using the total passed and total failed for each child assuming a beta 

binomial distribution. Within this framework, confidence bounds can be computed. Total scores are 

obtained from a Beta Binomial (BB) GAMLSS model fitted to the number of passes and fails of each 

child and was defined as; 

      𝑌~𝐵𝑒𝑡𝑎 𝐵𝑖𝑛𝑜𝑚𝑖𝑎𝑙 (𝑛𝑖, 𝑝, 𝜎)             (5.32) 

     𝑙𝑜𝑔 [
𝑝

1 − 𝑝
] = 𝛽0 + 𝛽1. 𝑎𝑔𝑒                (5.33) 

            𝑙𝑜𝑔[𝜎] = 𝜂0 + 𝜂1. 𝑎𝑔𝑒                 (5.34) 

where;  𝑌𝑖, is a vector of sums of the binary random successes of 𝑗 items administered to the 𝑖𝑡ℎ  child, 
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𝑛𝑖, is the number of items administered to the 𝑖𝑡ℎ  child,   

              𝑝, is the probability of passing an item and lies in the interval 0 < 𝑝 < 1, 

 𝜎, is the variance that is dependent on age, 

𝛽1(𝑎𝑔𝑒) and 𝜂1(𝑎𝑔𝑒) are monotonic spline functions of age. 

Utilizing the GAMLSS flexibility of modelling multiple parameters of a distribution function, the 

GAMLSS model can be used to provide a smooth functional estimate of an overall outcome score; an 

expected mean or variance given any continuous quantity such as the simple sum total score or even 

a Z-score but assuming a normal distribution. Again within this framework the confidence bounds can 

be computed in a straight forward way. The smoothed mean and variance estimates obtained from 

the  GAMLSS model fitted assuming a normal distribution are likely to be less variable and also better 

suited for developmental status classification as is explained in Section 5.2.2.2 b) below.  

5.2.2.2. Z-Score methods 

Perhaps the most widely used scoring approach is the Z–score method. It standardises the Simple 

Count Score (SC) described in Section 5.2.2.1 of each child using the mean and standard deviation 

corresponding to the age category of the child from a standard population of normal healthy children. 

If the reference population is the same population of children for which the z-scores are being 

calculated, then this is referred to as internal standardisation. One can also standardise the SC scores 

if separate means and standard deviations for age categories of interest are available from an external 

reference or standard population.  This latter approach is referred to as external standardisation. The 

standardisation or normalization is designed to remove the effect of age on the scores produced. This 

section will consider the pros and cons of the classical Z-score approach and suggest one method to 

alleviate its disadvantages.  

a) Empirical Z-Score method 
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Owing to the limitation of the simple count method highlighted in Section 5.2.2.1 we will instead 

standardise the Weighted Simple Count (𝑌𝑖
∗) Score. Formally, the internal standardisation of the 

weighted simple score can be defined as; 

 𝑍 𝑠𝑐𝑜𝑟𝑒 𝑓𝑜𝑟 𝑖𝑡ℎ𝑐ℎ𝑖𝑙𝑑  =
𝑌𝑖

∗−𝜇𝑖

𝜎𝑖
          (5.35) 

where;  𝑌𝑖
∗ is the weighted simple count of correct responses for items administered to the 𝑖𝑡ℎ   

              child as defined in Section 5.2.2.1, 

               𝜇 𝑖 is the mean of the weighted simple counts of children in the age group this 𝑖𝑡ℎ child 

               belongs to,  

𝜎𝑖 is the standard deviation of the weighted simple counts of children in the age group this 𝑖𝑡ℎ  

child belongs to. 

Further, unless a very ‘large’ data set is available there will be likely too much variability between 

adjacent age categories because of differences in the number of children recruited per age. Therefore, 

using the empirical mean and standard deviation summary measures may cause the Z-scores 

computed not to be reliable for use to classify the developmental status of children. This is because 

the high variability of scores in some of the age categories also makes the means for each age category 

used to compute the Z-scores not to adhere to the monotonicity property discussed in Section 5.2.2. 

Thus instead of using the empirical mean and standard deviation of each age category to standardise 

weighted simple scores we suggest use of smoothed versions of these summary values to compute 

the Z-scores. The smoothed versions of the summary measures will have non-extreme variability and 

the property of monotonicity can be adhered to. The smoothing process is described in the following 

sub section.  

b) Model based (GAMLSS) smoothed Z – Score 
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Several remedial measures have been suggested e.g. the Modified Z-Scores that are based on Median 

and Median Absolute Deviation and applied in various research contexts in psychology as described 

for example by Leys, et al., (2013). 

In our case, recall from the EDA of pass rates discussed in Section 4.3.4 that the skewness in pass rates 

is likely to be a result of the recruitment process and therefore these remedial measures may still not 

remedy stability of the mean and variance. A consequence of this is that the mean and variance for 

certain age groups that are used to compute Z-scores may be sporadic. Further, the mean may not be 

monotonic with respect to age. This later issue has the potential to lead to misleading Z-score 

computations and threaten classification accuracy because certain older age groups’ overall score 

means will have lower means than younger age groups. Therefore, by utilizing the GAMLSS flexibility 

of modelling multiple parameters of a distribution function, the model can be used to provide a 

smooth functional estimate of an expected mean and variance of any continuous quantity such as a 

total score given age but assuming a normal distribution. Again within this framework the confidence 

bounds can be computed.  

Let Yi  represent the total number of passed items for 𝑖𝑡ℎ child. Then smoothed mean and variance 

estimates can be obtained from a Normal GAMLSS model fitted to a continuous score variable, the 

weighted simple count score, explained in Section 5.2.2.1 above can be fitted as; 

      Yi
∗~Normal (µ(agei), σ2(agei))                                   (5.36) 

where; 𝑌𝑖
∗  is the weighted simple count score of the 𝑖𝑡ℎ  child computed using the formulae 5.26,  

𝜇(𝑎𝑔𝑒𝑖) and 𝜎2(𝑎𝑔𝑒𝑖) denote the assumed mean and variance respectively that depend on 

the important covariate, age, using a GAMLSS model.  

Given the non-linear relationship described in Section 4.4.3 between the overall total score and age, 

a B-spline function was used to capture this non-linear relationship. 
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The model based Z– score method standardises the weighted SC score defined in Section 5.2.2.1 of 

each child using a smoothed mean and standard deviation from a GAMLSS model of the age category 

that case belongs to. This involves fitting a GAMLSS model to the weighted simple count and using the 

fitted model to predict both the mean and variance values across the spectrum of ages of interest. 

The GAMLSS model estimate of mean (�̂�(𝑎𝑔𝑒𝑖)) and standard deviation (�̂�(𝑎𝑔𝑒𝑖)) for a specific age 

group the  𝑖𝑡ℎ child belongs to are used to compute a smoothed Z-score. In other words, the model 

based predicted mean and variance are now used to standardise the weighted simple counts for each 

child. This has the benefit of having a less ‘erratic’ overall score variance, plus monotonicity of the 

mean score can now be adhered to by taking advantage of the flexibility afforded within the GAMLSS 

framework. We assumed a normal distribution, as this was the distribution the classical Z scores were 

are expected to adhere to for purposes of ability development classification explained in Section 1.1.2. 

We will refer to this method as the smoothed Z-score method. 

Formally the model based internal standardisation to obtain the smoothed Z-scores can be presented 

as; 

𝑍𝑖  score for 𝑖𝑡ℎchild =
𝑌𝑖

∗ − �̂�(𝑎𝑔𝑒𝑖)

�̂�(𝑎𝑔𝑒𝑖)
                  (5.37) 

where;  𝑌𝑖
∗ is the weighted simple count of correct responses of items administered to the 𝑖𝑡ℎ  child.  

5.2.2.3. Item Response Theory (IRT) scoring methods 

Several authors, for example Drachler, (2007), have applied IRT models to measure very specific child 

development outcomes in varied contexts. We have so far considered several total scoring methods 

and in the light of their disadvantages suggested and developed several extensions offering a 

framework for creating an overall score using all items for each child with the benefit of getting a 

holistic ‘picture’ of a child’s developmental ability status. Additionally, our research pursues a 

framework that can simultaneously address and accommodate the often unaddressed issues 

stemming from the study design’s multilevel structure, and type of outcome, as well as adjusting for 
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important covariates (e.g. age) as these underpin the quality and accuracy of the scores. However, 

even with the extensions suggested and developed so far, these methods still suffer a few limitations 

that are not fully or efficiently addressed; be they fundamental model assumption violations given our 

child development context, the fact that the extensions are still based on an inferior overall scoring 

approach (e.g. the developed model based scoring extensions discussed in Sections 5.2.2.1 and 5.2.2.1 

were still based on the naïve simple sum scoring method), or issues arising from data structure or 

computation.  

The fourth approach considered to create an overall score was the Item Response Theory (IRT) 

framework. The data collection tool, MDAT, and the scoring process used to collect our data were 

described in chapter 3.  The data to be used to exemplify the superiority of our IRT extensions against 

the use of classical IRT models to create child development scores was described in chapter 4 of this 

thesis. The data qualities that are pertinent to modelling choices and the assumptions made in the 

form of an elaborate exploratory data analysis was also provided in chapter 4. The item by item 

analysis in Section 5.2.1 also plays a key role is advising extensions developed in this IRT framework. 

Certain specifications of IRT models distinguish themselves from the classical alternatives seen in the 

previous sections for creating overall scores by not assuming that all items in the tool have equal 

difficulty. As will be explained in the subsequent sections, besides being able to combine all item 

responses, IRT showcases a variety of alternative generalisations to overcome the observed 

limitations of previously explored methods, for example while simultaneously allowing items to differ 

in difficulty, we may also allow ability to depend on the age of the child. It was especially because of 

this later generalisation that the next sections explore the use of IRT models to create overall scores 

for child development taking age into account in the modelling process. 

IRT is based on establishing a model that specifies the probability of observing each response option 

to an item as a function of the target trait being measured by the assessment, which in our case is 

developmental ability. In testing situations where items are scored as correct or incorrect, IRT specifies 

http://en.wikipedia.org/wiki/Probability
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the probability of a correct response to an item as a function of ability. These models falling under the 

wider realm of latent trait models have now recently gained considerable momentum in their use 

especially in educational and developmental measurement. Basically, in the past decade, any 

application that involves combining response items of any form mostly advocates the use of IRT 

methodology to create overall scores to assess development. As was seen in our literature review, the 

subject of child developmental assessment tools has a long history, as does IRT.  IRT has also evolved 

in its methodology and more so in its taxonomy. IRT or latent trait models provide a statistically-rich 

class of models for analysis of educational test and psychological scale data. In their simplest form the 

data are comprised of a sample of subjects responding to a dichotomous set of test or scale items. 

The items are a set of questions, tasks or observations that indicate presence or absence of a defined 

ability given a child’s age. The main interest is in estimation of characteristics of the items and subjects. 

An IRT model can be viewed as a mixed-effects regression model (Rijmen, et al., 2003) which enables 

its application to much more varied contexts including longitudinal studies especially in educational 

testing and psychological measurement. In this chapter, we describe IRT models with respective 

generalisations applicable to our research trajectory, and illustrate their application using cross 

sectional data. In particular, we will relate the IRT model to a mixed model framework and indicate 

how software can be used to estimate the IRT model parameters. Again, using data collected using 

the MDAT described in Chapter three, we describe how IRT models can be used to address key scoring 

questions in child development research. 

Typically, in a sample with 𝑛 subjects where each child responds to 𝑗 item(s) at one occasion, though 

the amount of actual time that one occasion represents can vary for various reasons especially in a 

child development context. In this section of the methods chapter the basic IRT model for 

dichotomous items will be described and subsequent extensions developed to address weaknesses in 

the current methods will be suggested. Our example will be somewhat a traditional IRT illustration, in 

the sense that we will not examine responses to tests or validate questionnaire items, per se. 
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However, model fit performance is an indicator of quality of assessment tool items. Instead, as 

described more fully previously, our main interest is to produce and assess the quality of the score 

produced under the IRT framework against other methodologies and especially to determine if many 

of the ignored or unsatisfactorily addressed issues in the previous discussed methods can 

simultaneously be better addressed within the IRT framework. 

Following the above introduction we hope to prove the prominence of the IRT framework in scoring 

child development in subsequent subsections. We will first describe 2 IRT models that have been 

applied in a similar child development context; a 1 PL model and its generalisation called the 2 PL 

model. This will be followed by a description of IRT models within a mixed model framework. The 

reasons for this will become much clearer as we expound on our developed extensions. While 

highlighting the limitations of these two classical IRT approaches and describing the formulation of 

our IRT extension, we fit our suggested IRT model extension using the ‘back-bone’ of the generalized 

mixed model framework (GLMM) implemented using the lme4 package in R.   

The specification of IRT models 

We will set notation under the IRT framework to be consistent with previous methods. Therefore, we 

will let  𝑌𝑖𝑗  refer to the dichotomous response made by the  𝑖𝑡ℎ child (𝑖 = 1,2, … , 𝑛 children) to the 𝑗𝑡ℎ 

item ( 𝑗 = 1,2, … , 𝑛𝑖 items). The 𝑖𝑡ℎ child was measured or assessed on 𝑛𝑖 items. In our illustration we 

have a total of 34 items per domain of which a child can answer all or some of them, therefore n 

depends on the number of items a child responded to i.e. we do not necessarily assume that all 

children are measured, assessed or responded to all tool items. In the following IRT model 

formulations, a correct or positive response to an item will be, in accordance with previous notation 

be denoted by 𝑌𝑖𝑗 = 1 and an incorrect or negative response as 𝑌𝑖𝑗 = 0. 

An exception to this is in computerized adaptive testing where the items that a subject receives are 

selectively chosen from a large pool of potential items based on their sequential item responses. In 
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our illustration we will simply assume that there is a set of 𝑛 = 34 items in total, but that not all our 

subjects (𝑁 = 1446) necessarily responded to all of these items for various reasons described in 

Section 2.3.3.2. 

a) One Parameter Logistic model (1 PL) 

The simplest and most popular IRT model is the one-parameter logistic (PL) model. The works of 

Jacobusse, et al., (2006; 2007) and Cheung et al., (2008) have used the one parameter model to score 

child development. Formally, the conditional probability that a child with a particular latent trait will 

correctly be able to answer an item with a specific difficulty can be presented as; 

 

𝑃(𝑌𝑖𝑗 = 1|𝜃𝑖, 𝛽𝑗) =
exp {𝛼(𝜃𝑖 − 𝛽𝑗)}

1 + exp {𝛼(𝜃𝑖 − 𝛽𝑗)}
             5.43        

where; 𝑌𝑖𝑗  denotes the response made by the 𝑖𝑡ℎchild to the 𝑗𝑡ℎ item, 

𝜃𝑖 refers to the trait level of the 𝑖𝑡ℎ child where higher values reflect a higher level on the trait 

being measured by the items. The trait values are usually assumed to be normally distributed 

in the population of normal children with mean zero and variance one; (𝑁(0,1)), 

𝛼 refers to the difficulty of the 𝑗𝑡ℎ item. It determines the position of the logistic curve along 

the ability scale. The further the curve is to the right, the more difficult the item is and thus 

needs a higher level of ability, 

 𝛽𝑗 is the slope or the discriminating parameter which represents the degree to which the item 

response varies with ability 𝜃𝑖 , which is assumed to be 1 in this model.  

In this 1 PL model, the discrimination parameter does not vary across items. This means all items are 

assumed to have the same slope and thus the parameter α does not carry the 𝑗 subscript in the model 

formulation. In some representations of the 1 PL model the common slope parameter α does not 

explicitly appear in the model formulation i.e. rather than assuming that the trait levels 𝜃𝑖 are from a 
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standard normal distribution, 𝑁(0, 1), we assume a general normal distribution, 𝑁(0, 𝜎2 ), you get an 

equivalent model for 𝛼 = 1/𝜎. Further from equation 5.43 above, we see that if a child’s trait level 

𝜃𝑖exceeds the difficulty of the item 𝛽𝑗  then the probability of a correct response is greater than 0.5. 

Conversely, if 𝜃𝑖 < 𝛽𝑗   the probability of a correct response is less than 0.5. 

b) Two Parameter Logistic model (2 PL) 

It has previously been shown that item difficulty per domain is not uniform across all items and 

increases with age in this context of child development. We saw this aspect in our exploratory data 

analysis where certain items demand a higher level or degree of ability that is assumed to be driven 

by age; thus older children are expected to have a higher ability and therefore will be expected to 

have a higher item pass rate. Therefore, the 1 PL model assumption that all items have equal 

discrimination may be inappropriate given the influence of age on a child’s ability. Given that the 

MDAT tool items are designed to increase in difficulty, we argue that assuming equal discrimination 

of all items may be inappropriate as older children are likely to pass more items and therefore are 

likely to be poorly discriminated. 

To relax this 1 PL assumption or incorporate this feature of changing item discrimination into the 1PL 

model, we allow the discrimination parameter α  to vary across items. This generalisation of the 1 PL 

model results in the two parameter logistic (2PL) model such that the discrimination parameter 𝛼𝑗 

now carries the 𝑗 subscript in the model formulation.Several authors, including Bock & Aitkin (1981), 

have described this generalisation. Now the conditional probability that a child with a particular latent 

trait level (assumed to be from a standard normal distribution, 𝑁(0, 1), will correctly answer an item 

with a specific difficulty can be presented as; 

𝑃(𝑌𝑖𝑗 = 1|𝜃𝑖, 𝛽𝑗) =
exp {𝛼𝑗(𝜃𝑖 − 𝛽𝑗)}

1 + exp {𝛼𝑗(𝜃𝑖 − 𝛽𝑗)}
                5.44 

where; 𝛽𝑗 refers to the discrimination parameter or slope of the  𝑗𝑡ℎ  item,  
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𝑌𝑖𝑗  ,𝜃𝑖  remain as previously defined in the 1 PL model above while 𝛼𝑗 now carries the 𝑗 

subscript in the 2 PL model formulation. 

IRT models have a long history and have been applied in various fields. There are numerous 

representations of model formulations each tailored to the specific application or researcher 

convenience. Despite the lack of a unifying model formulation, the underlying theory is exactly the 

same across all model formulations. At this point we would like to highlight a note by Bock & Aitkin 

(1981) of an alternative way to represent the 2 PL model; 

𝑃(𝑌𝑖𝑗 = 1|𝜃𝑖) =
1

1 + exp {−(𝑐𝑗 + 𝛼𝑗𝜃𝑗)}
             5.45 

where 𝑐𝑗 = −𝛼𝑗𝑏𝑗 is the item intercept parameter.  

In a similar fashion the 1 PL 5.43 model can be written as; 

𝑃(𝑌𝑖𝑗 = 1|𝜃𝑖) =
1

1 + exp {−(𝑐𝑗 + 𝛼𝜃𝑗)}
             5.46 

 with 𝑐𝑗 = −𝛼𝑏𝑗 .  

Under this formulation it is clearer to see these models as variants of the mixed effects logistic 

regression (Goldstein & Lewis, 1996) model that are briefly explained in the next section. Therefore, 

the 1 PL model 5.43 can be written as follows in terms of logit or log odds; 

𝑙𝑜𝑔 [
𝑃(𝑌𝑖𝑗 = 1|𝜃𝑖)

1 − 𝑃(𝑌𝑖𝑗 = 1|𝜃𝑖)
] = 𝑐𝑗 + 𝛼𝜃𝑗                 5.47 

As stated by Titman, et al., (2013) a limitation of these models is that by choosing a large or very small 

𝜃𝑖 trait level parameter it is possible to find  𝑃(𝑌𝑖𝑗 = 1|𝜃𝑖) arbitrarily close to 0. Where there is a 

multiple choice option to select the correct response typically in aptitude tests, there is a possibility 

that a child could guess the correct answer. The 2 PL model can further be generalised to include a 

guessing parameter which can be represented as; 
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(𝑌𝑖𝑗 = 1|𝜃𝑖 , 𝛽𝑗) = ϒ𝑗 + (1 − ϒ𝑗)
exp{𝛼𝑗(𝜃𝑖 − 𝛽𝑗)}

1 + exp{𝛼𝑗(𝜃𝑖 − 𝛽𝑗)}
            5.48 

where; ϒ𝑗 represents a minimum success probability between 0 and 1 of a child giving a correct 

              response to the 𝑗𝑡ℎ  item i.e. guessing parameter,  

𝑌𝑖𝑗  ,𝜃𝑖, and  𝛽𝑗 remain as previously defined. 

The model 5.48 is commonly referred to as the Three Parameter Item Response Theory Model (3 PL 

IRT). However, in this context of child development assessment, there is no possibility of a child 

guessing a task. This is because the assessment is carried out by an experienced practitioner whose 

response is based solely on what they observe. 

c) Item Response Theory (IRT) Model Extensions 

The rationale of considering the IRT model using GLMM framework stems from the fact that it is clear 

that IRT models have connections with the popular general class of models known as generalized 

linear mixed models (GLMMs; see McCulloch & Searle, 2008). Numerous authors including Rijmen, et 

al., (2003) present an informative overview of the bridge between IRT models, multilevel models, 

mixed models, and GLMMs. A more condensed review is given by Hedeker, (2006). GLMMs extend 

generalised linear models (GLMs) by inclusion of random effects, and are commonly used for analysis 

of correlated non-normal data. In an assessment context, every child responds to several items at one 

time or longitudinally over time, thus it is likely that their responses will be correlated. It is important 

to take into account this underlying correlation structure.  

Given the limitation of the 1 PL model that constrains the discrimination parameter not to vary across 

items, that the 2 PL IRT model relaxes, we suggested and developed the following extensions that 

attempted to offer a complementary and more realistic modelling strategy under the IRT framework 

approach of measuring a child’s ability. We will see that the mixed or multilevel model formulations 

easily allow incorporation of our extension features to correct for age. 
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One Parameter Item Response Theory (1 PL IRT) Monotonic Spline Model and its implementation 

using the GLMM framework approach 

Setting it apart from the standard 1 PL model, because the ability of a child is assumed to increase 

non-linearly with age, we consider fitting an extension of the 1 PL model by adjusting for age using a 

spline function set on the backbone of the GLMM framework. Because of the importance of the 

monotonicity assumption, and the spline function selected will have to be monotonically increasing. 

The work of Geert & Geert, (2005) outline the various modelling options available when confronted 

with non-normal data within the generalized linear model framework.   

The 1 PL IRT model assumes that the discrimination of each item is the same. Also, we have seen that 

it is plausible to assume that ability, quantitatively captured by a score, increases with age. Naturally, 

in accordance with these observations, as opposed to relaxing the discrimination assumption in line 

with the 2 PL model, we allow the discrimination parameter of each item to vary with age. Further, 

because this relationship of probability of passing an item and age is non-linear, we attempt to capture 

it using a spline function and thereby the effect of age is removed from the ability estimates.  This 1 

PL IRT spline model is still linear because it involves a linear combination of (known) spline based 

functions. Formally this 1 PL IRT model can be defined as follows using the mixed effects logistic 

regression model in terms of logit or log odds; 

𝑙𝑜𝑔 [
𝑃(𝑌𝑖𝑗 = 1|𝜃𝑖)

1 − 𝑃(𝑌𝑖𝑗 = 1|𝜃𝑖)
] = 𝛼𝑗 + 𝛽𝑗𝑥𝑖 + 𝜃𝑖            5.74 

where; 𝑌𝑖𝑗  denotes the response made by the 𝑖𝑡ℎchild to the 𝑗𝑡ℎ item, 

𝛼 refers to the difficulty of the 𝑗𝑡ℎ item, 

𝛽𝑗(. ) is a is a smooth function that satisfies a monotonicity constraint that characterises the 

discrimination of the 𝑗𝑡ℎ item against a child’s age, 𝑥𝑖, 
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𝜃𝑖 refers to the trait level of the 𝑖𝑡ℎ where higher values reflect a higher level on the ability 

trait being measured by the items.  

The model 5.74 can be implemented using the lme4 package in R software used to fit both linear and 

generalised linear mixed-effects models but ensured that monotone spline functions which we need 

in order to adequately capture the non-linear relation of outcome and age. Higher positive score 

values reflect a higher trait level being measured by the items. In accordance with our research context 

the trait values are usually assumed to be normally distributed in the population of children with a 

mean zero and variance 𝜎2, 𝑁(0, 𝜎2).  

5.2.2.4. Model selection and diagnostics for overall scoring methods 

(a) Model fit for GAMLSS models 

To assess model fit in terms of overfitting and suitability of selected smoothing terms of the non-

nested GAMLSS models used in both the total score and smoothing Z-score in Sections 5.2.2.1 and 

5.2.2.2 respectively, the generalised Akaike information criterion (GAIC; Akaike, 1983) as described in 

Rigby, et al., (2005)  was used. Further, in line with the primary objective of this research of developing 

robust and more sensitive statistical scoring methods, selected models’ (developed using only the 

standard sample) ability to correctly classify delayed or disabled children was tested in both the 

disabled and malnourished samples  as recommended by both Ripley (1996) and Hastie, et al., (2001).   

 (b) Goodness of Fit Statistics to assess suitability of IRT models 

As described by Maydeu-Olivares, (2015), the goodness of fit (GOF) was used to describe how well the 

classical IRT models matched the set of observed data. Specifically this involved using p-values from 

the various goodness of fit indices and goodness of fit statistics to assess absolute model fit as well as 

piecewise model fit to identify sources and sections of misfit. Beyond determining whether each of 

the fitted IRT model could have generated the observed assessment data, the degree to which each 

model’s scores met this research objectives distribution characteristics described in Section 5.3.2 so 



Methods of Scoring Binary Assessment Data 2017 

 

169  

 

as to be able to more sensitively detect delayed development in the study samples was also assessed. 

Assessment of the suitability of the IRT extension model was with regard to the fit of the model in the 

Generalized Linear Mixed Model (GLMM) framework. Thus as outlined in Section 5.2.2.4a) the use of 

the disabled and malnourished samples with a high percentage of children known to be delayed or 

disabled was used to validate each of IRT models developed using the standardisation normal sample 

only i.e. each if the IRT models developed using the standardisation normal sample were parsed on to 

both the disabled and malnourished sample data to check that predicted scores were indicative of the 

known delayed development status of these children.    

5.3. Methods for comparison of age estimate(s) and score 

characteristics 

We have so far reflected on various age estimation and overall scoring methods in Section 5.2 after 

lending ourselves to the highlights of important statistical issues that underpin appropriate 

assessment tool development in the preceding first two chapters of this thesis. Beyond this, a question 

that naturally arises is ‘which is the best or most appropriate statistical approach to deal with 

highlighted classical method weaknesses?’ The best approach avers to the most statistically sound 

method to compute the age estimate or score given all characteristic features of the study as well as 

those of the children assessed and more importantly the research objectives.  

At the outset the decision to use a given age estimation or scoring method is primarily driven by two 

issues. Firstly, we must consider the research objective: Are we assessing performance of items in an 

item development process or are we actually developing assessment norms using an already 

established tool? Secondly, we must consider whether we are in a screening or a rigorous 

ability/disability diagnosis scenario which dictates the degree of accuracy the scoring method should 

achieve. An answer to this question(s) will be the main impetus towards making our scoring method 

recommendations adopted in common practice. ‘The best approach or method’ could mean several 
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things but in our context we take it to mean the simplest to compute but still be of the highest accuracy 

in terms of sensitivity and specificity of detecting delayed development without compromising on 

quality. Therefore, this section serves to convince any sceptics especially those influenced by the 

scoring method extensions of the preceding Section 5.2. 

The claims argued by our motivations for suggested and developed scoring method extensions that 

are evidenced by our results findings need to be objectively justified to warrant their acceptance and 

assimilation as the new best scoring practise(s). Thus a comparison of the current scoring methods 

versus extensions will be carried out primarily to investigate score characteristics and test their 

robustness on various types of data given the highlighted limitations of the rudimentary or classical 

methods to produce more reliable and valid scores.  

The age estimate or overall score comparison rationale mainly takes the form of assessing various 

aspects of both quality and performance especially with regard to accuracy of ability classification 

using the three data sets described in Section 4.2. The accuracy of classifying disabled children is 

expected to be higher than the accuracy of classifying malnourished children. This is because current 

scoring methods have not been shown to be very sensitive in detecting delayed development in 

malnourished children. Specifically, this will be by using the standard sample of healthy normal 

children; 

 To fit item by item models and compare the quality of age estimates accuracy. The obtained age 

estimates that point to a specific number of items a normally developing child should pass can be 

used to assess to what extent the children in either the disabled or malnourished samples are able 

to pass the same items. It is expected that children in either the disabled or malnourished samples 

will not pass as many items for their age.   

 To compute overall scores that will be used to compare overall scores from either the disabled or 

malnourished samples in order to classify their development status and therefore test each 

methods accuracy. Similarly, it is expected that due to disability or malnourishment, children in 
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these testing samples will on average have lower scores than children of similar age in the 

standard normal sample.  

 The next section outlines the dimensions of comparison of scores and general research questions 

given that the outputs and objectives of item by item analysis and overall total score analysis differ. In 

the subsequent sub-sections, we will describe the various methods that will be used to compare the 

characteristics and properties of scores objectively. We hope that this section will convince 

researchers of the robustness of our scoring extensions’ to better mitigate the detrimental effects of 

poor or late development delay detection. 

Dimensions of comparison of age estimates and scores 

The item by item analysis output is to give age estimates at selected probabilities of interest that a 

child is likely to pass an item given their age, while total score analysis calculates an overall score for 

each child using all their administered items. The comparison of the performance of the item by item 

analysis or overall scoring methods described in this section will be with respect to their quality (i.e. 

distribution, consistency, validity) and accuracy (i.e. sensitivity) and the effect of age both on scores 

and sensitivity. More specifically this will be in terms of; 

 Assessing whether the quality of estimates or scores differ with respect to the statistical method 

used and particular population characteristic(s)? 

 Assessing the accuracy of the different modelling or scoring approaches; is the sensitivity across 

methods the same and to what extent does it differ according to statistical method? 

 Assessing the extent the different overall scoring methods correct for age and its influence if any 

in the classification of a child’s development status? 

Table 5.1 below gives a summary of the scoring methods implemented in this thesis. Highlighted in 

grey are the suggested extensions we developed to the current scoring methods. Because the 

different approaches produce different outputs either age estimates or scores and therefore having 
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different estimate or score ranges, each method will be evaluated in terms of how better or worse its 

quality as well accuracy is for the classical versus its extended approach. For example, in discussing 

the Z-score method(s), we will explore the quality and accuracy of classical Z-scoring versus the 

proposed Z-score extensions as well as the other competing overall scoring methods.  
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Table 5.1: A summary of age estimation and overall scoring methods 

Scenario Statistical Approach Classical method(s) and extension(s) 

Item by item analysis 
1. Generalised Linear Models (GLM)  Logistic models with asymptotic confidence intervals 

2. Generalised Additive models (GAM)  GAM extension (SCAM) with bootstrapped confidence intervals 
 

Creating overall score using all 

administered items for each child 

1. Model based scored based on Simple score  GAMLSS model on total simple score corrected for age 

2. Z-score  
 Classical Z-score  

 Smoothed Z-score using GAMLSS model 

3. Item Response Theory (IRT) Models 

 One Parameter Logistic model (1 PL) 

 Two Parameter Logistic model (2 PL) 

 †1 PL IRT Spline Mixed Model 

†Extension to the 1 PL IRT model allowing correction of age and implemented using a mixed model approach  

 Shaded in grey are the item by item and overall scoring extensions suggested and developed in this chapter  
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5.3.1. Comparison of age estimates from item by item analysis 

This Section will outline how the quality of ability estimates will be evaluated in terms of their 

distribution, consistency (reliability), validity and if they differ according to various population 

characteristics such as age. 

The GLM framework was used to estimate the age at the selected probability of interest that a child 

was likely to pass an item and was extended to include the use of GAM models. We have already 

discussed in Section 5.2.1.3 that on account of the classical GAM model’s flexibility renders it not 

suitable within this ability measurement context and therefore we recommended the use of the SCAM 

extension as an alternative to the GLM approach to retain monotonicity. In this section we will assess 

the similarities of the age estimates from the 2 approaches at the different probabilities of interest. 

Further, we will compare the age estimates of the 2 methods using plots of each item against age 

estimate to check if a particular method consistently gives higher or lower age estimate values.  

Owing to sample size and population characteristics that may result in skewed item response 

distributions, the confidence bound around the GLM models may be affected if various important 

assumptions are violated. These assumption violations may for example manifest as thinning at the 

tails of the logistic model, or appear as very narrow or too wide intervals that are not a true reflection 

of the actual variability in the data. Given that quoting a confidence bound for reported age estimates 

is important, we explained the use of bootstrapping as an alternative to classical asymptotic methods 

within the GAM model framework. We will therefore compare the behaviour of asymptotic versus 

bootstrap confidence intervals in terms of their width of the different methods of producing 

confidence bounds of the various age estimation approaches. 
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5.3.2. Total score summary measures and distribution characteristics  

Distribution of scores 

The distribution of scores used to classify developmental status is key in determining the ideal 

classification cut-off thresholds (see Lord, 1955; Cook, 1959; Micerri, 1989). In the second chapter we 

saw that the commonly used Z-score for example uses the distance or deviation from the mean score 

value to define score cut-off thresholds used for development status classification. This ‘distance’ is 

often expressed in terms of variability around the mean. Thus it is important that the distribution of 

scores is known.  

The degree of adherence to the normal distribution was one of the ways of examining performance 

of the score produced. Score density plots, scatter plots of score with age and summary measures of 

mean, standard deviation, minimum and maximum (range) were used to assess the distribution of the 

total scores developed (see DeCarlo, 1997). The different plotting methods give a snapshot of the 

distribution of scores; however, the different methods magnify different aspects of the distribution 

characteristics that are of interest for our comparisons. The score density plots for example have the 

benefit of giving a general view of the distribution and indicate if there is any skewness. If overlaid, 

the density plots of scores from the different samples will help to assess the extent of overlap to advice 

on the most suitable cut-off thresholds to be used for development status classification. The densities 

also check if there are any systematic differences or similarities in spread of the scores like bimodality. 

Further, an objective confirmation of the score value adherence to the normality distribution was 

formally checked by the Shapiro-Wilks test of normality (Shapiro & Wilk, 1965). 

Distribution of scores with respect to age  

One of the primary objectives of this thesis was to create a framework for appropriately correcting for 

age of the child in the score computation. It is thus important to assess if our suggested extensions 
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achieve this and to what degree by assessing both the presence and strength of any correlation 

between scores with age or any systematic pattern of scores with respect to age. 

Scatter plots of the age variable versus the score were produced; firstly, to assess the nature of the 

association between score and age variable, secondly to assess if the scoring method indeed corrected 

for age as a complement to the correlation findings and thirdly illustrate to what extent the suggested 

extension methods managed to correct for age. A lowess smooth curve (locally weighted scatter plot 

smoothing) as described by Cleveland & Devlin, (1988) was overlaid on the scatter plot between age 

and score to assess if it results in a horizontal line with a zero intercept implying that the scoring 

method was adequately correcting the effect of age. The Spearman correlation coefficient was used 

to objectively check the strength of the correlation between the scores with the age variable. We 

would like to also note that even if the computed correlation coefficient will be less than 0.5, thereby 

endorsing the scoring method as having adequately corrected for age, it is likely that a significant p-

values will be reported. This is bound to happen especially in the normal children sample because of 

the large sample size (n=1446). 

5.3.3. Classification of developmental status: criterion validity  

The consistency of scores to classify child development status produced under the different methods 

will be compared. This will be to specifically assess if all the scoring methods manage to correctly 

classify a child known to be normal or delayed. We hypothesize that the severely delayed or disabled 

children will consistently be classified as such using the different scoring methods and have some 

similar underlying characteristic(s) that we will attempt to identify. We hope that the more robust 

scoring extensions will be able to correctly classify children with borderline (moderate) ability 

especially in the malnourished sample that are often harder to correctly classify.  

Further, in line with the sensitivity analysis objectives, we will also compare inclusion of these 

characteristic variables in the sensitivity comparison method in the hope of; a) showing superiority of 

certain scoring methods by quantifying the misclassification error rates of the different scoring 
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methods under our extended framework of correcting for important variables such as age, b) 

investigating if age for example also influences the sensitivity of a scoring method i.e. exploring if 

different classification cut-off thresholds are required to maximise the sensitivity of differently aged 

children.   

In our research context, criterion validity also called concrete validity refers to the extent to which a 

measure is related to an outcome; in this case normal or delayed/disabled. Criterion validity can be 

viewed as concurrent or predictive validity. The former refers to a comparison between the measure 

in question and an outcome assessed at the same time. The later compares the measure in question 

with an outcome assessed at a later time. Even if somewhat similar, in the book ‘Validity in Educational 

and Psychological Assessment’ by the authors (Newton & Shaw, 2014) caution that it is best to keep 

the two types of validity separate unless a suitable rational to view them as similar exists. Therefore, 

bearing the above in mind we will be interested in investigating the criterion validity of the scores 

from various methods i.e. assessing how well the scores computed using both classical and extended 

methods are able to correctly classify the developmental status of children known to be normal, 

malnourished or disabled. 

To correctly classify the development status of a child will to a large extent depend on the scores 

ability to capture the target underlying trait, developmental ability, given the threshold (or cut-off) 

used to demarcate status. Therefore, Receiver Operating Characteristic (ROC) curves as described by 

many authors including Pepe, (2009) will be produced for each method to evaluate different score 

threshold choices under the item by item framework and total score frameworks respectively. 

We consider the problem of classifying developmental status of a child similar to the problem of 

classifying individuals into one of two groups; diseased or non-diseased persons. In our classification 

context these two groups will be delayed or disabled and normal. Obviously, due to test (model) 

shortcomings, the process is bound to have some degree of misclassification error. Thus justifying 

error or accuracy evaluation and hence the motivation to pursue research aimed at the identification 
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of the more robust methods with less status misclassification error rates. The test here refers to both 

the scoring method and threshold used in classifying developmental status. The most appropriate 

method of estimating the accuracy measure of a test depends on the scores’ data type, its 

characteristics and assumptions made about the distribution of these test scores.  

Typically, while evaluating scores used to classify developmental status, you are likely to find yourself 

in one of two scenarios; either a scenario where there is a gold standard available i.e. the true 

developmental status of the child is known without error or the more practical scenario where there 

is no gold standard i.e. you are not certain of the true developmental status of the child. In this project 

we do know the true developmental status which is taken to be normal for the large standardisation 

normal sample and disabled for both the disabled and malnourished cohorts. What differs is the 

extent of normality or disability or delay that is reflected by the magnitude of the score. See Table 5.2 

below showing the two types of misclassification errors of false positives or negatives. 

Table 5.2: Types of errors in child development classification 

 True development status (Gold Standard) or Test 2 

Test 1 

 Negative   (T-) Positive    (T+) Total 

Negative   (T-) True positive  (T-,T-) False negative, FN, (T-,T+)  

Positive     (T+) False positive, FP, (T+,T-) True negative  (T+, T+) NP 

Total   NT 

 

To compute misclassification rate, we let: 

 T+ = the test is positive (indicating that the development delay or disability is present) 

 T- = the test is negative (indicating that the development delay or disability is absent) 

 NP = Number with the disease in observations. 

 NT = Total number of observations i.e. diseased and non-diseased. 

The mis-classification error rate (MR) was computed as; 

𝑀𝑅 % = [
𝐹𝑃 + 𝐹𝑁

𝑁𝑇
] × 100%                 5.84 
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where; FP, FN and NT are as defined in Table 5.2. The misclassification error rate (MR) was used to 

compare the performance of the classical scoring methods versus proposed extensions. 

Mis-classification error assessment 

 A mis-classification error is typically defined as either the number of false positives or false negatives. 

However, in other contexts certain types of misclassification errors may have higher ‘costs’ than 

others. As was explained in the score distribution Section Error! Reference source not found. above, 

it is important to advice on the appropriate diagnostic cut-off threshold to use for classification. 

The main motivation to assess error rates stemmed from the fact that misclassifications may not occur 

symmetrically or often a more accurate classification method is needed for some classes or groups of 

children than others for reasons unrelated to the actual scoring method or relative class sizes. For 

example, it may be harder to classify development status of very young children using a particular 

scoring method i.e. certain scoring methods may be more sensitive for certain age groups of children. 

Therefore, beyond recommending a scoring method as being superior, we will also be able to 

recommend the age group the scoring method is likely to perform well in terms of development status 

classification. 

 Regardless of their relative frequency in the population, carriers of a disease or children of a given 

development status are more accurately predicted than carriers of the disease who differ by certain 

characteristics. Put another way, depending on the development delay context, either false negatives 

or positives maybe more severe in certain child groups than others. If one assumes that little is lost, 

in terms of ‘cost’, in avoiding one type of error in comparison to the other, the definition of the mis-

classification error can be redefined accordingly. ‘Cost’ in this research context refers to the danger 

posed by for example classifying a normal child as delayed and subjecting them to subsequent 

unnecessary testing, or classifying a disabled child to be normal yet they are not, leading to the effect 
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of disability becoming worse. This ‘cost’ of mis-classification depends on the research context and is 

amplified further by factors like the prevalence of disease or disability. 

However, our objectives here are to; i) Firstly, to assess the distribution of mis-classification error rates 

and check if they occur at the same rate. ii) Secondly, we wish to propose a more informed strategy 

to select thresholds that will optimize both types of errors in the instance where there is bias or 

imbalance in their occurrence across various score thresholds. Our target is to have a low MR of about 

5% and a very high sensitivity greater than 80 % in differentiating between the normal and non-normal 

samples.  

The receiver operating characteristic (ROC) curve estimation 

As described by Beck, (1986) and Pepe, (2009) the ROC curve summarises the performance of any 

binary classifier that can be summarised in a cross tabulation as shown in Table 5.2 for various test 

(score) thresholds. The ROC is found to be a more attractive tool to assess diagnostic accuracy unlike 

isolated measures of sensitivity and specificity (Zweig, et al., 1993). The classification of a child as 

delayed/disabled or normal is assumed to be determined by an underlying diagnostic variable 𝑌. Once 

𝑌 exceeds a certain threshold 𝑐 (𝑌 ≥ 𝑐), the child is classified as delayed or having the condition of 

interest (positive), otherwise if 𝑌 is less than the threshold 𝑐 (𝑌 < 𝑐), the child is classified as normal 

(negative).  

Formally, we let the cumulative distribution function (CDF) of a (non) delayed child be denoted as 

𝐹1(𝐹0) ,then the ROC-curve is a plot of 𝐹1(𝑐) (true positive rate) on the y-axis against the 

corresponding  1 − 𝐹0(𝑐) (true negative rate) on the x-axis for varying values of 𝑐 over the support of 

𝑌. If 𝑌 is continuous, the ROC-curve can be written as: 

𝑅(𝑝|𝐹1, 𝐹0) = 1 − 𝐹0(𝐹1
−1(1 − 𝑝))                    5.85 

where; 𝑝 is the probability of being in one of the 2 categories, 0 ≤ 𝑝 ≤ 1. 
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Based on literature recommendations, we too aspire to have a low False Negative Rate (FNR, < 5%). 

We specify that a cut-off value, 𝑐,  for the score is suitable only if the FNR is not more than 0.05. Once 

a suitable cut-off value is found, we then estimate the specificity at this cut off and the corresponding 

score value on the original scoring method’s scale. 

Assessment of Covariate Effects on ROC Analysis or Misclassification Error 

We have seen that covariates like age are strongly associated with the child’s development process 

and therefore also strongly correlated with ability scores. Several authors such as Liu, (2013) advocate 

for covariate adjustment when they also impact on the magnitude or accuracy of the test under study. 

This is because it is also possible that covariates are also correlated with the diagnostic testing 

procedure. That is a given test or chosen score threshold may be influenced by the subjects’ 

characteristics they are applied to and therefore in turn influence diagnostic classification. For 

example, a certain score threshold may only be able to appropriately differentiate children of a very 

specific age category. This maybe be due to the fact that the assessment tool was designed for a 

specific age group of children. It may be also possible for the covariates to be both related to the 

disease or process being assessed and the diagnostic testing procedure. The former case has been 

checked and addressed by our scoring extensions.  

If it is possible that covariates also influence the discriminatory ability of the test, this should be 

explored and the extent of their influence on status diagnosis assessed. The work of Janes, et al., 

(2009) for example describes three methods of using covariate information; first, to use covariates to 

adjust classification markers which in our case refers to the scores, secondly, for factors that affect 

discrimination they describe ways of modelling ROC curves as functions of covariates, and thirdly, 

when factors contribute to discrimination, they suggest methods of combining covariate information 

to markers. However, in this project while our primary objective is to explore the effect of important 

covariates (age) on the classification process and consider their inclusion in the score computation, 

we also assess their influence on sensitivity performance. 
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The Receiver Operating Characteristic Area Under the Curve (ROC AUC) 

Hanley, (1982) defines and describes the ROC AUC from another disease context. In our research the 

ROC AUC represents the likelihood or probability that the test or assessment tool will rank two 

children as delayed or normal in the correct order over all possible cut-off score thresholds. In other 

words, the ROCAUC can be defined as the area between the graph of the function defined in formulae 

5.85 and the x-axis i.e. assuming that normal children will have higher ability scores, the AUC 

represents the chance that a randomly chosen child who is delayed will be correctly ranked below a 

randomly selected normal child. A perfect or optimal threshold cut-off of a test should have 100% 

sensitivity with zero false-positives (100 % specificity) across all possible thresholds. This point lies at 

the extreme top left-hand corner of the ROC plot resulting in AUC = 1·0. Such tests don’t exist in reality, 

and we expect some failure or error in attempts to separate normal and abnormal children. A straight 

line connecting the extreme bottom-left (sensitivity, FPR: 0,0) and top-right (1,1) corners (the ‘chance 

diagonal’) describes a test with no discrimination i.e. the AUC = 0.5. Given that the ROC curve is a 

summary of the sensitivity and specificity of a given scoring method over a range of thresholds, the 

AUC provides an objective method to compare either; different ROC curves produced under different 

scoring methods or the same scoring method producing ROC curves under different scenarios, for 

example comparing two ROC curves drawn from the same scoring approach but using different child 

characteristics e.g. different age categories. 

The pros and cons of using ROCAUC to summarise test sensitivity and specificity across various 

thresholds have been well summarised and argued by several authors such as Fawcett, (2006) and 

Hand, (2009). However, you will notice that each of the arguments is anchored on a specific research 

context or application. In the same spirit we argue that the suitability of the use of the ROCAUC in this 

child development assessment research also depends on context and more specifically the behaviour 

of the ROC curves over the entire threshold spectrum. If the classification objective is in a screening 

scenario, then ROCAUC may be suitable as interest lies in identification of ‘suspect’ delayed children. 



Methods of Scoring Binary Assessment Data 2017 

 

183  

 

If the scenario is a formal diagnosis classification then in line with the demerits outlined in literature 

for example when the ROC’s being compared cross, then ROCAUC may not be a suitable method of 

comparison. This is because one can only say that a certain method of scoring is better/worse or is 

only suitable for a certain age group of children for only a specific threshold range, and not over the 

entire threshold range. Further, as outlined in the STARD statement (Bossuyt, et al., 2015) if the 

prevalence of condition, its spectrum or study design influences the ROCAUC then the measure of 

diagnostic accuracy should be appropriately justified. Here, since the objective was to only highlight if 

there is indeed a difference in diagnostic accuracy between scoring methods, and to identify if age 

also affects the difference in accuracy, the ROCAUC was used.  

ROC within the total score framework 

We note that it may not be advisable to consider the sensitivity and specificity of just a single item to 

decide the developmental status of a child as there are several items in a tool that test the same 

construct. Instead the assessment of item by item accuracy should be viewed from an item selection 

or development process perspective where one’s objective is to find the best performing items in 

terms of their quality to adequately discriminate between children.   

In this sub-section we describe the comparison of the mis-classification error of the overall scoring 

methods described in Section 5.2.2 using ROC. In order to compute the mis-classification error across 

all possible thresholds needed to plot the ROC curve, the following eight steps were followed; 

1. Create an indicator variable ‘True status’ to indicate the actual development status for each 

of the children in the three data sets as; 0 for normal, 1 for disabled and 2 for malnourished. 

This variable will be taken to be the ‘gold standard’ variable to indicate the true status of the 

children i.e. the children in the standardisation normal cohort are normal and those in the 

other Disabled and Malnourished are deemed non-normal. Since it is of interest to compare 
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the performance of our scoring methods at classifying children of different characteristics, we 

will have two comparison scenarios; normal versus disabled and normal versus malnourished. 

2. Parse the scoring computation model from the standardisation normal data to each child in 

the Normal, Disabled and Malnourished data and obtain their overall scores. Repeat this 

depending on the overall scoring method i.e. use estimates that characterise normal 

development derived from the standardisation normal sample to compute scores for the 

disabled and malnourished samples. 

3. Create a variable ‘Threshold’ that is a vector containing 99 different quantile values of the 

score values from the normal data for each scoring method. These quantile values define the 

various cut-off thresholds to be considered and the one resulting in the lowest mis-

classification error will be selected. For the scoring methods that do not adjust for age, the 

‘Threshold’ values are defined by the predicted 2.5 % quantile scores value from the fitted 

GAMLSS model using the normal sample scores for the age range of interest.   

4. Create three arrays with dimensions of n by 99, where n is the sample size of each sample 

data and 99 refers to the quantile thresholds defined in step three.  

5. Create an indicator variable ‘Model status’ where, given a specific threshold, a child is deemed 

delayed/disabled if their score from each scoring method is less than or equal to (</=) the 

defined threshold defined in the step four above. The child is deemed normal if their score for 

the given method is greater than (>) the defined threshold defined in the step four.   

6. Repeat step five iteratively creating the respective ‘Model status’ indicator variables and write 

the result on the arrays created in step five. This step should be repeated for all 99 thresholds 

of interest, all three data sets and for all overall scoring methods considered.  

7. Append the three data sets; normal, disabled and malnourished data sets including the ‘Model 

status’ variable created in step six. 
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8. Using a cross tabulation of the ‘True status’ and ‘Model status’ variables, compute the mis-

classification errors as described in equation 5.84 above for each defined ‘Threshold’ in step 

three, make the ROC plot and compute the area under the curve for comparison. 

The following results chapter is the output of this methods chapter. While contributing to the current 

scoring discourse its main aim is to further reinforce the robustness argument pitched by our 

motivations for the proposed extensions of the age estimation and overall scoring methods. 
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6. Results 

6.1. Introduction 

This chapter presents the findings of the item by item age estimation and overall scoring methods. 

The performance of both age estimate and overall scores are compared in terms of their 

characteristics as well as their sensitivity to detect children with disability or delayed development as 

described in Section 5.3. These results of the item by item analysis are presented in Section Error! 

Reference source not found. and overall scoring methods presented in Section Error! Reference 

source not found. respectively, with the comparisons between each classical method versus extended 

method presented within either of the analyses frameworks. As the primary objective of this thesis is 

to extend age estimation and overall scoring methodology, and the EDA concluded that similar item 

characteristics exist in the other three assessed domains, only results of the gross motor domain will 

be presented.  

6.2. Item by item age estimation analysis 

The main objective is to assess if the age estimates obtained from the item by item analysis may be 

more accurately estimated using more flexible and robust modelling methods. As a starting point we 

considered the GLM model (Gladstone, et al., 2008) and then moved on to use the more flexible GAM 

framework. To adequately deliver on the main objective of this chapter, we will highlight issues that 

the various modelling approaches should address at the outset. By utilising appropriate plots or tables 

capturing and summarising the relevant issues pertinent to the quality of characteristics of the 

required age estimates, we outline how our suggestions remedy the issues raised under the following 

sub headings; age estimate distribution, model fit, monotonicity, confidence interval, data issues, 

computation or implementation problems and item ordering. Our motivation for using this approach 

to present our results and discussion is because many of the issues are related, influence each other 
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in concert and our suggested remedies may partially or completely address them either in isolation or 

simultaneously. 

Presentation format of item by item analyses results 

Following the key research issues initially prompted by the literature review, confirmed by the EDA 

findings, in addition to the pros and cons of the age estimation methods and extensions highlighted 

in Section 5.2.1, we will now discuss these same issues using vivid examples from the results. 

Specifically, the comparison of age estimates from the two item by item modelling approaches will 

assess how the following issues were addressed; 

a) There is an increase in variability of pass probabilities as age increases. Which of the two 

approaches considered is able to capture this aspect more appropriately? How adequately each 

of the modelling approaches’ confidence bands captures this aspect will be compared.  

b) There is a noticeable rapid rate of development reflected by a high item pass rate in the immediate 

first few months after birth. Therefore, which of the two item modelling approaches are able to 

flexibly capture and model this aspect more appropriately? We will assess the suitability of the 

model at the first few months after birth. 

c) Does the ‘length’ between age estimates at pass probabilities of interest differ as age increases 

across all the two modelling approaches?  

The difference could be attributed to either; the modelling approach’s ability to deal with the 

change in variability with respect to age or the fact that there were more young children sampled 

than older ones resulting in more variability in older children.  

Which method gives the most appropriate distance between respective percentiles with respect 

to the age variable or are the lengths between percentiles consistent across methods?  

As was explained in the literature review, lengths between percentiles of interest between  

adjacent items is important for two reasons; i) Firstly, it cannot be too short to the point that there 

is no overlap of age estimates at probabilities of interest as this means that there is an age range 
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without a relevant item to characterise development. ii) Secondly, it cannot be too long such that 

there is too much or considerable overlap between the age estimates at percentiles of interest as 

this implies there is no discriminative difference between the two items. Thus, one of the two 

items may not be necessary as both items may be assessing exactly the same development 

construct. We will look at plots of age estimates between adjacent percentile values of a given 

modelling approach to answer this question. 

d) We noted in our literature review that the ordering of items with respect to difficulty is done first 

using expert knowledge at the tool design stage and then ordered according to the age estimate 

at percentile of interest e.g. the 90th percentile using pilot data. This was done in the work of 

Gladstone, et al., (2008) to come up with the current ordering of MDAT items. We will be 

interested to know the extent to which the ordering of items changes depending on the modelling 

approach used to compute age estimates at probabilities of interest. 

Ultimately, we endeavour to address the question ‘which approach is ideal in addressing all the above 

four issues and consequently leading to more accurate age estimates?’ To address these specific issues 

listed above in line with our broader research objectives, we will pitch the presentation of results using 

the following three purposefully chosen item response scenarios; i) Firstly, an item that is ideal for 

infants (< 1 year old) and therefore has a high pass rate as almost all the children easily pass it. ii) 

Secondly, an item that is ideal for toddlers (1 to <3.5 years old) and therefore has an average 

(moderate) pass rate. iii) Thirdly, an item that is ideal for older pre-school aged children (3.5 to <7 

years old) and therefore has a low pass rate as many of the infants and toddlers cannot pass it. These 

age categories have been chosen using guidance from expert opinion given their relevance in having 

very low, high or evenly distributed pass rates to facilitate comparison of the different modelling 

approaches.  

Figure 6.1 below shows the model fit results of the generalised linear logistic model (GLM) and the 

shape constrained additive model (SCAM) fits for the items 1, 17 and 34 that are ideal for infants, 
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toddlers and older toddlers (pre-school age) respectively for the MDAT Gross Motor domain. These 

are scatter plots of the observed probabilities of success against age represented by black dots. 

Overlaid on each of the scatter plots are the model fits represented by a black line and the dotted red 

lines represent the confidence interval band around the model fit. The blue line shows the non-

parametric isotonic regression fit on aggregated data whose computation was explained in Section 

5.2.1.5 b). Beyond the model fit given the item pass probability distribution with respect to age, the 

isotonic regression fit assists to graphically evaluate the suitability of the fitted model. Figure 6.2 

shows graphically how the 25th, 50th, 75th and 90th percentile age estimates were computed by 

rearranging the various model formulae explained in Section 5.2.1.3. Figure 6.2 also shows the 

graphical representation of confidence interval values around the age estimate which are summarised 

in Table 6.3 for both GLM and SCAM models. 

Figures 6.3a) to 6.3b) shows the Normal reference age values for 25th to 50th (white box), 50th to 

75th (cyan box) and 75th to 90th  (dark blue box) percentile plots for the 34 items in the MDAT gross 

motor domain using the GLM and SCAM models. Note that the scale in the graph is not linear; the 

initial items that are ideal for infants use a monthly scale in order to show more detail in the 

developmental milestones between items. The rate of child development in the first year after birth 

is very rapid thus if the centiles were represented on the same scale, some detail would not be very 

apparent. Using the 90th % probability age estimates we see that gross motor items 1 to 12 are ideal 

for infants who are less than 1 year old, items 13 to 22 are ideal for toddlers who are 1 to less than 

3.5 years old and items 23 to 34 are ideal for pre-school age children who are 3.5 to less than 7 years 

old. The work of Gladstone, et al., (2010) advised the ordering of the items using the 90% pass 

probability age estimate value in Figures 6.3a) to 6.3b). 



Results 2017 

 

191  

 

    

Type of items  GLM SCAM 
    

GM item 1: Ideal for infants 

(<1 year old) 
 

  

    

    

Gm item 17: Ideal for toddlers 

(1 to <3.5 years old) 

 

 

  

    

    

GM item 34: Ideal for pre-school age children 

(3.5 to <7 years old) 
 

  

Figure 6.1: A comparison of GLM and SCAM model fits for items ideal for infants (item 1), toddlers (item 17) and pre-school age children (item34) in the GM 
domain.  
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  Figure 6.2: Display of model fit, confidence band around model fit, computation of age estimates and age estimate confidence band on single item data. 
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Table 6.1: Age estimates at the 25th and 90th percent probability of passing an item from GLM and GAM extension (SCAM)  models for gross motor domain. 

Type of item Item(s)  label 
25th  % probability 90th  % probability 

GLM SCAM GLM SCAM 

Ideal items for infants 
<1 year old 

GM1 - Lifts chin up off floor for a few secs. 0.01 0.02 0.17 0.14 

GM2 - Prone, head up to 90 degrees 0.09 0.09 0.27 0.24 

GM3 - Holds head straight or erect for few secs.  0.15 0.09 0.30 0.26 

GM4- Pulls to sit with no head lag 0.12 0.17 0.47 0.33 

GM5 - Lifts head, shoulders and chest when prone 0.18 0.15 0.36 0.34 

GM6 - Bears weight on legs 0.22 0.21 0.55 0.38 

GM7 - Sits with help 0.21 0.22 0.50 0.38 

GM8 - Rolls over from back to front 0.23 0.23 0.57 0.42 

GM9 - Sits without support for a period of time 0.32 0.31 0.58 0.47 

GM10 - Sits by self well 0.35 0.37 0.64 0.52 

GM11 - Crawls (in any way) 0.51 0.53 0.95 0.79 

GM12 - Pulls self to stand 0.57 0.57 1.10 0.98 

Ideal items for toddlers 
1 to <3.5 years old 

GM13 - Able to stand if holding on to things 0.60 0.61 1.14 1.02 

GM14 - Walks using both hands of somebody 0.70 0.69 1.38 1.34 

GM15 - Walks with help - hand or furniture 0.79 0.78 1.48 1.45 

GM16 - Walks but falls over at times 0.97 0.98 1.65 1.60 

GM17 - Stoops and recovers 1.04 1.06 1.78 1.71 

GM18 - Walks well 1.08 1.10 1.81 1.73 

GM19 - Runs  1.15 1.17 2.35 2.33 

GM20 - Kicks a ball in any way/tries to kick ball 1.63 1.41 2.66 3.07 

GM21 - Runs well (confidently) stopping and starting without falling  1.42 1.54 2.90 3.12 

GM22 - Kneels and gets up without using hands  2.35 2.20 3.81 3.96 

Ideal items for 
pre- School aged children 

3.5 to <7 years old 

GM23 - Throws a ball into a basket (at least one of 3 times) 1 m away 2.37 2.34 3.85 4.04 

GM24 - Runs, stops and is able to kick a ball some distance 2.21 2.40 3.90 3.91 

GM25 - Jumps with feet together off ground 2.45 2.40 3.83 3.95 

GM26 - Jumps over line/string on the ground  2.56 2.54 4.03 4.14 

GM27 - Stands on 1 foot for < 5 seconds 2.90 2.66 4.01 4.08 

GM28 - Walks on heels 6+steps  2.99 2.91 4.44 4.55 

GM29 - Jumps over piece of paper 2.62 2.84 4.59 4.71 

GM30 - Walks on tip toes 6+steps 3.30 2.96 4.70 4.89 

GM31 - Hops on one foot 4 steps 2.91 3.06 4.97 5.19 

GM32 - Stands on 1 foot for a longer time 3.14 3.32 5.16 5.33 

GM33 - Can throw ball in air and catch it with 2 hands 4.13 4.20 6.42 6.00 

GM34 - Heel/toe walk precise one foot behind other along chalk line 4.22 4.00 6.32 6.00 

*Highlighted in different shades of grey are instances where the age estimates in respective models across items are not monotonically increasing. 
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Figure 6.3 a): Normal reference age values for gross motor domain using Generalized Linear (Logistic) Model. 
*Red arrows and black dotted boxes demarcate items that are ideal for infants (< 1 year old), item that are ideal for toddlers (1 to <3.5 years old) and items that are ideal for older pre-school 

aged children (3.5 to <7 years old). The red dotted box shows an example where 2 consecutive items are not appropriately ordered using the GLM model age estimates. 
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Figure 6.3 b): Normal reference age values for gross motor domain using Shape Constrained Additive (SCAM) Model. 
*The red dotted box shows an example of a conflict in the ordering of items previously ordered using the GLM model age estimates presented in Figure 6.3a) above. 
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6.2.1. Comparison score characteristics of item by item analysis 

This section compares several characteristics of the age estimates derived from the two item by item 

model analyses under the following sub-headings to justify the suitability of our proposed more robust 

modelling approaches. 

Distributional aspects and assessment of item by item model fits 

The distribution of pass rates for the respective items within each domain clarified that in general, 

with increasing age, the probability of passing a given item increases (see Figure 6.1 showing the 

scatter plots of the proportion of children passing an item against age). Therefore, items that are ideal 

for infants (< 1 year old) tended to have most of the children across the age spectrum passing while 

items for older children, toddlers (1 to < 3.5 years old) and pre-school aged (3.5 to < 7 years old) 

tended to have more children failing the items. It is clear that the GLM modelling approach seemed 

to struggle to adequately fit the data especially in the items ideal for the very young infants and older 

pre-school age groups. For example as shown in Figure 6.1, unlike the SCAM model fit, the GLM model 

fit for item 1 does not adequately overlay the isotonic regression fit over the entire age spectrum. 

We assessed model fit graphically by plotting the observed pass probabilities and overlaying the model 

fits in the different item by item model approaches. Further we fitted a non-parametric isotonic model 

that does not make any distributional assumptions. Notice that the SCAM fit in all the three types of 

item scenarios is able to almost always mirror the non-parametric model fit. Further confirmation of 

an improved model fit is given by the reduced(less) AIC value even if subtle summarised in Table 6.3. 

The second row in Figure 6.1 shows a poor fit in the GLM case for item 17. GAM presents a more 

flexible framework to fit the data better as is evidenced graphically, the reduced AIC value. However, 

this flexibility within the GAM framework also presents a complication discussed in Section 5.2.1.5f) 

with regard to monotonicity which is discussed further in the sub-section below. 
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Therefore, from the model fit graphs and age estimates summaries we can conclude that in items 

where the distribution of pass rates was fairly even across the age spectrum or those designed for 

older toddlers, the GLM produced comparable estimates compared to the more complex SCAM 

approach as is highlighted by the AIC value summaries in the red dotted box on Table 6.2. Notice that 

at best for most of the items the SCAM outperformed the classical GLM modelling approach and at 

the very least performed as well as the GLM modelling approach. Actually the GLM can be considered 

to be a special case of a GAM model that has a linear term only. Even where the model fits are fairly 

comparable, we advocate for using the robust approach due to model assumptions that rely on pass 

rate distributions and therefore dictate the validity of derived age estimates from each modelling 

approach.  
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Table 6.2: Item by item model AIC value comparison in Gross Motor (GM) domain 

Type of item GM Item(s) 

Model AIC values 
ƗItem pass rates GLM SCAM 

Ideal items for infants 
(< 1 year old) 

1 0.95 223.90 222.65 

2 0.89 311.76 311.76 

3 0.83 348.77 348.77 

4 0.87 322.01 320.92 

5 0.83 276.52 276.52 

6 0.80 255.76 255.76 

7 0.80 272.09 272.09 

8 0.79 275.23 275.23 

9 0.75 187.22 187.22 

10 0.72 141.77 141.73 

11 0.65 316.52 247.25 

12 0.63 394.87 383.53 

 

Ideal items for toddlers 
(1 to <3.5 years old) 

13 0.61 393.22 379.86 

14 0.57 441.45 440.04 

15 0.55 403.03 401.59 

16 0.50 319.78 317.97 

17 0.48 333.65 368.15 

18 0.47 279.96 278.44 

19 0.44 448.66 409.14 

20 0.36 439.06 419.53 

21 0.39 423.75 396.20 

22 0.27 397.47 385.56 

 

Ideal items for 
pre-school age children 

(3.5 to <7 years old) 

23 0.27 378.52 370.25 

24 0.28 420.07 410.65 

25 0.26 357.55 339.95 

26 0.25 350.75 338.87 

27 0.22 343.02 338.87 

28 0.21 378.64 371.09 

29 0.25 338.01 334.62 

30 0.18 401.65 399.86 

31 0.22 404.00 392.78 

32 0.20 416.24 409.73 

33 0.12 448.37 439.36 

34 0.11 422.21 421.37 
  ƗItem pass rates in MDAT normal sample. 
  GM-Gross Motor. 
  GLM-Generalised Linear Model. 
  SCAM-Shape Constrained Additive Model. 
  Shaded in light grey are the model fit AIC values for items 10, 17, 19, 32 and 33 where only the relevant response item data for  
  a specific age range for given item were used to fit both models to facilitate fair comparison between the GLM and SCAm models   
  Shaded in dark grey are the model fit AIC values for the preferred SCAM model.  
  Red dotted box shows items where the distribution of pass rates was fairly even across the age spectrum. 
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Confidence intervals/band around model fit and age estimates 

In the methods chapter Sections 5.2.1.3 and 5.2.1.4 we outlined the process of the computation of 

age estimates and associated confidence bands around the age estimates at the probabilities of 

interest respectively in both the GLM and GAM model frameworks. The age estimates at the 

probabilities of interest have been summarised in Table 6.1. From this table we see that the age 

estimates from the two methods are fairly comparable. These model age estimates have been used 

to make the reference charts presented in Figures 6.3a) to 6.3b) that are used by experts during the 

child development assessment process. However, notice that in some cases, highlighted in grey that 

the age estimate at a particular probability of interest for two adjacent items decreases. This suggests 

a problem with the ordering of items with respect to this probability. A remedial measure to the above 

issue is to reorder the items according to the highest probability of interest. In this case it will involve 

ordering the items according to the 90th % probability age estimate as this will often be the age 

estimate value of interest. 

Within the GLM framework, there are certain fundamental model assumptions that should be 

adhered to in order to create valid asymptotic confidence bands around age estimates. Therefore, 

where there is a poor GLM fit for example due to a skewed item response pass probability distribution 

then this means that the confidence bands around age estimates also have poor coverage. This is 

evidenced by the ‘thinning’ of the confidence band seen in Figure 6.1 especially around the model fit 

tails. The GAM model frameworks also have methodology and corresponding assumptions for creating 

confidence bands around the model fits. The validity of these confidence bands would still be 

frustrated by similar assumption issues experienced within the GLM framework. Bearing this in mind, 

for the implemented model extensions in the GAM framework, we used the bootstrap procedure that 

was explained in Section 5.2.1.4 to create valid confidence intervals around model estimates. These 

bootstrap confidence bands appear to better capture the variability around the model fits more 

appropriately especially around the tails. 
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Table 6.3 shows the confidence bands around the age estimates. We see that both the GLM and SCAM 

modelling approaches gave fairly comparable values especially for items where there is an even 

distribution of item pass probabilities typically found in items that are ideal for toddlers that are 

highlighted in the red dotted box. We also noticed that the confidence intervals around age estimates 

tended to get wider from item 20 onwards for both model approaches at the two pass probabilities 

of interest presented. This is attributed to the fact that as age increases the pass probability variability 

also increased and is reflected in the width of the confidence band. The shaded grey box shows an 

example of an unrealistic confidence band for item 1 and is possibly a consequence of a poor GLM 

model fit.  
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Table 6.3: Age estimate Confidence Interval at the 25th and 90th % pass probability of items from GLM and SCAM models for gross motor domain.  

Type if item Item(s)  label 
25th  % probability 90th  % probability 

GLM SCAM GLM SCAM 

Ideal items 
for infants 

(< 1 year old) 

GM1 - Lifts chin up off floor for a few secs. [-0.02, 0.03] [0.00, 0.02] [0.12,0.16] [0.12, 0.17] 

GM2 - Prone, head up to 90 degrees [0.08, 0.11] [0.08, 0.11] [0.22, 0.26] [0.22, 0.27] 

GM3 - Holds head straight or erect for few secs.  [0.14, 0.17] [0.14, 0.17] [0.31, 0.36] [0.30, 0.35] 

GM4 - Pulls to sit with no head lag [0.10, 0.13] [0.10, 0.14] [0.25, 0.30] [0.25, 0.28] 

GM5 - Lifts head, shoulders and chest when prone [0.16, 0.19] [0.16, 0.19] [0.29, 0.34] [0.29, 0.33] 

GM6 - Bears weight on legs [0.21, 0.24] [0.21, 0.24] [0.34, 0.39] [0.33, 0.38] 

GM7 - Sits with help [0.19, 0.22] [0.20, 0.23] [0.33, 0.38] [0.33, 0.38] 

GM8 - Rolls over from back to front [0.22, 0.25] [0.22, 0.25] [0.37, 0.43] [0.37, 0.42] 

GM9 - Sits without support for a period of time [0.30, 0.33] [0.31, 0.33] [0.42, 0.48] [0.43, 0.48] 

GM10 - Sits by self well [0.33, 0.38] [0.35, 0.40] [0.54, 0.61] [0.47, 0.51] 

GM11 - Crawls (in any way) [0.49, 0.54] [0.50, 0.55] [0.77, 0.85] [0.71, 0.83] 

GM12 - Pulls self to stand [0.54, 0.60] [0.55, 0.61] [0.89, 0.99] [0.85, 0.93] 

 

Ideal items for toddlers 
(1 to <3.5 years old) 

GM13 - Able to stand if holding on to things [0.57, 0.64] [0.59, 0.65] [0.93, 1.04] [0.89, 0.99] 

GM14 - Walks using both hands of somebody [0.66, 0.74] [0.63, 0.72] [1.12, 1.25] [1.09, 1.27] 

GM15 - Walks with help - hand or furniture [0.75, 0.82] [0.71, 0.82] [1.20, 1.33] [1.66, 1.33] 

GM16 - Walks but falls over at times [0.93, 1.01] [0.92, 1.01] [1.34, 1.47] [1.31, 1.48] 

GM17 - Stoops and recovers [0.99, 1.08] [0.98, 1.07] [1.46, 1.60] [1.44, 1.59] 

GM18 - Walks well [1.04, 1.13] [1.01, 1.13] [1.50, 1.65] [1.47, 1.59] 

GM19 - Runs  [1.09, 1.21] [1.11, 1.21] [1.96, 2.19] [1.63, 1.99] 

GM20 - Kicks a ball in any way/tries to kick ball [1.55, 1.71] [1.32, 1.45] [2.53, 2.82] [2.08, 2.88] 

GM21 - Runs well (confidently) stopping and starting without falling  [1.35, 1.48] [1.41, 1.60] [2.16, 2.40] [2.61, 3.01] 

 

Ideal items for 
pre- School age children 

(3.5 to < 7 years old) 

GM22 - Kneels and gets up without using hands  [2.24, 2.47] [2.00, 2.38] [3.56, 3.93] [3.51, 4.07] 

GM23 - Throws a ball into a basket (at least one of 3 times) 1 m away [2.26, 2.49] [2.10, 2.41] [3.53, 3.89] [3.60, 4.32] 

GM24 - Runs, stops and is able to kick a ball some distance [2.10, 2.31] [1.95, 2.21] [3.40, 3.76] [3.47, 4.15] 

GM25 - Jumps with feet together off ground [2.34, 2.57] [2.09, 2.48] [3.57, 3.92] [3.54, 4.06] 

GM26 - Jumps over line/string on the ground  [2.44, 2.67] [2.28, 2.62] [3.69, 4.05] [3.65, 4.21] 

GM27 - Stands on 1 foot for < 5 seconds [2.77, 3.02] [2.66, 2.95] [4.09, 4.47] [4.12, 4.61] 

GM28 - Walks on heels 6+steps  [2.86, 3.12] [2.72, 3.02] [4.33, 4.73] [4.35, 4.96] 

GM29 - Jumps over piece of paper [2.50, 2.73] [2.36, 2.72] [3.71, 4.07] [3.72, 4.27] 

GM30 - Walks on tip toes 6+steps [3.16, 3.45] [2.98, 3.45] [4.82, 5.27] [4.78, 5.66] 

GM31 - Hops on one foot 4 steps [2.78, 3.05] [2.49, 2.92] [4.32, 4.73] [4.29, 4.86] 

GM32 - Stands on 1 foot for a longer time [3.00, 3.28] [2.69, 3.21] [4.66, 5.10] [4.75, 5.60] 

GM33 - Can throw ball in air and catch it with 2 hands [3.95, 4.31] [3.65, 4.13] [6.18, 6.84] [5.52, 6.70] 

GM34 - Heel/toe walk precise one foot behind other along chalk line [4.05, 4.40] [3.84, 4.36] [6.17, 6.80] [5.90, 7.03] 

*Confidence interval values given to the nearest 2 decimal places. 
The shaded grey box shows an example of an unrealistic confidence band for item 1 using the GLM model. 
Highlighted in the red dotted box shows the GLM and SCAM modelling approaches gave fairly comparable values especially for items where there is an even distribution of item pass probabilities typically found in 
items that are ideal for toddlers. 
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Data issues 

There were several children recorded to have a decimal age value of 0. Technically, a child cannot have 

a ‘zero’ value for age and therefore this caused computational issues in the item by item analysis. At 

this stage these children were omitted from the analysis. A remedial measure could be to add a ‘small’ 

age value, e.g. corresponding to half a day, to only these child cases or all cases in an effort to utilise 

their respective item responses.  

Monotonicity 

One of the most important underlying assumptions with regard to measuring child ability is that as 

age increases, it is expected that the item pass probability that reflects ability should increase. We 

have seen that in an attempt to fit a model to the data structure, by using a more flexible method like 

the classical GAM, monotonicity is not always assured. The SCAM framework offers similar fit flexibility 

features to the classical GAM but assures that the fit is monotonically increasing with respect to age. 

This in turn solves the issue of multiple solutions for age estimates at pass probabilities of interest. 

Adherence to monotonicity of estimates was checked as is described in Chapter 5 and it was found 

that only the GLM and SCAM model frameworks assure this important assumption in this child 

development context is always adhered to. 

Computation or Software Package Problems 

Items designed for infants or older pre-school age children often had convergence problems especially 

in the SCAM modelling approaches. The classical GLM is some instances produced unrealistic 

confidence intervals especially when there was no differentiation of pass/fail rates i.e. where almost 

all children either passed or failed the item. This is because items designed for infants will have most 

of the children over the age spectrum of interest in the standardisation normal sample passing them. 

Even if the GLM procedure may still converge or give model estimates, we note that these estimates 

are not correct. For example, as is highlighted in grey in Table 6.4, the GLM model resulted in a 
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negative lower age estimate confidence bound at the 25th percentile for the item 1. A way to prevent 

unrealistic estimates is to restrict the predicted age to be within the acceptable range of non-negative 

values.  

The SCAM procedure did not run smoothly in these situations either; often failing or taking 

considerably too long to converge or giving unrealistic age estimates. Again a way to prevent the 

unrealistic age estimates is to restrict the age estimates not to go over a certain age value as is 

highlighted in red in Table 6.1. This problem is not present with more evenly distributed data with 

respect to pass patterns across the age spectrum. This was seen especially while trying to predict age 

estimates outside the learning data range and while bootstrapping to get confidence intervals. The 

current SCAM procedure cannot comfortably predict probabilities outside the sample data age range. 

Thus we could only safely predict probabilities of children whose ages were less than or equal to the 

oldest child in the MDAT data, which was 6.39 years. Given the above findings that may frustrate the 

computational process during model fitting we recommend the following remedial measures; 

 For the SCAM model framework, one could;  

o Only use the relevant item data over a given age range that the item is designed for to get 

the needed age estimates at the probabilities of interest. For example, we know that item 

1 in the GM domain is only relevant for very young infants who are ≤ 1 year old (see the 

𝑥 axis age range indicated by the red arrow in Figure 6.4); therefore we can fit the SCAM 

model only using the data for children that are less than 1 year as is shown in Figure 6.4 

below. 

o Alternatively use a random sample of the item data to fit the required model. 

 Adjust the model specification options like the type of spline used, number of knots or 

convergence tolerance level options used to fit the SCAM model 

 Ensure that the competing GLM model is fitted using similar data and model specification options 

to facilitate fare comparison of each model’s fit. 
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                   Figure 6.4: SCAM model fit using only relevant item data (age≤1 year) for gross motor 

                   domain item 1.  
      *Red arrow shows that only children who are ≤ 1 year were be used to fit the model.  

 

Ordering of items on assessment chart 

In order to appropriately assess child development using assessment charts such as those presented 

in Figure 6.3a) above, items are designed to be ordered to increase in difficulty. In turn, it is expected 

that as age increases, the probability of passing an item also increases if a child is developing normally. 

The probability to pass an item increases with respect to age implies an increase in ability. Therefore, 

items in an assessment tool should be ordered in ascending order with respect to age to reflect this. 

If the items are not correctly ordered, it may be difficult to assess a child’s ability status as there may 

be ‘easier’ items that the child can pass and they are not administered as there are some preceding 

‘harder’ items that are not appropriate for their age. The ordering of items in the work of Gladstone, 

et al., (2008; 2010a) used the 90% pass probability age estimate value of each item to order the items 

in each domain with respect to increasing age. This ordering was maintained for the charts presented 

in Figures 6.3a) to 6.3b).  
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However, the age estimate values shown in Table 6.1 are different for the two modelling approaches 

considered. This means that the ordering of items will change depending on the modelling approach 

used to compute the age estimates and which of the pass probability age estimates is used to order 

items. But, we also note that the ordering of items may also be influenced by the data used to fit the 

item by item models. Because the age estimates at the pass probabilities of interest should increase 

with age to enable the appropriate use of the charts to classify ability, we recommend that; i) Firstly, 

the primary reason for change in item order should be adequately motivated. ii) Secondly, the highest 

pass probability of interest should be used to order the items. iii) Thirdly, in the instance that there is 

a drastic change in item ordering, then expert opinion should be sought to confirm that the ordering 

of items is appropriate to assess child development. 

For example, Figure 6.3a) shows an assessment chart that uses the age estimates from the GLM model 

using the MDAT 2007 data but keeping the Gladstone, et al., (2010a) order of these items. The 

ordering of items highlighted in the dashed red box should be altered as is confirmed by the grey 

shaded GLM age estimate values in Table 6.1. We see that if the 90% pass probability age estimate 

value from the SCAM model is used for ordering, the item order changes for the items 25, 26, 27, 29, 

30 and 33. 

Another issue related to ordering of items is the extent of overlap of age estimates between items 

ordered according to increasing difficulty. As was previously explained in the model assessment sub-

section above it is clear that the MDAT items can be grouped into items ideal for infants, toddlers and 

pre-school aged children, as is shown by the red arrows in Figure 6.3a). As was highlighted in the 

literature review chapter Section 2.3.3.4 a), it is advisable to have some degree of overlap between 

age estimates of items, as if there is any gap it means that no item is appropriate to assess or 

characterise ability at that specific age. 
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6.2.2. Summary of item by item analysis 

Our results have highlighted several key issues that are important in fitting item by item models to 

obtain development age estimates and we have gone on to show or suggest methods to circumvent 

various item modelling issues. In summary, instances where the item pass probability is not evenly 

distributed or where the log-odds of passing an item don’t increase linearly with age will often result 

in the standard logistic regression model performing poorly. Once fundamental modelling 

assumptions are violated and pass probability rates are extreme, then more flexible and robust SCAM 

models should be used as these address most model requirements as discussed above. 

Using the insight gathered from the individual item characteristics and more so how the two different 

modelling approaches characterise pass probabilities, the next section presents the results of the 

current overall scoring methods and attempts to devise suitable methods to compute an overall score 

for each child using all domain item responses while simultaneously accounting for age. 

6.3. Overall scoring methods 

As noted earlier, the overall scoring approach considers all items within a domain of an assessment 

tool simultaneously to give a single score to characterise a child’s ability given age. The benefit of 

combining all item responses within each domain is to give one single score thus allowing one to get 

a holistic ‘picture’ of the child’s ability status. As was explained in Section 5.3 and summarised in Table 

5.1, we will consider three scoring approaches that are currently in use.  

Again, the main objective here is to assess if the scoring of items using all items may be more 

accurately and appropriately assessed using more flexible and robust statistical methods and adjust 

for age. Some of the overall scoring methods are a combination of item by item analysis methods. 

Therefore, using lessons learned from the item by item analysis in Section Error! Reference source 

not found. above, we, for example, considered the Generalized Additive Model framework which was 

seen to be more flexible and robust to extend some of the current overall scoring approaches.  
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Presentation format of overall scoring methods  

Before delving into the results and discussion reporting format that we will adopt for the overall 

scoring approach, there are a few important facts to consider; unlike item by item analysis the output 

of the overall scoring approach are overall summary scores at ages of interest. At the outset, we would 

like to note that a particular scoring approach may not address or only partially address certain scoring 

issues of interest. For example, it is not expected that any of the simple sum scoring methods will 

adjust for age, and thus they are expected to show a systemic strong association with age. The 

suggested extensions will at the very least address correcting for age and maybe a few other issues 

that improve their quality and use. Therefore, the discussion scope and extent will change depending 

on the number of issues that our developed extensions purport to address.  

Further, between the different overall scoring realms, the score scales differ, and therefore the 

interpretation and use in turn will differ. For ease of reporting results and comparison of the various 

methods as was explained in the comparison Section 5.3, we will also group the results of scoring 

methods into three scoring families of; simple score methods, Z-score methods and Item Response 

Theory methods. Therefore, the discussion and comparison points of the results will be kept within 

each method. However, the main outlook of this project is to give the best approach that is robust 

and simultaneously able to detect a child’s ability development delay or disability. 

In a similar fashion as was used in reporting the item by item analysis we highlight general issues that 

the various overall scoring approaches raise at the outset. Then, using various statistical summaries 

and plots that will be described, discuss the issues raised and more so how our developed extensions 

remedy them under the following sub headings; score distribution, model fit, confidence interval, data 

issues, outliers, monotonicity and computation problems. Given the pros and cons of the current 

scoring methods, we will present more specific questions within each family that the suggested 

scoring method hope to address.  
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The specific research questions we intend to address under the overall scoring approaches are; 

a) What is the distribution of scores produced from the various methods and what is the distribution 

of scores produced from the various methods with respect to age? 

These two aspects are important in devising the best approach to use for determining clinical 

suitable and sensitive threshold cut-off values to classify child development status. 

b) Does the scoring method have a framework to adequately correct or adjust for age and other 

covariates? And does the scoring approach have a framework to create a confidence interval 

around score estimates? 

c) Does the correlation of scores change with respect to scoring method and age?  

d) Does the sensitivity of scores change between methods with respect to cut-offs and important 

covariates like age? 

e) Which method is able to adequately deal with potentially hard to classify observations with no 

obvious disability or delayed development using the malnourished sample data? 

f) Which of the scoring approaches is able to account for; 

i. Differences in the number of items administered to children 

ii. The underlying correlation within and between a child’s responses  

iii. Allowing the difficulty across items to change 

Each scoring method’s ability to address the above specific questions will be assessed under the 

broader themes of; score distribution and quality, score distribution with respect to age, correlation 

agreement of scores with age and score sensitivity that will be compared and discussed within each 

of the methods’ subsections. Table 6.4 summarises the distributional characteristics of the scores from 

the different scoring methods showing the scores’ mean, standard deviation (SD), score range, 

correlation of score with age and sample size for each scoring method for the gross motor domain in 

the normal, disabled and malnourished sample groups of the MDAT 2007 data. It gives us a glimpse 

of the score characteristics of the classical methods against the developed extensions in this thesis 

that are discussed in more detail in subsequent sections.  
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We note that of main concern are the characteristics of distribution of scores mainly in the normal 

sample. The assessments of the score characteristics in the disabled and malnourished samples are 

mainly to validate the scoring methods, test the performance of scoring methods and inform us on 

other pertinent issues such as the appropriate threshold cut-off values to use to correctly classify child 

development status. To complement the summary statistics presented in Table 6.4, we have plotted 

density plots and scatter plots that give further insight into score characteristics and catalyse the 

discussion of the distribution of scores within each scoring method family to further assess their 

quality and performance. The criterion validity explained in Section Error! Reference source not 

found. is also assessed in each of the samples in the form of a sensitivity analysis where; a) the rate of 

false positives (FP) in the normal sample should be relatively low (about 5%) b) the rate of true 

positives (TP) in both the disabled and malnourished samples should be relatively high (> 50%). We 

anticipate that the true positive detection rate should be higher in the disabled sample than in the 

malnourished sample. This is because being malnourished does not necessarily imply disability.    

As explained in Section Error! Reference source not found., a scatter plot of the score values on the 

𝑦 axis against child age on the 𝑥 axis will be plotted for each method with a loess curve overlaid. Apart 

from checking if there is any systematic pattern of scores with respect to age, the scatter plot also 

points to other important issues such as the child cases that are potentially hard to classify due to 

their borderline scores with respect to selected threshold cut-offs. Both the density plots and scatter 

plots allow us to assess the sensitivity of the scores to distinguish normal from disabled or 

malnourished children. A summary of the various scoring methods sensitivity performance is given in 

Table 6.5 which gives the ROCAUC for each scoring method to facilitate comparison, and also assesses 

the impact of age on sensitivity and subsequently prompts the finding of an optimal threshold or cut-

off point that achieves the highest sensitivity.  
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Table 6.4: Score distribution summary statistics of the classical and extended overall scoring methods in the MDAT GM domain for the 3 sample data sets. 
Normal Data 

 Simple Score Methods Z-Score Methods Item Response Theory Methods 

Summary Statistics 
GAMLSS Regression 

Classical 
Z-Score 

Smoothed  
Z-Score 

Classical 
1 PL 

Classical 
2 PL 

1 PL 
Spline 

Mean 25.54 ~0.00 -0.01 ~0.00 ~0.00 -0.06 
†SD 8.61 0.99 1.00 1.20 1.21 0.82 

Shapiro Test, W 
(p-value) 

0.85 
(<0.001) 

0.97 
(<0.001) 

0.97 
(<0.001) 

0.91 
(<0.001) 

0.91 
(<0.001) 

0.98 
(<0.001) 

Minimum 
Maximum 

1.39 
33. 72 

-5.94 
4.01 

-7.25 
4.44 

-2.30 
1.43 

-2.25 
1.46 

-6.51 
2.96 

False Positives 
(FP %) 

37 
(2.56%) 

28 
(1.94%) 

39 
(2.70%) 

47 
(3.25%) 

42 
(2.91%) 

37 
(2.56%) 

¥Corr. age 
(p-value) 

0.21 
(<0.001) 

0.08 
(0.002) 

0.05 
(0.04) 

0.97 
(<0.001) 

0.97 
(<0.001) 

0.02 
(<0.001) 

n 1444 1444 1444 1444 1444 1444 

Disabled Data 
Mean 8.88 -6.86 -5.75 -0.84 -0.84 -5.01 

†SD 2.02 4.92 2.96 0.96 0.95 1.72 

Shapiro Test, W 
(p-value) 

0.95 
(0.002) 

0.83 
(<0.001) 

0.93 
(<0.001) 

0.96 
(0.02) 

0.96 
(0.01) 

0.92 
(<0.001) 

Minimum 
Maximum 

4.66 
11.87 

-24.98 
-0.58 

-15.38 
-0.56 

-2.30 
1.43 

-2.25 
1.46 

-7.91 
-0.62 

Sensitivity 
(TP %) 

80 
(100.00%) 

76 
(95.00%) 

74 
(92.50%) 

76 
(95.00%) 

76 
(95.00%) 

75 
(93.75%) 

¥Corr. age 
(p-value) 

-0.03 
(0.79) 

-0.19 
(0.09) 

-0.33 
(0.003) 

0.21 
(0.06) 

0.22 
(0.05) 

-0.01 
(0.93) 

n 80 80 80 80 80 80 

Malnourished Data 
Mean 18.55 -1.95 -1.48 0.20 0.17 -1.66 

†SD 3.80 2.48 1.55 0.67 0.67 1.53 

Shapiro Test, W 
(p-value) 

0.81 
(<0.001) 

0.80 
(<0.001) 

0.88 
(<0.001) 

0.93 (<0.001) 
0.95 

(~0.001) 
0.88 

(<0.001) 

Minimum 
Maximum 

7.50 
21.83 

-12.12 
2.32 

-8.90 
0.91 

-2.30 
1.43 

-2.25 
1.46 

-8.57 
0.57 

Sensitivity 
(TP %) 

80 
(66.67%) 

42 
(35.00%) 

36 
(30.00%) 

46 
(38.33%) 

40 
(33.33%) 

75 
(62.50%) 

¥Corr. age 
(p-value) 

-0.01 
(0.88) 

0.03 
(0.74) 

-0.07 
(0.43) 

0.66 
(<0.001) 

0.66 
(<0.001) 

-0.13 
(0.16) 

n 120 120 120 120 120 120 

Values are reported to nearest 2 decimal places, Values in brackets are the respective p-values for the Shapiro-Wilks test of normality and the Spearman’s 
correlation coefficient, †SD-Standard Deviation, ¥Spearman correlation of scores with age in normal sample, TP-True positive (Proportion (%) of disabled 
children in sample), Highlighted in grey are the preferred overall scoring extensions developed in this thesis, Highlighted in red dotted box are the scoring 
methods that adequately correct for age. 
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Table 6.5: Sensitivity and optimal score cut-off performance summary of the classical versus extended overall scoring methods in the MDAT GM domain. 

Overall Scoring 
Approach 

 ROC AUC 

Method MDAT Sample Data 
Overall 

(0-<7 years) 
Infants 

(<1 year) 
Toddlers 

(1-3.5 years) 
Pre-sch. age 

(3.5-<7 years) 

Simple Sum 
Count 

GAMLSS  
Regression Score 

Normal vs Disabled 
Normal vs Malnourished 

0.93 0.92 0.93 0.93 

0.77 0.75 0.77 0.77 

 

Z-Score 
 

Classical 
Z-Score 

Normal vs Disabled 
Normal vs Malnourished  

0.98 0.94 0.98 0.99 

0.81 0.82 0.81 0.88 

Smoothed 
Z-Score 

Normal vs Disabled 
Normal vs Malnourished  

0.98 0.95 0.98 0.99 

0.80 0.82 0.79 0.90 

 

 
Item Response Theory 

(IRT) 

1 PL IRT 
Normal vs Disabled 
Normal vs Malnourished  

0.98 0.95 0.98 0.97 

0.81 0.84 0.81 0.80 

2 PL IRT 
Normal vs Disabled 
Normal vs Malnourished  

0.98 0.94 0.98 0.97 

0.80 0.81 0.81 0.77 

1 PL Spline 
 IRT 

Normal vs Disabled 
Normal vs Malnourished  

0.98 0.96 0.98 0.97 

0.83 0.85 0.84 0.77 

Highlighted in grey are the overall scoring extensions developed in this thesis, Highlighted in red dotted box are the scoring methods that were 
found to be highly sensitive.
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6.3.1. Simple Sum Count Methods  

Under the simple sum count scoring approaches, we remedy the identified weaknesses by; a) first 

weighting the simple score by the actual number of administered items and then b) utilising the 

flexibility of the GAMLSS regression model described in Section 5.2.2.1 to correct for the effect of age. 

The following three sections describe the simple count methods in terms of score characteristics, 

correlation with age and sensitivity. While bringing out the weakness of the simple count method, we 

highlight the benefit of the suggested extensions. 

6.3.1.1. Comparison score characteristics of Simple Scoring Methods 

 GAMLSS model scores 

Section 5.2.2.1 outlined the process by which a GAMLSS Beta Binomial model is fitted on the number 

of passes out of the total administered MDAT items per child while adjusting for the non-linear 

relationship between the number of passes and age using a more flexible monotonic B-spline function 

to obtain expected scores at ages of interest. The second column on Table 6.4 shows the summary 

statistics of this scoring method that suggest a highly skewed distribution especially for the normal 

and malnourished samples. The skewness is confirmed by the density plots shown in second panel of 

Figure 6.5 with the disabled sample having a multimodal distribution. This could be an indication that 

there may be different groups in this sample depending on the extent of the formally diagnosed neuro-

disability. A formal test of adherence to normality shows that the score distributions from all the three 

data samples are not normally distributed.   

The third panel of Figure 6.5 shows a scatter plot of GAMLSS (50th percentile) score values and age. 

We see that the previously strong non-linear association of the simple score with age is absent. The 

systemic pattern of scores and increase in sparsity as age increases no longer exists in the GAMLSS 

scores. These findings are confirmed by a weak correlation coefficient of 0.21 and a horizontal loess 

smooth curve (red line) overlaid on the scatter plot.
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W is the Shapiro-Wilk test for Normal, Disabled and Malnourished scores 

Figure 6.5: Centile plots on simple scores used as cut-off thresholds, Score density plots and Scatter plots for GAMLSS BB model scores in GM domain.
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The following points can be drawn from both the model based GAMLSS regression scoring approach;  

 These method does not directly adjust for age of the child in the score computation. Instead while 

still using the naïve simple score that is strongly associated with age it attempts to correct for age 

using the GAMLSS model frameworks. Therefore, even if this extension is able to mitigate the 

effect of age on scores, it is possible that some remnants of weaknesses of the simple score still 

carry over to these model based scores. These weaknesses are; 

o Because the response of the GAMLSS BB regression is a naïve sum of passed items that 

assumes each item has similar difficulty it still regards each item to have similar difficulty.  

o Further, both the GAMLSS BB regression model does not allow the investigation of 

dependence between items. 

 However, this model based method offer a framework to get appropriate scores at percentiles of 

interest while accounting for the non-linear relationship between the total score and age. While 

doing so we see that; 

o If the simple scoring method is used for assessment, then the GAMLSS BB model 

framework can be used to create suitable age adjusted cut-off thresholds. These are 

shown in the first panel of the Figure 6.5. 

o We also notice that while the model based scores that have been adjusted for age, thus 

allow the use of one overall cut-off or threshold (shown in blue continuous line) to classify 

development status, owing to the skewed nature of the score distributions and 

subsequent overlap of scores seen in the density plots in the second panels of Figure 6.5, 

an alternative threshold should be sought to achieve high sensitivity. These alternative 

optimal thresholds shown in blue dotted lines in the third panel of Figure 6.5 prove to be 

more sensitive in differentiating between normal versus disabled and normal versus 

malnourished children. 

To be able to use the model based approach to classify child development status using the simple 

score, one could plot percentile values across the age spectrum as shown in the Figure 6.6. The figure 
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shows a percentile curve reference chart using the GAMLSS BB regression for 0.025, 0.05, 0.25, 0.50, 

0.75, 0.90, 0.95 and 0.975. Shown in the blue dotted lines are the expected overall sum score counts 

at the eight percentiles of interest that can be used for a child’s development status given their overall 

raw sum simple score. For example, if we consider a two year old child who had an overall raw simple 

score of 25 using the MDAT tool as shown in the figure by the red dotted line; according to the GAMLSS 

regression percentile curve reference chart this child’s gross motor development status would be 

classified to be on the 0.90 percentile.  
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Figure 6.6: Percentile curves reference charts using GAMLSS regression for 0.025, 0.05, 0.25, 0.50, 0.75, 0.90 and 0.95. 
Shown in the blue dotted lines are the expected overall sum score counts at the 8 percentiles of interest (the red dotted line shows 0.50 the expected overall sum score count).
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6.3.1.2. Sensitivity of simple scoring 

Ultimately the ‘best’ scoring approach is the one that while being ‘simple’ to implement or compute, 

is able to accurately detect or identify delayed or disabled children. To facilitate sensitivity comparison 

across the simple scoring methods described in Section Error! Reference source not found. were used.  

The summary measures of False Positive rate in the normal sample that should be low and True 

Positive rate in the non-normal samples that should be high give a snap shot of the scoring methods 

ability to correctly classify different groups of children. Table 6.5 has summarised the performance of 

the various scoring methods and compared sensitivity in terms of; firstly, their sensitivity between 

normal versus disabled samples, and normal versus malnourished samples. Secondly, given our 

interest in correcting for age that has been shown to be strongly associated with simple score counts, 

also assess if age also influences the sensitivity of the score. 

At the outset we note that given the degree of overlap seen by the density plot and scatter plots of 

the model based scores using simple scores in Figure 6.5 we expect that sensitivity will be higher when 

attempting to classify the normal versus disabled samples compared to classifying the normal versus 

malnourished samples. This expectation is confirmed by the ROCAUC values in Table 6.5 that are 

consistently higher for the normal versus disabled samples in comparison to the normal versus 

malnourished samples.  

Finer detail with regard to sensitivity performance is shown by the ROC curves for each of the three 

methods in Figures 6.7 below. We would like to highlight the benefit of the model based scoring 

approaches’ cut-off values to classify the naïve weighted scores. Obviously if one specific threshold 

that does not account for the effect of age is used as a cut-off for this method, the sensitivity will be 

very poor owing to the strong association of the scores with age. However, as seen from the respective 

ROC curves below, using the model based thresholds as cut-off is more suitable if the simple or 

weighted score is used as the scoring methods. Further, although we can now use one cut-off to 

distinguish the normal versus disabled or malnourished cases as the effect of age has been eliminated, 
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due to the skewness of the model based scores shown in the density plots in Figure 6.5 the choice of 

threshold needs to be adjusted slightly. As is shown in the scatter plot in the third panel of Figure 6.5, 

it is not until the cut-off threshold reaches at least the 10th percentile that one is able to detect any 

disabled cases.  

Effects of age on sensitivity 

To evaluate the effect of age on sensitivity, we grouped our sample data into the three age groups of; 

infants who are less than 1 year, toddlers who are 1 to less than 3.5 years and pre-school age children 

aged 3.5 to less than 7 years, and then carried out the sensitivity analysis described in Section Error! 

Reference source not found. for each age group. The respective ROC AUC summary values that are 

used to make comparisons are also summarised in Table 6.5. 

For the simple score method, it seems that this scoring approach seems more sensitive for the toddler 

and pre-school age children that both report the same slightly higher ROCAUC value of 0.93 for the 

normal and disabled children. However, as was highlighted in our literature review on some of the 

pitfalls of using the ROCAUC, we notice that the respective ROC curves for these age groups shown in 

Figures 6.7 cross at certain cut-off values. Therefore, merely having a lower ROCAUC value for a certain 

age group does not necessarily mean that the scoring method is poorer for this age group. It may just 

mean that the scoring method is not appropriate for children within a specific age spectrum. For 

example, in Table 6.5 we see that for normal versus disabled samples the ROCAUC for pre-school age 

children is slightly higher at 0.93 as opposed to the ROC AUC value for infants which is 0.92. However, 

in Figure 6.7 the ROC curve between the normal and disabled samples for infants and pre-school age 

children cross at several cut-off values. Therefore, for certain cut-off values the sensitivity 

performance of the simple scoring approach is higher for pre-school age than infants and in other 

cases it is not. 
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Figure 6.7: ROC curves: GAMLSS regression score method in GM domain. 

  

  
  



Results 2017 

 

220  

 

6.3.1.3. Summary of simple scoring approach methods 

Under the simple scoring framework, we have suggested weighting to ensure that there is a fair 

comparison of scores from two children of a similar age who have a different number of items 

administered. We then used a GAMLSS regression model to facilitate the correction of age on the 

naïve or the weighted scores. In their paper titled ‘Discussion: A comparison of GAMLSS with quantile 

regression’ Rigby, et al., (2013) reiterate the advantages and disadvantages that are showcased by 

both the GAMLSS modelling approach. In this child development context research we use these model 

based methods for 2 purposes; a) firstly, at the naïve simple raw score level to combine item responses 

and provide a framework to correct for the effect of age that has been shown to be strongly associated 

with the simple score counts. This correction of age allows the use of one cut-off threshold to classify 

disability or development delay but also facilitates comparison of different aged children; b) secondly, 

as a mechanism to create suitable confidence bands around scores that takes into account the effect 

of age and the observed increase in sparsity of the simple or weighted scores as age increases. The 

second purpose of using the model based methods also doubles up to provide a suitable way to create 

more appropriate age adjusted threshold values that can be used to classify development status if the 

researcher still insists on using the naïve simple scores. 
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6.3.2. Z-score methods 

Section 5.2.2.2 explained how the Z-score approach that either internally or externally standardise the 

simple sum score of each child using the mean and standard deviation of the score of the age category 

that each case belongs to. This section now pits the classical Z-score approach against our suggested 

extension of using smoothed mean and standard deviation values to compute more reliable Z-scores 

that we call the smoothed Z-scores. 

6.3.2.1. Comparison score characteristics of Z-Scoring Methods 

Empirical Z-score 

The summary distribution characteristics in column three in Table 6.4 suggest that the classical Z-

scores in the normal sample are reasonably normally distributed. However, the density plots in Figures 

6.8 below suggest that the disabled sample Z-scores are skewed to the left and the normal sample Z-

scores have a bimodal distribution. The normality tests for the respective three samples confirm that 

the score distributions are not normal. The scatter plot of Z-scores against age with the loess curve 

overlaid in the third panel of Figure 6.8 shows that the Z-score approach is able to successfully correct 

for the previously observed effect of age in the simple score method. This is also confirmed by the 

weak correlation coefficient of 0.08 in the normal sample.   

However, a closer look at the means of the age groups of interest from the empirical Z-score method 

summarised in Table 6.6 and illustrated in the first panel of Figure 6.8 reveals that they do not adhere 

to the assumption of monotonicity. The importance of the means used to standardise the simple score 

and compute the Z-score to be monotonically increasing was explained in Section 5.2.2 was not 

adhered to. See the red arrows in first panel of Figure 6.8. The lack of adherence of these age category 

means to monotonicity implies that it is possible that computing a Z-score using the unsmoothed 

means and standard deviations would be invalid as they would over or under estimate the Z-score. 

This weakness in the classical Z-score approach is our main motivation for recommending a smoothed 
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Z-score approach. For example, consider the child who is 0.54 years old and has a weighted simple 

score of 10.30 in the gross motor domain. The second and third columns of Table 6.6 contain means 

and standard deviations (SD) of the weighted simple scores for ‘normal’ children in the MDAT Gross 

Motor domain by age. As the child is 0.54 years, the mean and standard deviation values needed to 

standardise this child’s weighted simple score are given in the 6 to 6.9 month row highlighted in the 

red dotted box of Table 6.6. As outlined in formula 5.35 the classical Z-score for this child for the gross 

motor domain can be calculated as follows;  

Empirical Classical Z-Score = (10.30 - 9.93)/ 0.86 

where the child’s weighted score (10.30) is the number of items that this child passed (10) within the 

gross motor domain divided by the number of items administered within the domain (33), multiplied 

by the total number of items in the domain (34). The mean (9.93) and standard deviation (0.86) were 

calculated using the raw weighted simple counts of children who are 6 to 6.9 months of age as the 

actual age of the child is 0.54 years or 6.48 months. This child therefore has an unsmoothed empirical 

Z-score value of 0.43. 

Smoothed Z-score using GAMLSS model 

The distribution summary characteristics in the fourth column of Table 6.4 seem to suggest that the 

smoothed Z-scores in the normal sample are somewhat normally distributed. The density plots in the 

fifth panel of Figure 6.8 below show a slight bi-modal peak in the normal sample and that the 

previously observed skewness especially in the disabled sample Z-scores has been reduced. The formal 

normality tests for the respective three samples confirm that the score distributions are not normal. 

The scatter plot of the smoothed Z-scores against age with the loess curve overlaid in the sixth panel 

of Figure 6.8 shows that the smoothed Z-score approach is also able to successfully correct for the 

previously observed effect of age in the simple score method. This is also confirmed by the weak 

correlation coefficient of 0.05 and horizontal loess smoothed curve in the normal sample.   
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We have seen that the mean and standard deviation from the empirical score does not always adhere 

to the assumption of monotonicity which the smoothing approach attempts to rectify as shown in the 

third panel of Figure 6.8 below. Using a higher or lower mean or standard deviation to compute a Z-

score has the potential of mis-classifying the development status of a child by either inflating or 

deflating the actual Z-score. Table 6.6 below shows the actual means and standard deviations (shaded 

in grey) that are used in the computation of the smoothed Z-scores are now monotonically increasing. 

However, beyond the benefits accorded by the Z-score approach the main purpose of smoothing the 

means and standard deviations used to compute Z-scores is to ensure that these summaries adhere 

to the monotonicity assumption and therefore avert the mis-classification potential highlighted 

earlier. The sensitivity analysis further confirms the potential danger of mis-classification resulting 

from using inflated or deflated means and standard deviations for Z-score computation.  

Again, we consider the same child who is 0.54 years old and has a weighted simple score of 10.30 in 

the gross motor domain. The highlighted fifth and sixth columns in grey of Table 6.6 contain the 

corresponding smoothed means and standard deviations (SD) of the weighted simple scores for 

‘normal’ children in the MDAT Gross Motor domain by age. These summary measures were obtained 

from fitting a GAMLSS model on the weighted simple scores as explained in Section 5.2.2.2 b). As the 

child is 0.54 years, the means and standard deviations values needed to standardise this child’s 

weighted simple sum score are given in the 6 to 6.9 month row highlighted in the red dotted box of 

Table 6.6. As outlined in formula 5.36, the smoothed Z-score for this child for the gross motor domain 

can be calculated as follows;  

Smoothed Z-Score = (10.30 - 10.52)/ 1.89 

where the child’s weighted simple sum score (10.30) is the number of items that this child passed (10) 

within in the gross motor domain divided by the number of items administered within the domain 

(33), multiplied by the total number of items in the domain (34). The smoothed mean (10.52) and 

standard deviation (1.89) were calculated by smoothing the raw weighted simple counts of children 
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who are 6 to 6.9 months of age as the actual age of the child is 0.54 years or 6.48 months. This child 

therefore has a smoothed Z-score value of -0.11.  

The following are the key points drawn from the classical Z-scoring approach;  

 As was seen in the previous model based approach using the GAMLSS BB regression on the 

weighted simple sum score, this method too does not directly take age of the child into account 

in the score computation. Instead while still using the total simple score it is able to successfully 

eliminate the previously strong association of naïve simple scores with age by standardising the 

overall raw scores by age. This allows us to be able to use one cut-off threshold for all ages. These 

are shown as blue lines in the scatter plots of Z-scores with age in Figure 6.8.  

 Because the Z-score is a standardised form of the naïve sum of passed items; 

o The method still assumes that each item has similar difficulty.  

o Since the Z-score standardises the overall simple score, it does not allow the investigation 

of dependence between items. 

 Table 6.8 shows total score summaries of mean and standard deviations for various age 

categories. Notice that while these can be used as references in typical research studies to 

evaluate development status of children, they are not very reliable if they are not monotonically 

increasing. 

 The method also offers no direct framework for creating confidence bounds around the scores.  

In addition to the points drawn from the classical Z-scoring approach, the smoothed Z-score approach;  

 Ensures monotonicity avoiding the potential pitfall of mis-classifying the true developmental 

status of a child. Using an example, we have shown how the empirical classical Z-score could 

potentially classify a child as developing normally by reporting a slightly inflated Z-score of 0.43 

yet their true Z-score is slightly lower, -0.11. 

 The GAMLSS model offers a more realistic framework of creating confidence bands around Z-score 

estimates. 
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 As a result of using more realistic mean and variance values to standardise the simple score 

counts, the smoothed Z-score distribution is less skewed. This leads to a shorter smoothed Z-score 

range. Notice the range of unsmoothed Z-scores shown in Table 6.5 for the disabled and 

malnourished samples if far greater than those of the smoothed Z-score method. 

 The GAMLSS model offers a suitable framework to account for other important variables beyond 

age that are strongly associated with the scores characterising the development of a child. 

The means and standard deviations shown in the fifth and sixth columns of Table 6.8 that are 

highlighted in grey are instead used to compute smoothed Z-scores to classify development status of 

children. As the Z-score method does manage to adequately correct for the effect of age, the 2.5th and 

97.5th percentile values of the smoothed Z-score can be used as cut-off thresholds for screening 

purposes to classify child development status. These thresholds are shown as blue lines in the Z-score 

scatter plots against age in Figure 6.8. The performance of these cut-off thresholds will be discussed 

in the sensitivity section of the Z-score methods. 
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W is the Shapiro-Wilk test for Normal, Disabled and Malnourished scores  
       Figure 6.8: Mean and SD summaries of classical and Smoothed Z-scores, Z-score density plots and Z-score scatter plots with age in GM domain in   
       normal, disabled and malnourished data. Red arrows in 1st and 4th panel show change in variance of the mean due to smoothing. Red arrows in 2nd and 
       5th panel show skewness in score distributions (reduced skewness in smoothed Z-scores). 
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Table 6.6:  Means, standard deviations and the 2.5th and 97.5th percentile values of the Z-score 
(confidence intervals) for use in creating both unsmoothed (classical) and smoothed Z-scores as well 
as ability classification for the GM domain of the MDAT tool.  

ƗC.I.-Confidence Interval or 2.5th and 97.5th percentile values of the Z-score. Red dotted box shows unsmoothed and 
smoothed summary standardisation values for a child who is 6 to 6.9 months old. Shaded in grey are the smoothed summary 
statistics. 

 

6.3.2.2. Sensitivity of Z-scoring methods 

Given the degree of overlap seen in the density and scatter plots of both Z-score methods shown in 

second and third panels of Figure 6.8, we expect that sensitivity will be higher while attempting to 

classify the normal versus disabled samples as compared to classifying the normal versus 

Age category 
(months) 

Unsmoothed Smoothed 

Mean (μ) SD (σ) 95 % ƗC.I Mean (μ) SD (σ) 95 % ƗC.I 

Less than 1 0.60 0.99 [0.00,2.23] 0.31 1.64 [0.00,3.01] 

1 to 1.9 2.34 1.93 [0.00,5.51] 2.56 1.68 [0.00,5.32] 

2 to 2.9 4.11 2.31 [0.31,7.91] 4.57 1.72 [1.74,7.39] 

3 to 3.9 6.35 2.2 [2.73,9.97] 6.35 1.76 [3.46,9.24] 

4 to 4.9 8.21 1.93 [5.04,11.38] 7.92 1.80 [4.96,10.88] 

5 to 5.9 10.07 1.36 [7.83,12.31] 9.30 1.84 [6.27,12.33] 

6 to 6.9 9.93 0.86 [8.52,11.34] 10.52 1.89 [7.41,13.62] 

7 to 7.9 11.70 1.82 [8.71,14.69] 11.59 1.93 [8.41,14.77] 

8 to 8.9 12.87 1.88 [9.78,15.96] 12.53 1.98 [9.28,15.79] 

9 to 9.9 12.87 1.67 [10.12,15.62] 13.37 2.03 [10.04,16.70] 

10 to 10.9 13.61 1.74 [10.75,16.47] 14.12 2.07 [10.71,17.53] 

11 to 11.9 14.62 2.23 [10.95,18.29] 14.81 2.12 [11.31,18.30] 

12 to 12.9 15.79 2.22 [12.14,19.44] 15.44 2.17 [11.87,19.02] 

13 to 13.9 16.16 2.09 [12.72,19.60] 16.06 2.22 [12.40,19.72] 

14 to 14.9 16.95 2.53 [12.79,21.11] 16.66 2.28 [12.92,20.40] 

15 to 15.9 17.12 2.46 [13.07,21.17] 17.25 2.33 [13.42,21.08] 

16 to 16.9 18.38 1.89 [15.27,21.49] 17.82 2.38 [13.91,21.74] 

17 to 17.9 19.29 1.61 [16.64,21.94] 18.39 2.43 [14.39,22.39] 

18 to 18.9 19.48 2.24 [15.80,23.16] 18.94 2.48 [14.85,23.03] 

19 to 19.9 20.00 1.65 [17.29,22.71] 19.48 2.54 [15.31,23.65] 

20 to 20.9 19.84 0.75 [18.61,21.07] 20.01 2.59 [15.75,24.26] 

21 to 21.9 20.23 0.87 [18.80,21.66] 20.52 2.64 [16.18,24.87] 

22 to 22.9 21.28 3.00 [16.35,26.21] 21.03 2.69 [16.60,25.45] 

23 to 23.9 20.80 1.38 [18.53,23.07] 21.52 2.74 [17.01,26.03] 

24 to 29.9 22.82 3.70 [16.73,28.91] 23.15 2.91 [18.36,27.94] 

30 to 35.9 24.41 3.73 [18.27,30.55] 25.64 3.14 [20.47,30.81] 

36 to 41.9 27.55 3.69 [21.48,33.62] 27.74 3.27 [22.37,33.11] 

42 to 47.9 29.49 3.07 [24.44,34.00] 29.48 3.23 [24.17,34.00] 

48 to 53.9 30.98 4.30 [23.91,34.00] 30.88 3.02 [25.92,34.00] 

54 to 59.9 32.22 1.71 [29.41,34.00] 31.97 2.64 [27.63,34.00] 

60 to 65.9 32.73 1.31 [30.58,34.00] 32.75 2.13 [29.24,34.00] 

66 to 71.9 33.45 1.22 [31.44,34.00] 33.26 1.59 [30.65,34.00] 

72 or greater 33.42 1.25 [31.36,34.00] 33.51 1.07 [31.74,34.00] 
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malnourished samples. This expectation is confirmed by the ROCAUC values in Table 6.5 that are 

consistently higher for the normal verses disabled samples in comparison to the normal versus 

malnourished samples. Also we see that the sensitivity of the suggested smoothed Z-score extension 

is fairly comparable to the classical Z-score approach. Finer detail with regard to sensitivity 

performance is shown by the ROC curves for each of the two methods shown in Figures 6.9a) and 

Figures 6.9b) below. It is clear that both scoring methods are fairly comparable in terms of their 

sensitivity performance. 

Further, although we can now use one cut-off to distinguish the normal versus disabled or 

malnourished cases as the effect of age has been eliminated, due to the difference in degree of 

skewness of the classical Z-scores shown in the density plots in the second panel of Figure 6.8, the 

choice of threshold cut-off needs to be adjusted slightly. Notice that the optimal (to achieve high 

sensitivity) overall score cut-off threshold for the classical Z-score method is 0.04 that translates to a 

Z-score value of ~-1.56 on the classical Z-score scale as opposed to an optimal Z-score threshold cut-

off at the 0.05 percentile that translates to a slightly higher Z-score value of ~-1.52 on the smoothed 

Z-score scale for the normal and disabled sample data. However, to err of the side of caution, the 

clinically optimal Z-score is usually taken to be a Z-score value of -2.00.      

Effect of age on Z-score sensitivity performance 

The respective ROCAUC summary values that are used to make comparisons across the three age 

groups for infants who are less than 1 year old, toddlers who are 1 to less than 3.5 years old and pre-

school age children aged 3.5 to less than 7 years old are summarised in Table 6.5. It is clear from the 

respective ROCAUC values that the Z-scoring approach appears to be in general more sensitive for the 

3.5 to 7 year age group of children. 
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Figure 6.9a): ROC curves: Empirical Z- score method in GM domain
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Figure 6.9b): ROC curves: Smoothed Z-score method in GM domain. 
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6.3.2.3. Summary of the Z-score methods 

Within the Z-scoring approach, we have pitted the classical Z-score method against the smoothed Z-

score method in terms of score characteristics, ability to correct for age and sensitivity performance. 

Apart from the benefits accorded by both approaches of successfully correcting for the effect of age 

on the simple sum score, through our sensitivity analysis we have demonstrated the superiority of the 

later method especially in averting the potential of mis-classification of the development status of a 

child as a consequence of either using unsmoothed empirical means that are not monotonic or 

standard deviations that vary considerably across respective age categories.   

6.3.3. Item Response Theory Overall Scoring Methods 

This section presents the findings of the third overall score computation method that uses the IRT 

framework. In this child development context, the important statistical issues of concern that have to 

be addressed in overall scoring against the backdrop of the remit of this thesis, the IRT frameworks 

perhaps offers the most ideal overall scoring approach. This is not only based on its ability to 

simultaneously address all of the highlighted issues but as we will see our suggested extensions were 

advised and motivated by lessons learnt from the item by item analysis and the other overall scoring 

methods considered previously.   

Under the IRT approach we have considered two classical IRT scoring approaches; a 1 PL IRT model 

and its generalisation, the 2 PL IRT model. Given our objective to develop a methodology that directly 

adjusts for age we suggested and developed 1 extension to the 1 PL IRT model. Section 5.2.2.3b) 

explained how the 2 PL IRT model is a generalisation of the 1 PL IRT model as it allows the 

discrimination parameter α  to vary across items. However, given our objective of devising a scoring 

method that corrects for age and owing to the connection of ability and age, as opposed to relaxing 

the discrimination assumption in line with the 2 PL model, we instead allow the discrimination 

parameter of each item to vary with age.  
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6.3.3.1. Comparison of score characteristics of IRT Scoring Methods 

One Parameter Logistic IRT model (1 PL)  

The summary distribution characteristics in the fifth column of Table 6.4 suggest that the classical 1 

PL IRT standardisation normal sample scores are not normally distributed with a mean of 

approximately 0 and standard deviation of 1.20. The distribution plots in Figure 6.10 reveal a 

multimodal distribution especially in the normal sample hence the formal normality tests clearly 

underscores the fact that scores produced under this framework are not normally distributed. The 

scatter plot of 1 PL IRT scores against age in the second panel of Figure 6.10 shows a strong association 

of scores with age with a correlation coefficient value of 0.66. Hence it is clear that the 1 PL IRT model 

does not correct for age. 

The third panel of Figure 6.10 shows plots of the item characteristic curves (ICCs) for the 1 PL IRT 

model for an item that is ideal for infants (<1 year), toddlers (1 to <3.5 years) and pre-school age 

children (3.5 to <7 years) in the normal (black lines), disabled (red lines) and malnourished samples 

(green lines) in the gross motor domain. A closer look at these 1 PL IRT model ICC curves reveals that; 

 Firstly, there are some general expected features of the ICCs of this model; (a) the probabilities 

gradually increase with the ability trait level for each item. (b) The slopes of the curves are equal 

meaning that the items differ only in difficulty hence they do not cross (are parallel). The estimated 

constant item discrimination(𝛼) parameter for the 1 PL model was constant, 8.41. (c) The point 

of inflection of the ICC occurs when the probability of passing an item is 0.50 is shown by the 

reference lines from at different ability trait levels to each of the types of items from the three 

data samples. The reference lines are drawn from the ability trait level that equals the item’s 

difficulty when they cross the ICC at a 0.50 probability. This is the trait level at this probability and 

is interpreted as the threshold level for this items’ difficulty i.e. the trait level at this point indicates 

the difficulty level at which the child is both as likely to pass or to fail an item e.g. as shown in the 

Table 6.7 below, the first item that is ideal for infants in the normal sample has a difficulty of -
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2.17, the probability that a child with a trait level of -2.17 passes this item is 0.50. The table also 

presents the parameters for item discrimination(𝛼) for the 2 PL model only as the item 

discrimination parameter for the 1 PL model is a constant, item difficulties (𝛽𝑗), standard errors 

(𝜎𝛼 𝑎𝑛𝑑 𝜎𝛽 ) for both the 1PL and 2PL models whose specification was described in Section 

5.2.2.3a) and 5.2.2.3b) respectively. Notice also that the increase in item difficulty is not always 

monotonically increasing. Therefore, given our previous findings in the item by item analysis 

discussed in Section 6.2.1 with regard to item ordering, this finding also supports the argument 

that this IRT model suggests that the MDAT items should be reordered to adhere to the 

assumption of monotonicity. 

 Secondly, in the third panel of Figure 6.10, we intuitively would expect that the difficulty values 

for the three types of items should at least be equal or higher in both the non-normal samples of 

disabled and malnourished children i.e. the trait level of an item in the normal sample should be 

lower than the trait level of the same item in either the disabled or malnourished samples as a 

consequence of delayed development or disability in a specific trait being tested by the given item. 

This seems to be the case with the exception of the low difficulty item that is ideal for infants in 

the malnourished sample. We attribute this to the fact that children in the malnourished sample 

were older, and this would therefore result in them needing a lower ability level to be able to pass 

administered items. Recall that malnourishment does not necessarily directly imply delayed 

development.  
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Table 6.7: 1PL and 2PL IRT model parameter estimates for the MDAT tool in the normal sample 

Type of item Item 

1 PL IRT Model 2 PL IRT Model 

Difficulty parameters Discrimination parameters Difficulty parameters 
𝜷𝒋 𝝈𝜷 𝜶 𝝈𝜶 𝜷𝒋 𝝈𝜷 

Ideal items for 
infants: 

<1 year old 

1 -2.17 0.03 27.55 0.10 -2.12 0.15 

2 -1.86 0.03 9.29 1.50 -1.84 0.03 

3 -1.42 0.02 17.77 56.76 -1.43 0.03 

4 -1.66 0.04 8.02 0.81 -1.66 0.04 

5 -1.39 0.02 19.49 59.67 -1.37 0.02 

6 -1.23 0.02 19.81 58.18 -1.30 0.09 

7 -1.27 0.02 22.48 54.46 -1.32 0.10 

8 -1.19 0.03 9.17 1.47 -1.20 0.03 

9 -0.87 0.02 21.81 33.50 -0.85 0.03 

10 -0.77 0.02 30.16 0.10 -0.75 0.09 

11 -0.55 0.02 8.03 1.04 -0.70 0.02 

12 -0.42 0.03 24.17 39.52 -0.66 0.03 

Ideal items for 
toddlers: 

1 to <3.5 years 
old 

13 -0.31 0.04 26.77 47.18 -0.65 0.04 

14 -0.10 0.02 11.36 1.52 -0.51 0.03 

15 -0.01 0.02 40.92 0.02 -0.14 0.02 

16 0.15 0.02 44.17 0.02 -0.03 0.02 

17 0.26 0.03 45.14 0.02 -0.02 0.02 

18 0.33 0.03 46.47 0.02 -0.02 0.01 

19 0.50 0.02 5.32 0.45 -0.03 0.02 

20 0.71 0.01 6.51 0.62 0.19 0.03 

21 0.63 0.01 6.53 0.67 0.09 0.02 

22 1.02 0.03 6.29 0.56 0.60 0.03 

Ideal items for 
pre- School 

aged children: 
3.5 to <7 years 

old 

23 1.04 0.03 8.17 1.01 0.61 0.03 

24 0.93 0.02 6.63 0.55 0.52 0.03 

25 1.06 0.03 7.74 0.86 0.64 0.03 

26 1.20 0.02 28.63 0.10 0.67 0.03 

27 1.36 0.02 7.73 0.85 0.84 0.03 

28 1.41 0.02 6.77 0.58 0.93 0.03 

29 1.23 0.02 7.64 0.98 0.73 0.03 

30 1.54 0.03 6.72 0.61 1.10 0.03 

31 1.38 0.02 6.19 0.51 0.89 0.03 

32 1.48 0.02 5.87 0.47 1.08 0.03 

33 1.99 0.02 7.04 1.44 1.42 0.03 

34 2.01 0.02 7.10 2.21 1.45 0.04 
Items response model estimates for babies (< 1 year old), toddlers (1 to < 3.5 years old) and pre-school aged children  

(3.5 to < 7 years old) in the blue, green and red dotted boxes respectively. 

Estimate values are reported to nearest two decimal places.  

α-alpha i.e. discrimination parameter for 1 PL model is constant=8.41.  
Highlighted in grey are the questionable high variance parameter estimates due to very high item response pass rate patterns 

of these items. 
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Two Parameter Logistic IRT model (2 PL)  

The summary distribution characteristics in column six of Table 6.4 also suggest that the classical 2 PL 

IRT scores are skewed and not normally distributed with a mean of approximately 0 and standard 

deviation of 1.21. The score distribution plots in the fourth panel of Figure 6.10 reveal a multimodal 

distribution especially in the normal sample hence the formal normality test rejects the null hypothesis 

and we can conclude that the 2 PL IRT score distribution is not normal. The scatter plot of the 2 PL IRT 

scores against age in the fifth panel of Figure 6.10 shows a strong association of these scores with age 

with a correlation coefficient value of 0.66. We can also conclude that the classical 2 PL IRT scores do 

not correct for age. 

To facilitate comparison, we also plotted the item characteristic curves (ICCs) for the 2 PL IRT model 

for the same items that is ideal for infants (<1 year), toddlers (1 to <3.5 years) and pre-school aged 

children (3.5 to <7 years) in the normal (black lines), disabled (red lines) and malnourished samples 

(green lines) in the gross motor domain. These are shown in the sixth panel of Figure 6.10. Recall that 

the 2PL IRT model described in Section 5.2.2.3b) has a discrimination parameter𝛼𝑗, which is allowed 

to vary for each item. Thus the 2 PL IRT model is relevant in this child development context where 

items are not equally related to the latent trait or items are not equally difficult meaning that they are 

not equally indicative of a child’s standing on the ability trait. Based on the 2 PL IRT model ICC curves, 

we note that; 

 Again, there are some general expected features of the ICC curves of this model; (a) the item 

discriminations of the items that are ideal for infants (<1 year), toddlers (1 to <3.5 years) and pre-

school aged children (3.5 to <7 years) differ. Hence, the ICC curves are not parallel and may at 

times cross i.e. the slopes of the curves are not equal meaning that the items differ both in 

difficulty and discrimination. (b) In a similar fashion to the 1PL IRT model the point of inflection of 

the ICC occurs when the probability of passing an item is 0.50 as shown by the reference lines can 

be interpreted the same way e.g. in contrast to the 1 PL model as is shown in the Table 6.7, the 
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first item that is ideal for infants in the normal sample according to the 2PL IRT model now has a 

difficulty of -2.12. That means the probability that a child with a trait level of -2.12 passes this item 

is 0.50.  

 Further, we also intuitively would expect that the difficulty values for the three types of items 

should increase in the non-normal samples of disabled and malnourished children i.e. the trait 

level of an item in the normal sample should be lower than the trait level of the same item in 

either the disabled or malnourished samples. What was seen earlier in the 1PL IRT model seems 

to be replicated by the 2 PL IRT model even when item discrimination is allowed to differ. We also 

attribute this observation to the fact that children in the malnourished sample were older, and 

this would therefore result in them needing a lower ability level to be able to pass the 

administered items in addition to the argument that malnourishment, unless severe does not 

necessarily imply a lack of ability.  

In contrast to the 1PL IRT model, the 2 PL IRT item difficulty values (𝛽𝑗) in the normal sample ranged 

from -2.12 to 1.45 while estimated item slope or discrimination variance values (𝜎𝛼) ranged from 0. 

10 to 59.67. The 2 PL model allows items to differ in discrimination to cater for the fact that the MDAT 

items are designed to increase in difficulty, hence we argue that a model with constant item 

discrimination such as the 1 PL model is not suitable. However, although the 2 PL is a more flexible 

model that allows item discrimination to vary, it at times struggles to give reliable item discrimination 

and item difficulty variance estimates that were rather high especially for the gross motor items 3, 5, 

6, 7, 9,12 and 13 (shaded in grey in Table 6.7). This could be as a result of the extra complexity of 

allowing discrimination of each item to vary, but also it could be related to an identifiability problem 

as these same seven items with questionable variance estimates for their discrimination and difficulty 

parameters did not have very good item by item model fits. It is for these reasons that the following 

section explores an alternative way of correcting for the effect of age. As we will realise in Section 

Error! Reference source not found., this will have the added advantage of also finding one suitable 
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cut-off threshold (regardless of age) that can be used to correctly classify child development status 

with higher sensitivity. 

One Parameter IRT Monotonic Spline Model  

Section 5.2.2.3c) explained that the classical 1 PL IRT model assumes uniform item discrimination. We 

also further explained the fact that it is plausible to assume that the probability of passing an item 

increases with age. Therefore, as opposed to fitting a 2 PL IRT that allows item discrimination to vary, 

we can instead allow the discrimination parameter of each item to vary with age. Hence we can fit a 

1 PL IRT model in the form of a mixed effects logistic regression model defined in equation 5.74 in 

Section 5.2.2.3.  

We would like to first note that fitting the 1 PL Monotonic Spline IRT model using a mixed effects 

logistic regression approach can be frustrated by computational issues e.g. the failure of the model to 

appropriately converge due to subject specific item having response patterns with many failed or 

passed items. The seventh column in Table 6.4 above shows the summary statistics of this overall 

scoring method having a skewed distributions in the normal sample. The 1 PL IRT Spline Model has a 

score range of between -6.51 to 2.96 and a variance of 0.82. The skewness is also observed from the 

density plots in the first panel for the normal shown in Figure 6.11. The test of adherence to normality 

for each of the samples confirms that the score distributions of scores from fitting the 1 PL IRT Spline 

model are not normal. The second panel of Figures 6.11 is a scatter plots of the 1PL Spline model 

score’s and age showing that the previously observed strong non-linear association in both the 1PL 

and 2PL classical IRT scores with age no longer exists i.e. is no systematic pattern between scores and 

age. These findings are confirmed by the reduced value of correlation coefficients of 0.02 between 

the respective scores and age as well as the almost horizontal loess smooth curve (red line) overlaid 

in the scatter plots of the 1 PL Spline model’s scores and age. Therefore, this extension of the classical 

1PL IRT scoring approach can be used to compute overall scores that are adequately age adjusted. 
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The classical IRT model framework outputs respective parameters for item discrimination(𝛼) and item 

difficulties (𝛽𝑗) for both the 1PL and 2PL models enabling the plotting of ICC curves over an ability 

spectrum (grid) of interest. Extracting these parameters and plotting the ICC curves for the extended 

version of the 1 PL IRT model is not very clear, as the mixed model approach computes a subject 

specific value (score) i.e. the random effect that represents a child’s probability of passing a number 

of administered items given the age and ability of each child. For the 1 PL IRT Spline model we 

extracted the subject specific overall probabilities using the ‘ranef’ function in the lme4 R package that 

substitutes the mean of the subject specific residuals into the formulae to the response probability 

given in equation 5.74.  

The third panel of Figure 6.11 shows the ICC plots against age for the 1 PL IRT Spline Mixed Model. 

From the plot we notice also that the ICC curves are not parallel i.e. the slopes of the curves are not 

equal meaning that the items differ in discrimination with respect to age. This finding is expected given 

the empirical ICC curves plotted in Section 4.4.5 and confirms the increase in item difficulty design of 

the MDAT tool. The following points are drawn from the IRT scoring approaches;  

 Both the 1 PL and 2 PL scoring methods do not account for the effect of the age.  

 The 1 PL IRT Monotonic Spline Model is a suitable scoring method that appropriately computes 

scores by simultaneously allowing a different number of items to be administered to each child, 

items to differ in difficulty as well as allowing discrimination of items to depend on the age of the 

child. As we see in the following section, this has now the added advantage of requiring only one 

cut-off thresholds to determine the development status of a child regardless of age that proves to 

be more sensitive. Further, any item correlation within a child’s responses or between children 

can be addressed within this mixed model framework.  
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W is the Shapiro-Wilk test for Normal, Disabled and Malnourished scores 
Figure 6.10: Density plots, scatter plots and ICC plots of 1PL IRT and 2PL IRT scores in GM domain for Normal, Disabled and Malnourished data
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W is the Shapiro-Wilk test for Normal, Disabled and Malnourished scores  
Figure 6.11: Density plots, score scatter plots, ICC plots of 1PL spline IRT scores in GM domain for Normal, Disabled and Malnourished data.
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6.3.3.2. Sensitivity of IRT scoring methods 

As expected, higher sensitivity was observed while classifying development status between the 

normal and disabled samples in all the models considered under this IRT framework. This was to a 

large extent facilitated by the use of more appropriate score cut-off thresholds like was done for the 

simple sum score but instead used both the classical 1 PL and 2 PL IRT models’ scores in a GAMLSS 

model that took age into account. From the summary given in Table 6.5 we see that both the classical 

1PL and 2PL models reported comparable overall ROCAUC values that improved in the 1 PL IRT Spline 

model between the normal and malnourished samples especially for the infant and toddler age 

groups.  

Effects of age on sensitivity 

Even though there was not a considerable increase or decrease in sensitivity with the different age 

categories as far as sensitivity is concerned in each type of IRT model, the benefit of the 1 PL IRT Spline 

model was evidenced by higher sensitivity in detecting delayed development or disability between the 

normal and malnourished samples. Recall that we have noted that detecting disability or delayed 

development is harder in malnourished children because malnourishment, unless severe does not 

necessarily imply a lack of ability. For example, the classical 1 PL IRT model reported ROCAUC values 

of 0.84 and 0.81 in the normal versus malnourished samples for the infant and toddler age categories 

respectively. However, 1 PL IRT Spline model highlighted in the red dotted box in Table 6.5  had 

consistently slightly higher sensitivity values of 0.85 and 0.84 in the same normal versus malnourished 

samples for the infant and toddler age categories respectively. 
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Figure 6.12a): ROC curves: 1PL score method in GM domain. 
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Figure 6.12b): ROC curves: 2PL score method in GM domain. 
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Figure 6.12c): ROC curves: 1PL spline score method in GM domain. 
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6.3.3.3. Summary of Item Response Theory methods 

The IRT approaches’ mettle was to be able to cater for the fact that children responded to a different 

number of items, adjust for the difference in item difficulty, the difference in item discrimination, cater 

for item correlation and allow the adjustment of the effect of age within one modelling framework. 

Starting with the classical 1 PL and 2 PL IRT models that are applicable within this child development 

context, we suggested and developed an extension that allows the item discrimination to change with 

respect to age. In the Section Error! Reference source not found. we have outlined the two classical 

IRT model score characteristics in terms of score distribution, ability to adjust for age (score correlation 

with age) and sensitivity. On the later issue, we made use of the flexibility of the GAMLSS model 

framework to define cut-off score thresholds to classify developmental status with respect to age as 

both classical IRT models produce scores that are strongly correlated with age.  

Instead of relaxing the discrimination assumption in line with the 2 PL model, we allowed the 

discrimination parameter of each item to vary with age given that the probability of a child passing an 

item is primarily driven or dependant on age. The non-linear relation between score and age was 

captured using a monotonic spline function and we fitted an extension of the 1 PL IRT model under 

the GLMM framework. This was mainly to take advantage of the fact that the IRT model can be fitted 

within the backbone of a generalised mixed model and while avoiding the drawbacks of the other 

scoring methods also allow us to simultaneously address the four important issues of interest in this 

child development context; the fact that items in a child development context differ in difficulty, item 

pass probability is dependent on age, different children will respond to a different number of items 

and the underlying correlation or association between and within item responses. The 1 PL IRT Spline 

model was successful in adjusting for the effect of age on scores as it is accounted for directly in the 

score computation. 

While giving a brief recap of the findings given the pros and cons of various age estimation and overall 

scoring approaches, the next chapter discusses the overall conclusions implications of our results. 
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7. Discussion and Conclusions 

7.1. Introduction 

It is hoped that the sixth chapter that compared the characteristics of the different age estimate and 

overall scoring methods has at least managed to convince the reader of the relevance of addressing 

the  statistical issues highlighted in the fifth Chapter in the form of the pros and cons of; a) each item 

by item analysis method whose output are the age estimates of defined milestones measured by the 

assessed item or b) each overall scoring method whose output is a score that characterises a child’s 

ability using all items assessed in a domain at a given age. To define the importance and relevance of 

our research, and therefore justify why this research is important, we carried out both a literature and 

systematic review of statistical issues that underpin age estimation, overall scoring and the benefit of 

age adjustment. Our goal was to consolidate the extant literature on current assessment tool 

translation and adaptation methods and the corresponding statistical methodology used to compute 

scores. Beyond identifying specific gaps in our target research area, the reviews making up the first 

part of this thesis also had the added benefit of vividly outlining current methods both in terms of 

practice and reporting standards.  

Following this evidence from the literature, we were best placed to highlight some common pitfalls in 

current practice in our methods chapter and therefore decide how to extend current methods and 

determine whether our suggested extensions are more suitable. These three aspects outlining current 

practice, statistical concerns and extensions formed the backbone of the broader outlook of this thesis 

each having dedicated chapters that define, justify and address our specific research themes. The 

evidence of our extensions’ suitability or superiority formed the results chapter that compared and 

contrasted the properties of both classical age estimate and overall scoring methods against the 

suggested extensions. In this discussion chapter we revisit the highlights of each of the methods and 

explain the implications of our findings.   
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Just to reiterate, the primary main objective of this thesis was to create both robust age estimation 

methods to create item by item reference charts and overall scoring methods to create norms used 

to assess child development. Beyond defining the methods extensions, we were pragmatic and also 

developed workable processes and R code to easily use or calculate the scores. This is motivated by 

the fact that even if appropriate scoring methods are developed, they may not be implemented owing 

to software limitations or data quality. Section 7.2 revisits the highlights of each previous chapter by 

giving a brief recap of findings but more importantly outlining the take home messages and 

conclusions. Therefore, while enabling the appreciation of our suggested item by item age estimation 

and overall scoring methods given the posed research questions, we also point to feasible areas of 

future work in Section 7.3. Our final concluding remarks are given in Section 7.4.  

7.2. General Discussion  

The discussion is set in the form of questions that each of the chapters attempted to answer. This not 

only serves to identify each chapter’s research starting and finishing points; it will also aid in outlining 

our perspective and assumptions in the build up to our conclusions. Therefore, as we outline how each 

step in tool development underpins the current child ability age estimation and overall scoring 

methods for ability status classification, it will link the result outputs thereby showing how this work 

adds to current methods by addressing their identified weaknesses.  

7.2.1. What are the current tool development, age estimation and 

scoring practices? 

The literature review chapter outlined the complex tool development process using a translation and 

adaptation strategy. The edifice of cultures definitely is an important factor that should be considered 

when developing tools from already established assessment items from western countries. Apart from 

influencing the tool content, we highlighted how culture and other important issues such as country 

specific laws may also influence its administration. In as much as every translation and adaptation 
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study is unique, still, the statistical methods used to address bias and establish equivalence between 

source and new tool should be appropriate and well thought out given available resources and study 

design.  

Having a well translated and adapted tool achieving high levels of reliability and validity is only ‘half’ 

of the task. The computation of either item by item age estimates or developmental norms for defined 

mile stones is the next step using binary data collected using high quality tools and is the stage at 

which this thesis makes its direct contribution. Because this analysis stage also doubles up by offering 

further insight into item quality and item adaptation flaws, suitable statistical methods should be 

used. The current statistical analyses methods used were introduced in Section 2.3.2 that explained 

the necessity of robust methods to deal with the often skewed item outcome distribution and the 

importance of the monotonicity assumption especially in this child development context. With respect 

to the overall scoring methods, we outlined the importance of transforming raw scores to account for 

the often ignored fact that items in a child development context differ in difficulty, different children 

will be administered and respond positively to a different number of items depending on their age, 

and that there is an underlying correlation or association between and within items. Accounting for 

all these issues enables better interpretation of scores and enables valid ability development status 

classification.  

Chapter one therefore adequately set the stage for the main objective of this project to extend both 

the current item by item age estimation and scoring methods. We realised that child development 

assessment encompasses a detailed and cyclic process. Our hope was to ensure the realisation that 

production of sensitive and high quality scores really begins at the inception of any research geared 

towards ability assessment. Without being put off by the complexity of the tool development process 

we highlighted issues that directly and indirectly affect the quality of scores and manifest themselves 

in different ways. However, we realise that even the indirect issues at the design and implementation 

stages of tool development are just as important hence it is thus clear that even the most robust or 
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sophisticated scoring methods may do little to alleviate the repercussions of poor study designs that 

eventually compromise computed age estimates or overall scores.  

7.2.2. What is the current age estimation and scoring reporting 

practice? 

Chapter two was a stock take of the current translation, adaptation strategies, the statistical methods 

used to establish the performance equivalence of translated items with the original source items as 

well as the scoring methods used in the developing world. The output of this chapter aside from a list 

of recommendations that were used to formulate an appraisal checklist that outlines a list of 

properties of a well-adapted child assessment tool was an in depth discussion of the current statistical 

methods used to compute item by item age estimates and overall scores. The checklist was created in 

an effort to encourage a standardised reporting architecture when carrying out a translation, 

adaptation, item by item age estimation or norm creation study.  However, we wish to reiterate that 

the systematic review confirmed that there is indeed a consensus in acknowledgement of the 

importance of accounting for cultural aspects in child assessment tools. While some authors e.g. Sireci, 

(2005), Gladstone, et al., (2008), Borsa, et al., (2012) and Kammerer, et al., (2007) attested to the 

growing interest in the application of appropriate methods to culturally adapt assessment tools, 

others especially Sabanathan, et al., (2015) and Hambleton & Kanjee, (1995) also declared the 

importance of or need for developing new culturally adapted tests. This is done by the adequate 

application of translation, adaptation and scoring methodology in tool development. 

Unfortunately, routine reporting especially in the developing world still falls short and lacks a 

standardised reporting format. Even if this is a consequence of either a difference in research priorities 

due to different child health burden rates or the fact that many studies in the developing world usually 

have many ambitions, at least a dedicated effort to adequately report findings given available 

resources should be evident. There is a clear weakness in that details used in adaptations come as an 
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afterthought and are not primary considerations in the design of these studies. However, while we 

hope that this problem declines and there is more investment into dedicated research, this strategy 

may work for the time being. While the most ideal method to create a culturally relevant assessment 

tool is to design a completely new tool, so as to avoid any bias due to cultural differences, the 

adaptation of existing tools saves in resources especially because the time frame needed to develop 

a test is substantially shortened. Further, by the fact that certain constructs are shared between 

cultures, the adaptation strategy also facilitates or makes it easier to compare populations across 

multiple cultures. This is vital for various organisations e.g. WHO and World Bank or governments 

concerned with international policy making or distribution of resources regionally.  

7.2.3. What are the ideal properties of a typical assessment tool? 

The third chapter focused on the MDAT tool as the illustrative example in this thesis. It was developed 

in Malawi through a series of studies as was described in Section 3.2 that addressed the item 

translation and adaptation using items of various established western tools. We went on to describe 

how the tool was used to assess children in this study but also especially recommended important 

properties an assessment tool should aspire to have. Most importantly we highlighted the potential 

source of bias resulting from the item response recording mechanism that has implications on the 

validity of both the age estimate and scoring analyses due to data quality. We recommended that the 

item response recording should be done very diligently invoking very reasonable assumptions even if 

any missing data can be explained against the backdrop of typical child development assessment 

particularity. 

7.2.4. Why is item data quality important? 

The fourth chapter discussed the initial or preliminary steps to undertake once the data have been 

collected and the exploratory data analysis process. The EDA is an important process as it gives insight 

into any underlying characteristics in the item response data to help decide on the ‘best’ statistical 
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modelling approaches to apply. We also saw that EDA flagged potentially problematic items that were 

not particularly useful in the development of the score and can thus be removed or modified. Within 

the child development evaluation context, test items are designed to increase in difficulty. Therefore, 

it is important for the item test data to reflect this fundamental property of increasing in difficulty. In 

Section 4.4 we outlined various empirical methods including pass probability histograms against age, 

discrimination index computation and plotting empirical item curves that can be used in investigating 

and quantifying the increase in item difficulty and discrimination properties when the test outcome is 

binary.  

A second important data quality to investigate and quantify is the extent of correlation between test 

item responses and item to total correlation. We recommended the use of the polychoric correlation 

coefficient as the test item data was binary. The existence of a strong correlation within test item data 

means that methods that assume independence of test items may not be very suitable. The purpose 

of the item to total correlation serves to ensure that every item in the assessment domain is relevant 

and measures a related aspect as the overall target domain construct.  

As noted earlier, the type of data dictates the appropriate statistical approach to be used for analysis. 

Our work has focused on the use of binary data for item by item age estimation and norm creation. 

This we believe separates our work from the age estimation and norm creation methods that mainly 

use continuous data measured on various physical growth attributes of children e.g. weight, height, 

head circumference and MUAC. The exploration of item response data characteristic mentioned 

above serve to; firstly, give insight to item quality and secondly, they advise on the correct statistical 

approaches to use and the important statistical assumptions that should be adhered to. 

7.2.5. What are the important statistical implications? 

This section discusses the important implications of the item by item analysis and the overall scoring 

analysis methods. 
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7.2.5.1. Item by item methods 

The main purpose of the item by item analysis is to come up with age estimates and confidence 

intervals at which a normally developing child is expected to pass a certain item at a stipulated 

probability. While this approach greatly informs us about various important item properties that point 

to their specific suitability to assess the target development construct, we have demonstrated how 

our suggested extensions are better suited to deal with the often skewed item pass probability 

distributions. In place of the classical logistic regression framework that may be frustrated by limited 

flexibility to fit skewed item data while still conforming to model assumptions, we suggested use of 

the SCAM model in Section 5.2.1.2. The SCAM model did not only prove to be more flexible and robust 

at adequately fitting skewed data, it had the benefit of being independent of the subjective choice of 

knots used in the spline models. Further, apart from its flexibility that rivals traditional generalised 

additive models, the fact that it is monotonically constrained ensured adherence of the monotonicity 

assumption to which the computed estimates should adhere. We argue that this assumption heralds 

all other item model assumptions within this child development assessment context.  

7.2.5.2. Overall scoring methods 

The overall scoring method is tasked with utilising all the items in a particular tool domain 

simultaneously to compute one index, usually called a score, which summarises the performance of a 

child on all administered items in that domain. Using binary data, the overall scoring method should 

be able to address the fact that items differ in difficulty, different children will respond to a different 

number of items and there is an underlying correlation or association caused by the fact that multiple 

items test the same construct and multiple responses are given by one respondent. Further, the 

method should provide a suitable framework to adjust for the effect of age that is known to be strongly 

associated with the probability of passing an item. At this juncture, we trust that it is clear that the IRT 

overall scoring approach described in Section 5.2.2.3 is a generalisation of the item by item analysis. 
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The IRT approach is also only viable if certain model assumptions that are unique to this child 

development context are suitably adhered to. 

The results chapter gave evidence of the pitfalls of the classical overall scoring approaches and 

displayed the superiority of our suggested extensions in achieving important score qualities both in 

terms of score distribution characteristics and the sensitivity of the development status classification 

performance. We showcased the suitability of the 1PL IRT Monotonic Spline model within the IRT 

framework over all the other considered overall scoring methods by its ability to simultaneously allow 

the change item difficulty, item discrimination, number of item responses and adjusting for age while 

addressing the underlying correlation between and within item responses. Further, despite the IRT 

framework being well supported by a sound statistical theory, its application or implementation may 

be frustrated by available statistical software due to model complexity or number of item responses. 

Therefore, we also developed the required R software code using various optimisation and 

maximisation functions to fit this 1PL IRT Monotonic Spline model in a GLMM framework.  

7.2.6. What are the original contributions of this thesis and how are 

our suggested extensions more superior? 

It would be remiss of us to simply highlight the suitability of our suggested extension methods solely 

based on better fitting models within the item by item analysis or score distributions that are less 

skewed and closer to the normal distribution. Therefore, the most important output of this thesis is 

to show that our extensions result in more meaningful age estimates and overall scores as far as 

accurate development classification is concerned. Beyond their superiority in quality that is reflected 

in higher quality development assessment charts and norm summaries used in ability status 

classifications, the extensions should be easily implementable in available statistical software. 

Therefore, our work has also explained how to implement the more complex extensions that address 

important issues in child development assessment in R statistical software. 
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7.2.6.1. Item by item methods 

As discussed in Section 2.3.2.1, our EDA in Section 4.3.4 also found that the item pass probability 

distributions are often skewed. This is because the items that are ideal for the infants (<1 year old) 

will have very high pass rates as the toddlers (1 to <3.5 years) and pre-school aged children (3.5 to <7 

years old) will easily pass these items. On the other hand items that are ideal for older children will 

have low pass rates as the younger children are likely not to pass them again leading to skewed pass 

probability distributions that often frustrate the fit of the logistic regression model. Further, the 

confidence band around the logistic regression that is based on asymptotic theory becomes invalid. 

The SCAM model described in Section 5.2.1.2 showcased its flexibility to fit these items with skewed 

item response probability distributions and produce more valid age estimates used in the 

development charts. The bootstrapping process also enabled us to compute the necessary confidence 

band to quantify variability around age estimates at the pass probabilities of interest. If we had to 

choose between the logistic and SCAM model, we would say that both modelling frameworks are 

comparable when the item pass/fail probability distribution is an even S-shaped curve with the former 

being more preferable as it is easier to explain and implement in typical statistical software. The robust 

SCAM model is ideal in the skewed pass probability scenarios explained earlier. 

7.2.6.2. Overall scoring methods 

All the statistical analysis preceding the overall scoring stage from the exploratory analysis to the item 

by item analysis is aimed at advising the overall scoring methods. We reiterate again that an 

appropriate overall scoring approach in a child development assessment context has to especially 

account for the difference in item difficulty, different number of items passed per child, between item 

correlations and correct for the effect of age, which is known to be strongly associated with the 

probability of passing an item. Our work considered three (simple scoring, Z-scoring, and IRT) main 

approaches of overall scoring and within each, suggested and developed both direct and indirect 

methods to address the four important item response data characteristics that were explored in 



Discussion and Conclusions 2017 

 

256  

 

Section 4.4. In Section 1.1.2 we explained that an indirect transformation of a score method meant 

making the transformation to already computed scores in an attempt to rectify certain score flaws or 

weaknesses while a direct transformation of a score implied making the required adjustment or 

transformation during score computation. Therefore, the scoring extensions suggested for the first 

two methods of simple sum scores and Z-scores are examples of indirect methods while the scoring 

extensions suggested for the later third method IRT frameworks are examples of direct score 

transformation methods. Our work makes the argument that even though the indirect methods may 

work well, issues that they ignore to address such as assuming uniform item difficulty are carried on 

to the new methods. 

 Inimical to the criticism by many authors in addition to ours outlined in Section 5.2.2.1, the simple 

naïve count is still widely used by many researchers. Understandably, it’s very ease of use is perhaps 

the reason for its popularity despite its obvious pitfalls in this child development context. Therefore, 

our extensions took both an indirect and direct approach towards addressing the 4 issues listed in 

Section 7.2.5.2 above. We first suggested weighting the simple score with the number of administered 

items. This is especially important in instances where there is missing item response data i.e. when 

there is no response maybe due to the child being very ill or restless. The weighting of the simple score 

is suitable when assessment is done on a very sickly child cohort and there is a high propensity of 

missing data. In our case, the missing data rate was very minimal (<2 %) and in most cases we had 

complete data even for the disabled and malnourished samples. Therefore, the benefit of weighting 

was not really apparent and distribution properties and sensitivity results between the simple and 

weighted score methods were very similar. However, the weighting of the simple score should be 

done if the item missingness is very minimal and can safely be classified as MAR as it shows no 

systematic pattern to any item or covariate. Otherwise various imputation methods should be used 

to recover missing item responses. 



Discussion and Conclusions 2017 

 

257  

 

By no means does either the simple score or the weighted score account for the difference in difficulty 

of items or the effect of age on scores. We then considered a model based approach; the GAMLSS 

regression models to mitigate the effect of age which in our view was the greater disadvantage of the 

simple score approach. The GAMLSS regression model assuming either a Beta Binomial or Normal 

score distribution were used to account for the effect of age on scores as explained in Sections 5.2.2.1 

and 5.2.2.2. These had the benefit of; a) flexibly modelling and summarising the expected overall raw 

scores and producing high quality centiles that can be used as diagnosis cut-off thresholds for 

development status classification. b) ensuring that the captured score and age relation is 

monotonically increasing with age to give meaningful score estimates.  

The Z-score is a popular overall scoring approach that standardises the simple score according to age 

specific reference data to compute the age-standardised Z-score described in Section 5.2.2.2. The Z-

score method is still based on the simple score and therefore does not differentiate item difficulty. 

We discovered that both the mean and variance for certain age groups that are used to compute the 

empirical Z-scores may be sporadic to the extent that the mean summary measures may not be 

monotonic with respect to age. Our results presented in Section Error! Reference source not found. 

showed that the smoothing of the empirical Z-scores using a smoothed mean and standard deviation 

value from a GAMLSS model of the age categories was able to ameliorate many of the empirical Z-

score weaknesses specifically by; a) firstly, controlling for the sporadic variability in the Z-scores 

produced from empirical mean and standard deviation summaries thus avoiding the potential to 

misclassify the developmental status of a child as a consequence of the use of inappropriate means 

and standard deviations, b) secondly, smoothing ensures that the age category summary means used 

in the Z-score computation are monotonically increasing, c) thirdly, the GAMLSS model framework 

also allows for the correction of other variables apart from age that may be considered important e.g. 

gender, underlying disease status and social economic status. 
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The third approach we considered to create an overall score is the IRT framework described in Section 

5.2.2.3. The 2PL IRT model specifically distinguishes itself from the previously considered overall 

scoring alternatives for creating scores by not assuming that each item in the tool has equal 

discrimination. In this child development context, we have outlined the use of the 1 PL IRT model and 

highlighted its weakness of assuming uniform discrimination across all items which the 2 PL IRT model 

relaxes. However, given that both the classical 1PL and 2PL IRT models do not adjust for age, we 

allowed the discrimination parameter of each item to vary with age. This approach of correcting for 

age was seen as a more natural approach because the probability of a child passing an item is primarily 

driven or dependant on age. Therefore, to ensure that the model is able to adequately differentiate 

response patterns and hence underlying ability, the discrimination parameter was allowed to change 

with respect to age. Even at the risk of losing computation efficiency due to complexity, the results 

discussed in Section Error! Reference source not found. show that the suggested 1 PL IRT extension, 

the 1 PL IRT monotonic spline model managed to adequately eliminate the effect of age on scores as 

it is accounted for directly in the score computation. 

Section Error! Reference source not found. described the methods that served to make an objective 

comparison of the current scoring methods versus the suggested extensions. This was in terms of 

score characteristics to provide evidence of the robustness of the methods, given the highlighted 

limitations or poor performance of the rudimentary or classical methods to produce reliable and valid 

scores. The results show that our suggested scoring approaches are at least in agreement with the 

classical methods in terms of distributional characteristics and sensitivity. More importantly our 

favoured IRT model variant, the suggested 1 PL IRT monotonic spline model extension, appropriately 

adjusts for the effect of age that was the primary objective of this thesis.  
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7.3. Limitations and future research 

The foregoing results chapter has revealed both promising scoring methods that we hope will quickly 

be assimilated into common practise as well as methods that did not really increase benefit especially 

in terms of sensitivity of disability classification but offered a more novel framework to address 

important scoring issues. Apart from the successful delivery of the research objectives, any research 

work should admit to its limitations and walk the reader through where to take this scoring research 

next. This not only makes the consideration of the future work suggestions feasible as they are well 

motivated by the just concluded research but also ensures they are immediately achievable and 

impactful. This section will only discuss future work that this work directly points to while remaining 

relevant with regard to accurate classification of child ability development status. 

While the systematic review confirmed that there is indeed a consensus in acknowledgement of the 

importance of accounting for cultural aspects in child assessment tools, there were some limitations 

identified. Therefore, the output of the systematic review was a list of recommendations that were 

used to formulate the checklist summarised in Section 2.4 that outliesError! Reference source not 

found. the properties a well-adapted child assessment tool should possess. The so far developed 

reporting quality criteria can be further refined by; a) developing a reporting guideline development 

protocol as explained by Davidoff, et al., (2008), Hopewell, et al., (2008), Altman & Moher, (2005) and 

Phillips, et al., (2013) having three stages for the development process. The first stage, which is the 

systematic review that has identified the weakness in the reporting of translation, adaptation and 

scoring studies, is already complete. A second stage involving a Delphi process (Norman & Olaf, 1963; 

Brown, 1968; Sackman, 1972; Linstone & Turoff, 1975) to reach consensus on which and how best to 

report the most important study details of such studies. A thirst stage to carry out the guideline 

development process including the pilot testing of the refined reporting guidance statement. 

With the devised robust statistical framework to compute item by item age estimates and scores to 

assess child development that is more sensitive cross-sectionally (i.e. at one time point), we can now 
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look to assessing both between-child and within-child differences longitudinally. As noted by Curran, 

et al., (2010) this interest is motivated by the fact that the foundational goal underlying the 

developmental sciences is the systematic construction of a reliable and valid understanding of the 

course, causes of normal human development as well as the consequences of his/her interaction with 

the environment on the same development. We too, in this child development context are interested 

in both the typical and atypical patterns of ability development in the general child population from 

the early years until the end of puberty or adolescence. There are two general frameworks that can 

be used to fit suitable longitudinal ability development models to observed data within this child 

development context. These are the multilevel framework or the structural equation modelling (SEM) 

framework which have been adequately explained by Bauer & Curran, (2003),  Curran, (2003), 

Raudenbush, (2001), Willett & Sayer, (1994) and Willett, et al., (1998).  

 We had the expectation that the use of more appropriate modelling approaches especially the IRT 

framework would stave off many of the ignored issues pertaining to allowing items to differ in 

difficulty or adjusting for the effect of age. We hope the promise of the IRT framework will further 

illuminate the link of factor analysis (FA) and item response theory (IRT). These two methods are 

frequently used to determine whether a set of items reliably measures an underlying latent variable 

in a child development context. Several authors have described the theoretical relationship between 

FA and IRT. For example, the work of Ten Holt, et al., (2010), Takane & de Leeuw, (1987), Kamata & 

Bauer, (2008), Brown, (2006) and Mehta & Taylor, (2006) have demonstrated that certain variants of 

FA and IRT are similar. In line with the work of Wirth & Edwards, (2007), Moustaki, et al., (2004), 

Glöckner-Rist & Hoijtink, (2003), Jöreskog & Moustaki, (2001) and Knol & Berger, (1991) that 

compared FA and IRT using empirical data, we envisage that the pros and cons of each approach can 

be assessed depending on one’s research objectives and more so investigate how the approaches can 

complement each other as far as ability measurement is concerned using the now realised improved 

overall scores. The comparison will be in terms of the assessment of various tool assumptions like 
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unidimentionality, local independence, differential item functioning and quality of scores in as far as 

detecting disability is concerned. Our hope is to find suitable ways to be able to ‘correct’ or adjust for 

certain important covariates known to influence ability in addition to age like gender, social economic 

status and presence of a disease or condition on the child or its guardians within each approach.  

Further, the FA and IRT relation has also been used with respect to measurement equivalence and 

linking for example by Meade & Lautenschlager, (2004), Raju, et al., (2002), Raju, et al., (1995) and 

Reise, et al., (1993). Following the current interest in comparing child development across countries 

by various stake holders like the World Bank and World Health Organisation (WHO) thus necessitating 

the requirement to objectively identify assessment items that are not influenced by culture, we will 

be able to outline what is the best practice in terms of; a) objectively identifying items that can 

appropriately assess the ability of children from different countries irrespective of their different 

characteristics, b) why and when a certain approach is superior or inferior to another if one has binary 

or continuous item data or has a cohort or longitudinal survey design. The output will be a detailed 

strategy decision tree that practitioners can use to motivate their choice of statistical methodology. 

Further, following the development of an improved scoring framework from this work that will feed 

into a better item identification framework, a better multiregional comparison of child ability 

estimates will be facilitated.  

 Finally, we should not under estimate the importance of early disability or delayed development 

diagnosis hence our motivation to offer better scoring methods. In spite of the complexity of some of 

our proposed extensions, we believe software development to the point of allowing non-statistical 

researchers to easily and practically implement the methods will go a long way in easing the tool 

development process, with many of the methods also doubling up to ascertain item quality. For 

example, see the development of the WHO Anthro software for PC version 3.2.2 (2011) using different 

types of statistical software such as R, SPSS, SAS, S-Plus and STATA to easily compute physical growth 

Z-scores. Therefore, we envisage that with more rigorous testing facilitated by an easy to use suite of 
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score computation software programs applicable to various forms of empirical data in different 

disease contexts, the superiority of features of our scoring extensions can further be affirmed which 

will therefore hasten their uptake. 

7.4. Concluding remarks 

This research has developed a statistical framework to compute more accurate item by item age 

estimates and for overall scoring which allows correction or adjustment for age that is known to be 

strongly associated with child development. This work therefore serves as a primer for investigating 

the influence of other important clinical and social factors on a child’s developmental trajectory. We 

have seen that this approach gives more accurate developmental scores to child populations known 

to have specific characteristics. While keeping the germane of disease (and disability) diagnosis, the 

more sensitive scoring methods will be of benefit to community health workers looking at the 

developmental outcomes of children. These can also be incorporated into national and international 

maternal and neonatal programs, and be used to monitor and evaluate not only child development, 

but also health-related quality of life in other contexts at a population level. They will further allow for 

evidence-based evaluation of identified factors influencing disability in respective age groups as well 

as the measurement of impact of preventive and treatment interventions in the community.  
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8. Appendix  

8.1. Appendix A – Supplementary Material for Chapter 2  
Figure A.1: Creating normal reference ranges for each item under the GAM framework. 

 

Red and Blue lines show other possible solutions for the 0.95 percentile age estimate. 

 
 

 

One of the relevant age estimate(s) at the 0.95 pass percentile of interest used to draw scoring chart shown in Figure 3.5. 
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8.2. Appendix B – Supplementary Material for Chapter 3 
Figure B.1: Special expert and play equipment. 

Weight measurement equipment 
  

 
 

Supplimentary play material 
  

 
 

    Picture(s) were sourced from the MDAT tool manual. 
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8.3. Appendix C – Supplementary Material for Chapter 4 
Figure C.1: Empirical item curves of gross motor domain by overall total raw score percentile. 

 

 
𝑝𝑟-levels are the pass rates for each item 

Items that are ideal for babies (< 1 year old), toddlers (1 to < 3.5 years old) and pre-school aged children (3.5 to < 7 years old) in the red, blue and green dotted boxes respectively. 
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8.4. Appendix D – Supplementary Material for Chapter 5 
 

Figure D.1: Model fits under GLM and GAM extension (SCAM) model frameworks. 

  

  
  

                                 


