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Abstract

Since the 1980s, we have observed a range of cyberattacks targeting Industrial Control Systems (ICS), some of which
have impacted elements of critical national infrastructure (CNI). While there are access limitations on information
surrounding ICS focused cyberattacks, particularly within a CNI context, this paper provides an extensive summary
of those publicly reported. By identifying and analysing previous ICS focused cyberattacks, we document their
evolution, affording cyber-security practitioners with a greater understanding of attack vectors, threat actors, impact,
and targeted sectors and locations, critical to the continued development of holistic risk management strategies.
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1. Introduction

Industrial Control Systems (ICS) comprise a unique
set of hardware and software used in the operation of
complex industrial processes, some of which underpin
Critical National Infrastructure (CNI). Throughout the
years, there has been a clear development of ICSs across
three generations: – Monolithic, Distributed, and Net-
worked. Although all ICSs are unique in their own
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way, they share standard components and logical frame-
works. For example, the Purdue Model [1] for con-
trol hierarchy, which dissects ICSs into zones and lev-
els, as shown in Figure 1. These zones are defined as:
The Safety Zone which comprises of components that
are used to ensure safe operations; the Manufacturing
Zone consisting of components that are used for mon-
itoring, control, and automation of physical processes;
the Demilitarized Zone which provides a bridge to share
data between the Manufacturing Zone and the Enter-
prise Zone; and finally the Enterprise Zone which con-
tains traditional IT devices and systems, utilising data
fed from the Manufacturing Zone via the Demilitarized
Zone. The increased interconnectivity of ICSs intro-

Preprint submitted to International Journal of Critical Infrastructure Protection July 21, 2021

https://doi.org/10.1016/j.ijcip.2021.100464


Figure 1: The Purdue Model for Control Hierarchy [1]

duces new cybersecurity challenges. If identified and
exploited by adversaries, attacks could result in opera-
tional process shutdown, financial loss, damaged equip-
ment, and even the loss of human life [2]. Since the
1980s we have observed a range of cyberattacks target-
ing ICSs, including elements of CNI. In tracking his-
torical attacks, a wealth of information can be obtained,
useful in the security, maintenance, and development of
ICSs.

In this paper, we explore a large set of publicly dis-
closed cyberattacks targeting ICSs. These attacks have
been selected based on the quality of the publicly avail-
able information. Through an associated analysis us-
ing the STIX and MITRE ICS ATT&CK frameworks
as a foundational structure, we provide information on
targeted infrastructures, targeted geographic locations,
threat actor characteristics, initial access techniques,
and observed impact trends. This analysis also leads
to the creation of a graphical ICS cyberattack timeline.
In identifying, analysing, and comprehending historic
cyberattacks, risk can be more comprehensively under-
stood, and deficiencies in current best-practice can be
addressed.

The core contributions of this paper are as follows:

1. A comprehensive list of ICS historical attacks;
2. a methodology for the analysis of ICS attacks;
3. an analysis of ICS attacks, including attack trends;
4. and, lessons learnt with suggested actions to im-

prove security capabilities.

The remainder of this paper is structured as follows:
Section 2 covers related work. Section 3 provides a de-
scription of forty-three ICS cyber attacks. Section 4

discusses three key ICS attacks, namely Stuxnet, Tri-
ton and BlackEnergy, in more depth. Section 5 provides
an analysis of the summarised cyberattacks from Sec-
tion 3, focusing on lessons learnt. Section 6 concludes
the paper and discusses future work.

2. Related Work

Existing academic work has already been undertaken
on the collation of cyber-attacks against ICSs [3, 4, 5];
however, attack coverage and their associated detail are
limited. In Derbyshire et al. [3], twenty attacks are
used to support a discussion on attack taxonomies. As
these attacks are used in a supporting capacity, they
are introduced at a high-level with no focused analysis.
Within Hemsley & Fisher [5], a discussion is provided
on twenty-three attacks. Unlike Derbyshire et al. [3],
this paper is primarily focused on the attacks them-
selves, and is, therefore, more comprehensive. How-
ever, it excludes many noteworthy attacks and does not
provide a single centralised resource summarising key
findings. In Miller & Rowe [4], fifteen ICS incidents
in CNI are identified and analysed. However, it too ex-
cludes a significant number of noteworthy attacks and
uses vague sector categorisation.

In addition to the aforementioned academic work,
cybersecurity-focused companies have provided exten-
sive white papers focusing on a subset of ICS at-
tacks [6, 7, 8, 9, 10]. In [7], Dragos provide an eval-
uation of historical and future attacks on industrial en-
vironments. The evaluation of the attacks detailed is
in-depth. However, a considerable number of attacks
are excluded – similar to academic works [4, 5]. Panda
Security [6] provide a list of fourteen attacks to exhibit
an increasing magnitude of attacks against ICSs. Fire-
Eye [8] provide a top twenty list of cyber-attacks on
ICSs which focuses on attack-types. Although this re-
port’s core focus is not historical attacks, it still uses
them to justify their ranked lists. This may be valuable
to cybersecurity specialists, giving them a more promi-
nent understanding of attack vectors. PandaSec [6]
and FireEye [8] provide a partial collation of histori-
cal attacks on ICSs. However, these attacks are used
in a supporting capacity with no analysis. Since 2016,
Kaspersky [10] have provided a biannual report on the
threat landscape for industrial automation systems using
statistical data obtained from their Kaspersky Security
Network (KSN). This provides an analysis of trends for
each half of the year, and a comparison with previous
years. Although a comprehensive analysis is provided,
it only focuses on the past four years and ICSs con-
nected to the KSN. Therefore, we argue that it provides
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an incomplete list of attacks. SANS [9] state that cyber-
attacks on ICSs differ in impact due to a variety of fac-
tors, e.g. (intent and capabilities). Therefore, they pro-
pose an ICS Cyber Kill Chain (CKC) to help defenders
comprehend the adversaries attack campaign. Within
the publication, case studies are examined with the ICS
CKC to provide validation and insight. Although this
provides a detailed insight into attacks, a small sample
of case studies is provided.

Most importantly, the main focus of commercial re-
ports is to advertise a product. Therefore, the informa-
tion within them is used to promote focused offerings
which leaves the potential to omit attacks or data that
are out of scope. In addition to this, not all companies
provide a single centralised resource to examine a com-
prehensive list of attacks. This comprehensive list, and
analysis, can afford cybersecurity practitioners with a
greater understanding of ICS attacks which is critical to
the continued development, maintenance, and security
of ICSs.

Across the literature in this section, we have identi-
fied that existing works do not provide a comprehensive
list of ICS historical attacks and comparative analysis.
Therefore, the following section will provide a compre-
hensive list of ICS attacks, including a method for their
identification.

3. Historical Attacks on ICS

To identify additional attacks, and due to these at-
tacks’ nature, we searched ICS related news sources,
white papers, and case studies to provide a comprehen-
sive list of attacks to discuss and analyse. To provide
a comprehensive list, we must first define an ICS in-
cident; an ICS incident is an attack that must impact
the ICS of an ICS-reliant organisation or directly im-
pact an ICS within an organisation. We define an ICS
as Level 0 - Level 3 of the Purdue Model for Control
Hierarchy (see Figure 1) [1]. For the purposes of this
paper, we will be focusing on ICS incidents that impact
Critical Infrastructure Providers (CIPs) within the thir-
teen CNI sectors identified by the NCSC [11].CIP can
consist of both Information Technology (IT) and Oper-
ational Technology (OT). We will be excluding attacks
that target the IT component of CIPs unless it affects an
ICSs operations. An example of exclusions would be
ransomware attacks on public services not containing
ICS.

This was commenced by examining the attacks pro-
vided in [12] and the aforementioned relate work – (See
Section 2). The following sub-sections detail forty-three
historic ICS attacks.

3.1. PLC Password Change (1988)

The actions of a disgruntled employee from the Pulp
& Paper company are identified to be one of the first
reported cases of ICS “hacking”. The disgruntled em-
ployee changed the password on an Allen-Bradley DH+

PLC to “something obscene” [12]. This blocked all
maintenance changes/access to the PLC. To nullify the
change, the PLC was rebooted to clear the memory and
reload the program.

3.2. Ignalina Nuclear Plant (1992)

Oleg Savchuk, a technician at the Ignalina Nuclear
Power Plant, was arrested on the charge of premeditated
sabotage [13, 12]. He intentionally introduced a virus
into the power plants ICSs. Although the viruses impact
is unclear, there was a station shut down at the time.

3.3. Chevron Refinery Alarm System (1992)

An ex-employee of Chevron Refinery was able to ac-
cess the companies emergency alert network, by first
obtaining access to computers in New York and San
Jose [14]. Once inside the network, the ex-employee
reconfigured devices causing them to crash. The organ-
isation was not aware of the disrupted alarm system un-
til an emergency arose, and a noxious substance was
released. Thousands of lives were put at risk as the
Chevron refinery was unable to notify the local com-
munity.

3.4. Salt River Project (1994)

Lane Jarret Davis accessed a computer connected to
the Salt River Project through a dial-up modem con-
nected to an internal backup computer. Davis was able
to access customer and personnel records, and deleted
files holding data used to monitor water and power de-
livered to consumers [12].

3.5. Omega Engineering (1996)

A worker at Omega Engineering logged on to an
internal system, and unintentionally released a ‘soft-
ware time bomb’ that removed critical software running
the organisations manufacturing operations [12]. Tim
Lloyd, a network manager for Omega Engineering and
adversary of the sabotage, moved all critical software
onto a centralised NetWare file server and took backup
tapes off the premises to reformat them. Lloyd was
found guilty of computer sabotage and sentenced to 41
months in federal prison, with a $2 million indemnity.
The organisation suffered a $12 million loss, and eighty
workers lost their jobs.
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3.6. Worcester, MA Airport (1997)
An adversary disabled the Next Generation Digital

Loop Carrier (NGDLC) system of Worcester Airport
[12]. NGDLC systems are used as programmable re-
mote controllers which integrate voice and data commu-
nication. The adversary identified the telephone num-
bers of modems connected to the NGDLC and disabled
the phone systems for the airport’s control tower, secu-
rity, fire department, weather service, and couriers for
approximately six hours. In addition to this, the attack
also disabled the phone services of the nearby town of
Rutland.

3.7. Gazprom (1999)
With the help of an insider, adversaries placed a tro-

jan inside the network of Gazprom. This trojan allowed
the adversary to take over the SCADA (Supervisory
Control And Data Acquisition) system that controlled
gas flow. No serious impact was realised, and the ser-
vices were restored after a short period of time [12, 3].

3.8. Bradwell Nuclear Power Plant (1999)
A security guard set off a high-level alarm at Brad-

well Nuclear Power Plant. The guard reportedly hacked
into one of the computers to alter and delete sensitive
information. This ”caused a shutdown of the station’s
access control system” [15] which automatically locked
the facilities electronic doors. To combat this, secu-
rity tests were reviewed and adjusted, allowing them to
identify insider threats at an earlier stage [15].

3.9. Maroochy Water System (2000)
Vitek Boden worked as an engineer for Hunter Wa-

tertech and oversaw the installation of SCADA sys-
tems for two years before resigning in December 1999.
Within the following year’s early months, Boden ap-
proached the Maroochy Shire government to pursue em-
ployment but was quickly rejected. During this time,
pumps were reported to be malfunctioning, sewage
overflowed and escaped into the surrounding environ-
ment (canal and buildings), and multiple pump alarms
were disabled. A PDS Compact 500 computer was
found in Boden’s car, which was the property of Hunter
Watertech, and used to communicate with the pumps in-
stalled throughout the Maroochy Water System [12, 3].

3.10. Cal-ISO System (2001)
Adversaries identified and exploited ”two Solaris

servers that were part of a development network at Cal-
ISO” [12]. The servers were not firewalled, and con-
figured with default settings, presenting a multitude of

vulnerabilities. Security specialists at Cal-ISO were un-
able to identify what adversaries were doing due to a
lack of logging. Rootkits were found on both servers.
A source familiar with the attack and Cal-ISO stated
that the attack ”was very close to being a catastrophic
breach” [16].

3.11. Virus on Manufacturing System (2001)

A large manufacturing company within the US im-
plement an up-to-date anti-virus program to their IT en-
terprise [12], the process control environment was out
of scope for this work. An engineer logged into the pro-
cess control server, unaware that his personal machine
was infected with the Nimda virus. The virus spread
across the organisations manufacturing system infect-
ing and slowing down the devices within it. The organi-
sations IT staff enabled the facility to continue running;
however, the recovery time & effort had a large financial
impact.

3.12. Houston Port (2001)

Aaron Caffrey performed a DDoS attack on the Port
of Houston [12]. The attack crashed multiple devices
that provided critical data to incoming and outgoing
ships. The devices recorded data such as; tides, water
depths, and weather. This made it extremely risky for
shipping companies to navigate the port (the eighth bus-
iest maritime facility in the world) [17]. Although no
accidents occurred, it was considered a form of ”elec-
tronic sabotage” [17].

3.13. Gas Processing Plant (2001)

A gas processing plant run by a US petroleum com-
pany had three of their systems hacked simultaneously.
This caused outages to homes and businesses within
Western Europe and resulted in environmental fines, and
contract violations [12]. A 6-month investigation identi-
fied that a supplier was hacking the company. Allegedly,
the supplier attempted to disguise a mistake they had
made on one of the processing plants computers [6].

3.14. PDVSA (2002)

PDVSA, a Venezuelan oil company, suffered multi-
ple attacks against their terminals, refiners, and com-
puter systems. This caused the organisation to reduce
production from 3 million barrels of oil a day to approx-
imately 370,000 [12, 6]. PLCs were remotely accessed
and erased to impact the site further and reduce its pro-
duction. The attacks occurred while staff were on strike.
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3.15. Flight Planning Computer (2003)

The Blaster Virus [18] was introduced into the flight
planning system used by Air Canada Jazz. It increased
network traffic and continuously locked/restarted the
infected system due to errors within the code. The
infected system provided the airline with essential
data, including weather conditions, fueling, and pre-
determined flight paths for approximately 700 flights
[12]. Without this critical information, planes were un-
able to take off, and it was estimated that 200 flights had
been impacted [12].

3.16. CSX Train Signalling System (2003)

The Train Signalling system throughout the US’s east
coast was brought to a halt during peak hours. The So-
big virus was identified as the cause, although no infor-
mation is available on how it infected the system. Sobig
disrupted the telecommunications network which is re-
lied upon for identifying the state of signals and when
trains dispatch from stations [12]. This caused all trains
to halt unexpectedly due to the lack of critical informa-
tion.

3.17. Contractor Infects SCADA Network (2004)

A contracting company employee connected an in-
fected laptop into a SCADA system being used on a pi-
lot plant. Pilot plants are small-scale implementations
of existing infrastructure used to test/identify processes’
behaviour before being applied to large scale environ-
ments. The pilot plant stopped operating, and it was
discovered that the SCADA network was infected with
a large number of viruses. The plant was shut down, and
its components reset [12].

3.18. Daimler Chrysler Plants (2005)

Systems at thirteen manufacturing plants were in-
fected with the Zotob worm [3]. This worm spreads
through the exploitation of a Windows PnP (Plug and
Play) vulnerability. The worm caused systems to slow
down, crash, and reboot.

3.19. Tehama-Colusa Canal (2007)

Unauthorised software was installed on the Tehama-
Colusa canal SCADA System. It was identified that a
former employee intentionally accessed and damaged
the system on the same day he was fired. The effects
of this attack cost the Tehama-Colusa Canal Authority
more that $5,000 in damages [12].

3.20. Lodz Tram System Hacked (2008)
A fourteen-year-old from Poland modified a TV re-

mote control to change track points on the local tram
system [19]. The manipulation of the track points
caused four trams to de-rail with one of those trams
colliding with a passing tram. It was later identified
that the teenager had been conducting reconnaissance
for months to determine which track point change loca-
tions could cause the most damage [20].

3.21. US Power Grid (2009)
An unnamed US official claimed that Spies from Rus-

sia and China were attempting to map US CNI with
network mapping tools [21]. This was made possible
through the US electrical power grid’s penetration and
was identified via potentially unruly software left be-
hind.

3.22. Hospital HVAC (2009)
A hospital in Texas experienced problems with their

Heating, Ventilation, and Air Conditioning (HVAC)
system, as no alarms were being activated as expected.
The online alias ‘GhostExodus’ was used to post screen-
shots of the Human Machine Interfaces (HMI) that gave
control to most of the HVAC utilities throughout the
hospital [12]. In addition, these screenshots showed that
the alarm system was switched to ”inactive”. It was
later identified that a hospital security guard was the
user ‘GhostExodus’, and had been downloading mali-
cious code onto the hospital’s HVAC system causing the
disruption.

3.23. Night Dragon (2009)
Five (and potentially another seven [22]) global

petrochemical organisation have been identified as vic-
tims of Night Dragon attacks. These attacks consist of
social engineering, spear-phishing, Windows-based ex-
ploits, Trojans, Active Directory, and Remote Adminis-
tration Tools (RATs), used to extract sensitive compet-
itive data, including operational blueprints [22, 3, 21].
These attacks originated from several locations within
China that have used ”Command and Control servers
on purchased hosted services in the United States, and
compromised servers in the Netherlands” [22].

3.24. Sality Virus Infects DCS Servers (2009)
Two Open Platform Communications (OPC) Servers

used to communicate with PLCs had their services
stopped after a software upgrade was enforced [12].
Clients could revert to an older build; however, the OPC
servers were unable to reboot. Sality Virus was later
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identified as the cause. Sality has the ability to delete
files with a certain extension, terminate security-related
processes, and communicate with a remote server to
download malicious software/files [23]. Operators ran
the plant for over 8 hours without any communication
to the OPC servers while they were rebuilt [12].

3.25. Natanz - Stuxnet (2010)

Anti-virus experts identified the Stuxnet worm in
2010 [24]. They found that it consisted of four zero-
day exploits that enabled the worm to access Siemens
Simatic WinCC or PCS 7 software running on Win-
dows systems[4, 12]. Using default passwords that are
hardcoded into the software, the worm accesses Con-
trol System Databases [12]. It is estimated that 14,000
machines were infected with Stuxnet in Iran alone and
that the majority of infected machines are located in the
US, Iran, Iraq, and Indonesia [24, 12]. Stuxnet was re-
ported to fluctuate centrifuge speeds within the uranium
enrichment facility at Natanz, causing them to fail, re-
sulting in an operational shutdown. It is believed that
initial access was gained through a USB stick [24, 25].

3.26. Shionogi (2011)

Shionogi, a pharmaceutical company, lost 88 virtual
servers across 15 hosts. The hosts contained the ma-
jority of Shionogi’s American infrastructure, and their
loss stopped the organisations activities for several days,
creating an estimated $800,000 deficit [12]. It was later
identified that a former IT employee gained access to
the computer network using a known account. From
here, he utilised malicious software covertly installed to
deleted the contents of all 15 hosts.

3.27. Niagra AX (2012)

Tridium state that in 2012 they had more than
300,000 instances of the Niagra AX Framework used
worldwide [26]. A backdoor vulnerability for the Nia-
gra AX ICS was posted online, allowing a user to con-
nect to the system through an IP address with no authen-
tication [12]. Using this method, adversaries gained ac-
cess to the ICS used by an air conditioning company to
control the organisations’ heating and air conditioning.

3.28. Espionage on Iranian Critical Infrastructure
(2012)

Flame is considered once of the most complex mal-
ware examples ever developed and was initially discov-
ered on computers belonging to the Iranian National Oil
Co. and the Iranian Oil Ministry [4, 27]. It has remained
undiscovered in Iran’s classified networks (including

nuclear enrichment) for several years with the ability
to “map networks, activate and microphones, transmit
large amounts of state-secret information back to a cen-
tral source” [28]. Flame is modular-based, consisting
of different activation and propagation vectors, complex
code injection techniques, encryption algorithms, reg-
istry modification, compression of logs and databases,
C&C communication, attack dictionaries, attack scripts,
and evasion techniques [27]. In addition to this, commu-
nication with the C&C enables the adversaries to adjust
and import additional modules into the toolkit.

3.29. Turbine Control System (2012)

A contractor used a USB drive infected with an
adapted version of the Mariposa virus on a US Electric
Utility Turbine Control System [12]. Mariposa is a bot-
net that connects to a C&C server through anonymous
VPN services, and has impacted computers in more than
190 countries [29]. The malware caused over 3 weeks
of downtime due to the plant not being able to restart
[12].

3.30. Rye Brook Dam (2013)

A small dam near New York was attacked by Ira-
nian hackers using unsophisticated methods [5]. The
Bowman Dam was controlled by a SCADA system con-
nected to the internet through a cellular modem. Irani-
ans used this cellular modem to access the SCADA sys-
tem. The cyber-attack commenced during maintenance,
and technicians could not control the SCADA system,
only monitor it [5].

3.31. European Public Utility Services Attacked (2014)

Public utility services within Spain, US, France,
Italy, and Germany were attacked after malicious ac-
tors gained access through phishing, compromised web-
sites, and ”trojanised” updates from ICS vendor web-
sites [30]. It was later identified that the ICS focused
malware, Havex, was distributed throughout the utility
network after being breached [30]. Havex is a Remote
Access Trojan (RAT) that has the ability to connect with
a C&C (Command and Control) server. The payloads
sent across the utility network were used to identify
server names, OPC versions, vendor information, run-
ning states, and bandwidth [30]. ICS-CERT tested the
malware and identified that it could cause multiple OPC
platforms to crash [30].
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3.32. German Steel Mill (2014)

Spear phishing was used to gain access to a German
Steel Mill’s enterprise network. It is suspected that the
email contained a PDF file that executed malicious code
once opened [31]. From here, adversaries pivoted to the
ICS network [12, 31]. This access allowed adversaries
to alter the code of a blast furnace, preventing its shut-
down. This caused damage to the furnace and surround-
ing systems [31].

3.33. Ukrainian Energy (2015)

Three electricity distribution companies in Ukraine
were attacked, causing power outages for more than
80,000 residents [32]. The adversaries disconnected
breakers across 30 substations, while simultaneously
launching a telephone denial of service attack against
customer support centres, preventing customers from
reporting outages [32]. It was identified that Black-
Energy3 malware was used to pivot between the busi-
ness and control system network, and was delivered via
spear-phishing emails [32]. In addition, the malware
performed KillDisk wipes on operators machine render-
ing them inoperable [32].

3.34. Ukrainian Energy (2016)

The Crash Override malware was targeted at a single
electrical transmission level substation in Ukraine, caus-
ing power outages for one hour [33]. Similar to Havex,
Crash Override exploited OPC to map the substation’s
network and identify potential targets. It is also modu-
lar, consisting of an initial backdoor, a loader module,
and has the ability to add additional payload modules
[33]. It is assumed that the malware gained initial ac-
cess to the network through spear-phishing emails, and
adversaries are thought to have hidden within the net-
work for approximately six months [3].

3.35. Wolf Creek (2017)

Wolf Creek Nuclear Operating Corp. has been identi-
fied as a target of numerous cyberattacks against utility
sectors within the US. Adversaries constructed targeted
emails containing fake résumés for available control en-
gineering jobs. These fake résumés contained malicious
code that once opened executed automatically. The FBI
and Department of Homeland Security produced a re-
port on the attack, confirming that no operational pro-
cess disruption was caused. It was also identified that
the adversaries attempted to map out Wold Creek’s net-
work, possibly for future attacks.[34]

3.36. Cadbury Factory Attack (2017)

Production at Cadbury’s Claremont facility was
halted on the 27th June 2017 at 9:30pm after systems
shut down in the factory [35]. The downtime of the fac-
tory cause $140 million in net revenue and $7.1 mil-
lion in expenses to resolve the attack [36]. It was
quickly discovered that the NotPetya ransomware was
the cause. The spread of NotPetya began in Ukraine,
disrupting multiple systems. It impacted at least four
hospitals, six power companies, two airports, more than
twenty-two banks, and the majority of the federal gov-
ernment [37]. Within a short period of time, NotPetya
spread out of Ukraine and effected companies includ-
ing TNT Express, FedEx, Cadbury, Reckitt Benckiser,
and Maersk [37]. The NotPetya ransomware used
Mimikatz and EternalBlue for maximum reach, with
a purely destructive goal to irreversibly encrypt master
boot records [37].

3.37. Triton/Petro Rabigh (2017)

Adversaries were able to access a Safety Instru-
mented System (SIS) and used the Triton attack frame-
work to reprogram SIS controllers [38]. It was identi-
fied that the adversaries had been inside the petrochem-
icals corporate network since 2014. From there, they
pivoted to the operational network and deployed Triton
[39]. Triton can manipulate SIS controllers into a failed
safe state which can automatically shut down industrial
processes [38]. Perhaps what is most worrying, is that
Triconex safety controllers are the last line of defence
against disasters [39]. Julian Gutmanis was requested
at a petrochemical plant in Saudi Arabia and identified
that the malicious code on their system could have led
to the release of poisonous toxins or caused explosions
[39].

3.38. Norsk Hydro (2019)

Norsk Hydro is an aluminium and renewable energy
company based in Norway. Norsk Hydro was targeted
by a modified version of the LockerGoga ransomware,
with 22,000 computers hit in over 170 of their sites [40,
41]. Molten metal lines reverted to manual operations or
were halted. This cost the organisation over £45 million
to recover.

3.39. Triton/Undisclosed (2019)

As previously mentioned within this paper, Triton has
been developed to target SIS controllers within ICSs.
Security researchers identified that adversaries are prob-
ing ICSs within the US [42]. Adversaries were thought
to be lurking in the target network for approximately a
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year before gaining access to SIS engineering worksta-
tions [42]. Although no service disruptions have been
reported, adversaries could have been using their access
as a ‘playground’ to test out custom versions of Triton
[38].

3.40. Hackers Target Oil Producers (2020)

Spear-phishing campaigns have targeted the
Petroleum and Processing industry [43]. This has
been done through carefully crafted emails appearing
to bid for equipment and materials. Files attached to
these emails contained the Agent Tesla spyware Trojan
[43]. This RAT (Remote Access Trojan) contains a key-
logger which adversaries can use to obtain usernames
and passwords [44]. Most of the attacks were targeted
against Malaysia, Iran, and US organisations [43].

3.41. Israeli Water Facilities Attacked (2020)

Israel’s National Cyber Directorate alerted the water
sector to change passwords on internet-accessible de-
vices, reduce internet exposure, and update the software
of ICSs following an attack on wastewater treatment
plants [45, 46]. Adversaries targeted Programmable
Logic Controllers (PLCs) and were identified due to the
resulting suspicious behaviour displayed across these
devices. It is unclear if the adversaries were attempt-
ing to cause damage or test their reach [46].

3.42. Cyber-Attack on Shahid Rajaei Port (2020)

Hackers carried out a ”highly accurate” series of
cyber-attacks on the Iranian port. It is assumed as an act
of retaliation from Israel in response to the aforemen-
tioned attack on the Israeli Water Facilities [47]. The
attack was able to infiltrate and damage multiple private
systems at the port, causing miles-long traffic jams on
highways and at sea for days [47, 48].

3.43. Honda Factories Cyber Attack (2020)

Honda was forced to freeze global production after
reports that the Ekans ransomware had infected an in-
ternal server [49, 50]. The tool used within the attack
was identified as a new variety of ransomware designed
to disrupt ICSs. Malwarebytes identified the Remote
Desktop Protocol as a possible attack vector, as some of
Honda’s machines were publicly exposed [51]. These
machines are thought to be publicly facing due to the
remote working policies put in place at the start of the
coronavirus pandemic.

3.44. Summary
This section has provided an overview of forty-three

attacks on ICSs between 1988 & 2020. Although the
majority of ICSs were not connected to the internet
in the 1980s and early 1990s, we found the extrapo-
lated data from these attacks important for the anal-
ysis section of this paper. This additional data en-
ables us to identify a more accurate transition over time
of the attack vectors, sectors, and impact, which, in
turn, provides a more accurate analysis. Due to how
long ago these attacks were recorded, this data must
be interpreted with caution due to the potential inaccu-
racy of public information. These attacks were cross-
referenced, where possible, with multiple sources (RISI
[12], ICS related news sources, white papers, and case
studies) to provide as much accuracy as possible. An
example of exclusion from this process is the Siberian
Pipeline Explosion (1982) [52] as there is uncertainty
around the existence of this attack. Six of the eight
attacks before the year 2000 highlight insiders as the
cause. Although there is a shift away from this attack
type, at least in regard to publicly available informa-
tion, there are still documents being published identi-
fying it as an undefeated problem within the domain of
ICS [8, 53]. Therefore, we would argue that there is
still valid information available to afford cyber-security
practitioners with a greater understanding of the devel-
opment of attack vectors, threat actors, impact, and tar-
geted sectors & locations.

Regarding the completeness of our attack list, we are
confident that we have accumulated the majority of pub-
licly well documented attacks between 1988-2020. This
section provides a larger list of ICS attacks than we were
able to find from other sources. Although this is the
case, we are aware that some attacks have been unno-
ticed due to our data collection techniques. We discuss
a solution to this problem within the Future Work com-
ponent of Section 6.

The identification and collation of the aforemen-
tioned attacks will allow us to identify trends and pat-
terns over the years. The purpose of this is to under-
stand the development of threats against ICSs further
and, therefore, afford ICS defenders with a deeper un-
derstanding of attack vectors, threat actors, impact, and
targeted sectors/locations. The next section of this paper
will provide a detailed insight into three key, and well
documented, attacks against ICSs. The three key attacks
are identified as significant historical events regarding
approaches to attacking ICSs. Therefore, an insight into
them will allow us to take into consideration their ef-
fects on trends. A summary for each of these attacks
can be found in Table 1.

8



A
tt

ac
k

D
at

e
In

iti
al

A
cc

es
s

T
hr

ea
tA

ct
or

Se
ct

or
Im

pa
ct

PL
C

Pa
ss

w
or

d
C

ha
ng

e
19

88
W

or
ks

ta
tio

n
C

om
pr

om
is

e
In

si
de

r
M

an
uf

ac
tu

ri
ng

D
en

ia
lo

fC
on

tr
ol

Ig
na

lin
a

N
uc

le
ar

Po
w

er
Pl

an
t

19
92

W
or

ks
ta

tio
n

C
om

pr
om

is
e

In
si

de
r

C
iv

il
N

uc
le

ar
L

os
s

of
Pr

od
uc

tiv
ity

an
d

R
ev

en
ue

C
he

vr
on

R
efi

ne
ry

E
m

er
ge

nc
y

A
la

rm
Sy

st
em

19
92

W
or

ks
ta

tio
n

C
om

pr
om

is
e

In
di

vi
du

al
C

he
m

ic
al

L
os

s
of

Pr
od

uc
tiv

ity
an

d
R

ev
en

ue
Sa

lt
R

iv
er

Pr
oj

ec
t

19
94

In
te

rn
et

A
cc

es
si

bl
e

D
ev

ic
e

In
di

vi
du

al
E

ne
rg

y
an

d
W

at
er

L
os

s
of

Pr
od

uc
tiv

ity
an

d
R

ev
en

ue
,D

is
k

W
ip

e
O

m
eg

a
E

ng
in

ee
ri

ng
19

96
W

or
ks

ta
tio

n
C

om
pr

om
is

e
In

di
vi

du
al

M
an

uf
ac

tu
ri

ng
D

is
k

W
ip

e
W

or
ce

st
er

,M
A

A
ir

po
rt

19
97

In
te

rn
et

A
cc

es
si

bl
e

D
ev

ic
e

In
di

vi
du

al
Tr

an
sp

or
t

L
os

s
of

Pr
od

uc
tiv

ity
,R

ev
en

ue
,A

va
ila

bi
lit

y,
an

d
Sa

fe
ty

G
az

pr
om

19
99

U
nk

no
w

n
O

rg
an

is
ed

G
ro

up
+

E
m

pl
oy

ee
C

he
m

ic
al

an
d

E
ne

rg
y

L
os

s
of

Pr
od

uc
tiv

ity
an

d
R

ev
en

ue
B

ra
dw

el
lN

uc
le

ar
Po

w
er

Pl
an

t
19

99
W

or
ks

ta
tio

n
C

om
pr

om
is

e
In

si
de

r
C

iv
il

N
uc

le
ar

D
is

k
W

ip
e

M
ar

oo
ch

y
W

at
er

Sy
st

em
20

00
W

ir
el

es
s

C
om

pr
om

is
e

In
si

de
r

W
at

er
D

am
ag

e
to

Pr
op

er
ty

C
al

-I
SO

Sy
st

em
20

01
U

nk
no

w
n

N
at

io
n

St
at

e
E

ne
rg

y
N

on
e

D
is

cl
os

ed
V

ir
us

on
M

an
uf

ac
tu

ri
ng

Sy
st

em
20

01
Sp

ea
rp

hi
sh

in
g

N
at

io
n

St
at

e
M

an
uf

ac
tu

ri
ng

L
os

s
of

Pr
od

uc
tiv

ity
an

d
R

ev
en

ue
H

ou
st

on
Po

rt
20

01
In

te
rn

et
A

cc
es

si
bl

e
D

ev
ic

e
In

di
vi

du
al

Tr
an

sp
or

t
L

os
s

of
Pr

od
uc

tiv
ity

an
d

R
ev

en
ue

G
as

Pr
oc

es
si

ng
Pl

an
t

20
01

Tr
us

te
d

R
el

at
io

ns
hi

p
Su

pp
lie

r
C

he
m

ic
al

L
os

s
of

Pr
od

uc
tiv

ity
an

d
R

ev
en

ue
PD

V
SA

20
02

In
te

rn
et

A
cc

es
si

bl
e

D
ev

ic
e

O
rg

an
is

ed
G

ro
up

C
he

m
ic

al
L

os
s

of
Pr

od
uc

tiv
ity

an
d

R
ev

en
ue

,D
is

k
W

ip
e

Fl
ig

ht
Pl

an
ni

ng
C

om
pu

te
r

20
03

U
nk

no
w

n
In

di
vi

du
al

Tr
an

sp
or

t
L

os
s

of
Pr

od
uc

tiv
ity

an
d

R
ev

en
ue

C
SX

Tr
ai

n
Si

gn
al

lin
g

Sy
st

em
20

03
Sp

ea
rp

hi
sh

in
g

U
nk

no
w

n
Tr

an
sp

or
t

L
os

s
of

Pr
od

uc
tiv

ity
an

d
R

ev
en

ue
C

on
tr

ac
to

rI
nf

ec
ts

SC
A

D
A

N
et

w
or

k
20

04
R

ep
lic

at
io

n
T

hr
ou

gh
R

em
ov

ab
le

M
ed

ia
U

nk
no

w
n

Fo
od

L
os

s
of

Pr
od

uc
tiv

ity
an

d
R

ev
en

ue
D

ai
m

le
rC

hr
ys

le
rP

la
nt

s
20

05
E

xt
er

na
lR

em
ot

e
Se

rv
ic

e
In

di
vi

du
al

M
an

uf
ac

tu
ri

ng
L

os
s

of
Pr

od
uc

tiv
ity

an
d

R
ev

en
ue

Te
ha

m
a-

C
ol

us
a

C
an

al
20

07
W

or
ks

ta
tio

n
C

om
pr

om
is

e
In

di
vi

du
al

W
at

er
D

am
ag

e
to

Pr
op

er
ty

L
od

z
Tr

am
Sy

st
em

H
ac

ke
d

20
08

E
xt

er
na

lR
em

ot
e

Se
rv

ic
e

In
di

vi
du

al
Tr

an
sp

or
t

L
os

s
of

Sa
fe

ty
U

S
Po

w
er

G
ri

d
20

09
In

te
rn

et
A

cc
es

si
bl

e
D

ev
ic

e
N

at
io

n
St

at
e

E
ne

rg
y

N
on

e
D

is
cl

os
ed

H
os

pi
ta

lH
VA

C
20

09
W

or
ks

ta
tio

n
C

om
pr

om
is

e
In

si
de

r
H

ea
lth

L
os

s
of

Sa
fe

ty
N

ig
ht

D
ra

go
n

20
09

E
xp

lo
it

Pu
bl

ic
-F

ac
in

g
A

pp
lic

at
io

n
O

rg
an

is
ed

G
ro

up
E

ne
rg

y
T

he
ft

of
O

pe
ra

tio
na

lD
at

a
Sa

lit
y

V
ir

us
In

fe
ct

s
D

V
S

Se
rv

er
s

20
09

U
nk

no
w

n
U

nk
no

w
n

C
he

m
ic

al
L

os
s

of
V

ie
w

St
ux

ne
t

20
10

R
ep

lic
at

io
n

T
hr

ou
gh

R
em

ov
ab

le
M

ed
ia

N
at

io
n

St
at

e
C

iv
il

N
uc

le
ar

D
am

ag
e

to
Pr

op
er

ty
,M

an
ip

ul
at

io
n

of
V

ie
w

an
d

C
on

tr
ol

Sh
io

no
gi

20
11

W
or

ks
ta

tio
n

C
om

pr
om

is
e

In
di

vi
du

al
H

ea
lth

D
is

k
W

ip
e

N
ia

gr
a

A
X

20
12

In
te

rn
et

A
cc

es
si

bl
e

D
ev

ic
e

U
nk

no
w

n
M

an
uf

ac
tu

ri
ng

M
an

ip
ul

at
io

n
of

C
on

tr
ol

E
sp

io
na

ge
on

Ir
an

ia
n

C
I

20
12

R
ep

lic
at

io
n

T
hr

ou
gh

R
em

ov
ab

le
M

ed
ia

N
at

io
n

St
at

e
C

he
m

ic
al

T
he

ft
of

O
pe

ra
tio

na
lD

at
a,

U
ni

nt
en

tio
na

lD
is

k
W

ip
e

Tu
rb

in
e

C
on

tr
ol

Sy
st

em
20

12
R

ep
lic

at
io

n
T

hr
ou

gh
R

em
ov

ab
le

M
ed

ia
O

rg
an

is
ed

G
ro

up
E

ne
rg

y
L

os
s

of
Pr

od
uc

tiv
ity

an
d

R
ev

en
ue

,T
he

ft
of

O
pe

ra
tio

na
lD

at
a

R
ye

B
ro

ok
D

am
20

13
In

te
rn

et
A

cc
es

si
bl

e
D

ev
ic

e
O

rg
an

is
ed

G
ro

up
W

at
er

an
d

E
ne

rg
y

N
on

e
D

is
cl

os
ed

E
ur

op
ea

n
Pu

bl
ic

U
til

ity
Se

rv
ic

es
A

tta
ck

ed
20

14
Sp

ea
rp

hi
sh

in
g

O
rg

an
is

ed
G

ro
up

V
ar

io
us

D
en

ia
lo

fS
er

vi
ce

,T
he

ft
of

O
pe

ra
tio

na
lD

at
a

G
er

m
an

St
ee

lM
ill

20
14

Sp
ea

rp
hi

sh
in

g
U

nk
no

w
n

M
an

uf
ac

tu
ri

ng
D

am
ag

e
to

Pr
op

er
ty

U
kr

ai
ni

an
E

ne
rg

y
20

15
Sp

ea
rp

hi
sh

in
g

O
rg

an
is

ed
G

ro
up

E
ne

rg
y

L
os

s
of

Pr
od

uc
tiv

ity
an

d
R

ev
en

ue
U

kr
ai

ni
an

E
ne

rg
y

20
16

Sp
ea

rp
hi

sh
in

g
O

rg
an

is
ed

G
ro

up
E

ne
rg

y
D

is
k

W
ip

e,
L

os
s

of
Pr

od
uc

tiv
ity

an
d

R
ev

en
ue

,L
os

s
of

Sa
fe

ty
W

ol
fC

re
ek

20
17

Sp
ea

rp
hi

sh
in

g
O

rg
an

is
ed

G
ro

up
C

iv
il

N
uc

le
ar

N
on

e
D

is
cl

os
ed

C
ad

bu
ry

Fa
ct

or
y

A
tta

ck
20

17
E

xt
er

na
lR

em
ot

e
Se

rv
ic

e
O

rg
an

is
ed

G
ro

up
Fo

od
L

os
s

of
Pr

od
uc

tiv
ity

an
d

R
ev

en
ue

Tr
ito

n/
Pe

tr
o

R
ab

ig
h

20
17

W
or

ks
ta

tio
n

C
om

pr
om

is
e

N
at

io
n

St
at

e
C

he
m

ic
al

D
en

ia
lo

fC
on

tr
ol

,L
os

s
of

Sa
fe

ty
N

or
sk

H
yd

ro
20

19
Sp

ea
rp

hi
sh

in
g

U
nk

no
w

n
M

an
uf

ac
tu

ri
ng

an
d

E
ne

rg
y

L
os

s
of

V
ie

w
Tr

ito
n/

U
nd

is
cl

os
ed

20
19

W
or

ks
ta

tio
n

C
om

pr
om

is
e

N
at

io
n

St
at

e
U

nd
is

cl
os

ed
D

en
ia

lo
fC

on
tr

ol
,D

am
ag

e
to

Pr
op

er
ty

,L
os

s
of

Sa
fe

ty
H

ac
ke

rs
Ta

rg
et

O
il

Pr
od

uc
er

s
20

20
Sp

ea
rp

hi
sh

in
g

U
nk

no
w

n
C

he
m

ic
al

T
he

ft
of

O
pe

ra
tio

na
lD

at
a

Is
ra

el
iW

at
er

Fa
ci

lit
ie

s
A

tta
ck

ed
20

20
In

te
rn

et
A

cc
es

si
bl

e
D

ev
ic

e
O

rg
an

is
ed

G
ro

up
W

at
er

N
on

e
D

is
cl

os
ed

C
yb

er
-A

tta
ck

on
Sh

ah
id

R
aj

ai
e

Po
rt

20
20

U
nk

no
w

n
N

at
io

n
St

at
e

Tr
an

sp
or

t
L

os
s

of
Pr

od
uc

tiv
ity

an
d

R
ev

en
ue

H
on

da
Fa

ct
or

ie
s

C
yb

er
A

tta
ck

20
20

Sp
ea

rp
hi

sh
in

g
U

nk
no

w
n

M
an

uf
ac

tu
ri

ng
D

en
ia

lo
fC

on
tr

ol

Ta
bl

e
1:

Su
m

m
ar

y
of

A
tta

ck
s

9



CVE-2008-4250 Allows the execution of code via a crafted RPC request
CVE-2010-2568 Allows the execution of code via a crafted .LNK or .PIF shortcut files
CVE-2010-2729 Allows the creation of files in a system directory through a crafted RPC print request
CVE-2010-2743 Allows privilege escalation via a crafted application

Table 2: Exploits used in Stuxnet [54, 55]

4. Overview of Three Key ICS Attacks

In the previous section, we introduced over forty pub-
licly disclosed attacks targeting ICS environments. This
section will provide a more in-depth overview of three
ICS attacks, namely Stuxnet, Triton and the attack on
the Ukrainian Energy Systems. We have chosen these
attacks because they are well known and extensively
covered.

4.1. Stuxnet

Stuxnet is potentially one of the best known ICS at-
tacks and, according to some, the beginning of a new
era within cybersecurity [25]. It has been covered ex-
tensively in multiple subjects areas as well, such as law
and political science. At the time, Stuxnet was one of
the most complex cybersecurity attacks ever seen. The
attack aimed to disrupt and damage Iran’s nuclear pro-
gram, which it did by targeting Windows machines con-
nected to PLCs. It achieved this by exploiting several
vulnerabilities and automatically propagating through
the network. This announced the start of the ”fire and
forget” generation of malware. However, these systems
were not connected to the Internet, so the initial at-
tack occurred locally, through physical access, through
a USB drive.

Stuxnet was discovered in 2010 by Sergey
Ulasen [56]. It exploited several zero-day vulner-
abilities (Table 2). From these, we can see Stuxnet did
not target ICS vulnerabilities, but rather vulnerabilities
within traditional IT systems. After gaining access
to the Windows machines, Stuxnet was able to infect
PLCs and disrupt their operations. There have been
various reports about the impact the attack had on
the Iranian nuclear program, which ranged from a
setback of 18 months to more than 5 years and even
claims it was not very effective at all [57]. Stuxnet
was much more sophisticated than other malware of
its era because it aimed to damage physical processes.
It is widely suspected that the attack was carried out
jointly by the United States and Israel [58]; however,
it is difficult to confirm this with a high degree of
certainty [59].

4.2. Triton

Triton, or TRISIS, is another well-known piece of
malware targeting Safety Instrumented Systems (SIS)
discovered in 2017 within a Middle Eastern oil and gas
facility [60, 61]. The systems targeted by Triton are de-
signed to prevent failures and incidents; any disruption
in their operations could result in catastrophic effects
and a danger to life. These dangers further show the
impact a successful attack can have in the areas around
the targeted facilities, especially when facilities such as
nuclear power plants are attacked. The attack resulted
in the shutdown of the industrial systems and disrup-
tion to operations. Whilst it did not result in consid-
erable safety risks, it is considered another milestone
within ICS attacks as it interfered with the critical safety
systems and exposed the possible outcomes of an at-
tack against these systems. Triton’s availability as a
blueprint for other, potentially more dangerous attacks
is a clear example of the need to learn lessons from at-
tacks.

There are two main modules to Triton, trilog.exe and
library.zip, where the first former leverages the library
that contains the necessary tools to communicate with
the Triconex controllers [38]. Using these two mod-
ules, it can reprogram the controllers by providing cus-
tom payloads when the system is running in ”PRO-
GRAM” mode [62]. Deployment of the malware oc-
curred though the compromise of an SIS engineering
workstation. Therefore, there are many possible ways
the malware can get onto the system. Some potential
attack vectors include phishing, physical access, and/or
trusted relationships. Conforming to the general trend
of attribution in cyberspace [63], investigators were un-
able to identify the adversaries.

4.3. Ukrainian Energy Systems

In 2015 there has been a major attack on the
Ukrainian Energy systems, relying on BlackEnergy
malware as the core of the attack. BlackEnergy has
evolved considerably from the first version discovered
in 2007 until the third version used during the attack on
the Ukraine energy systems [64]. This is a perfect exam-
ple of how a threat can evolve over the years, and evade
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new and more sophisticated security systems. The at-
tack on Ukraine has been seen as a wake-up call for net-
work operators due to its sophistication and impact, as it
coupled with different modes of attacks [65]. There was
a six-hour power outage during the attack, which shows
the impact an attack on ICSs might have over a large ge-
ographical area. It is claimed to be the fist cyber incident
that is acknowledged to have resulted in a power out-
age and affected around 225,000 customers [66]. The
attackers used several techniques, aside from BlackEn-
ergy, such as spear phishing, credential theft, KillDisk
and a VPN to enter the ICS network.

Looking at the features of BlackEnergy, which is one
of the most intriguing parts of this attack, (Table 3),
we can see an incremental improvement between ver-
sion one and two, and more significant improvements in
version 3 and BE Lite; especially version three, which
can reside in memory only, and can both detect a vir-
tual environment and security measures. When malware
resides in memory, it becomes increasingly harder to
investigate, as shutting down the system removes any
trace of it, a live forensic analysis is needed for this.
However, this type of analysis risks changing the mem-
ory, which might negatively affect the results. Part of
the attack on the Ukrainian energy systems was de-
signed to wipe the systems of any traces using a KillD-
isk trojan, which would impact forensic analysis re-
sults. Initial compromise happened through Microsoft
Word files sent to employees which contained malicious
macros [67]. According to ESET researchers, the adver-
saries might have leveraged the CVE-2014-4114 vul-
nerability to spread the malware [68].

Feature v1 v2 Lite v3
Plugins X X X
Denial of Service X X X X
C2C Controller X X X X
Anti Virus Obfuscation X X X X
Kernel Rootkit X X
Bypass Driver Signing X
Reside in Memory X
Detect Virtual Environment X
Detect Countermeasures X

Table 3: Key improvements between BlackEnergy versions [64]

4.4. Discussion

From these attacks, we can identify some changes
over the years. Since the discovery of Stuxnet to the
evolution of BlackEnergy over the years, ending with
Triton as one of the first attacks on industrial safety
systems. Organisations need to adapt and learn from

these attacks to keep up with continually evolving ad-
versaries.

As the first highly sophisticated ICS attack, Stuxnet
shocked the community and showed what nations could
do in terms of attacking these systems. BlackEnergy is
a prime example of how adversaries adapt to security
measures and that these security systems need to adapt
to them. It shows how one piece of Malware can be
used within several attacks and how it can still be rel-
evant years after it was discovered. Finally, we gave
an overview of Triton, the first attack that actively tar-
geted industrial safety systems. A successful attack on
these systems can have considerable impacts. Looking
at these three attacks, aside from the security of these
systems, we can see a need for changes within legisla-
tion and further discussion within political spheres.

Worldwide, we see that governments have put more
emphasis on the security of their critical infrastructure.
The European Union aims to do this with Directive
2016/1148 of the European Parliament and the Coun-
cil, known as the NIS Directive. In the USA, President
Obama stated [69]: ”From now on, our digital infras-
tructure – the networks and computers we depend on
every day – will be treated as they should be: as a strate-
gic national asset. Protecting this infrastructure will be
a national security priority. We will ensure that these
networks are secure, trustworthy and resilient. We will
deter, prevent, detect, and defend against attacks and re-
cover quickly from any disruptions or damage.” Further,
in social sciences, cyberspace is sometimes seen as a
’great equaliser’ as it requires less investment than tra-
ditional military domains [70]. This also enables non-
State actors to enter the conflicts that used to be fought
between States. Non-State actors have become a real
threat with the potential to cause damage and disrup-
tion on an equal level as nation-states. The latter al-
ready employs these groups to carry out attacks in their
stead [71].

This observed trend from governments and organi-
sations to take threats more seriously must continue to
keep up with the continuous evolution of the threat ac-
tors they face. When Stuxnet was used to target the Ira-
nian nuclear program, ICSs were not connected to the
Internet. Nowadays, there is a trend to connect these
systems to the Internet and manage them remotely [72].
This opens them up for attacks like BlackEnergy and
Triton, which can be launched from the Internet and tar-
get anyone in the organisation. The next section of this
paper discusses the ICS attacks’ changes over the past
decades based on these three attacks and the other ones
we introduced in the previous section. It also identifies
clear trends and what lessons can be learnt.
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Figure 2: Timeline of Attacks against ICSs
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5. Analysis of Attacks on Industrial Control Sys-
tems

Section 3 provided us with a summary of 43 attacks
targeting ICSs. Using STIX (Structured Threat Infor-
mation eXpression) Objects [73] and the ATT&CK ICS
Framework Tactics [74, 75], we have presented the ex-
tracted information within Figure 2. This figure shows
all ICS attacks from the first (1988) to the most recent
(2021 at the time of publication). The sector the attack
was made on (e.g. chemical, food, transport), and the
agent (if known) are shown via icons and initials, e.g.
in 1996, there was an Engineering Workstation Com-
promise (EWC) by an individual, in the manufacturing
sector. Only years which had attacks are connected us-
ing red lines. Colour is used in addition to icons to more
easily allow the reader to differentiate between sectors,
but has no additional properties. The order of icon clus-
ters within a year does not have meaning. This diagram
is designed to give a full overview of ICS attacks to date
on a single page, and allow the reader to make compar-
isons and see patterns, (or lack of therein), ie. Increase
in frequency, sectors being targeted and so forth.

STIX serves as a standardised language that aims
at providing comprehensive Threat Intelligence data in
a structured way [73]. The following STIX Objects
have used in the data extraction: Campaign, Course
of Action, Identity, Indicator, Infrastructure, Intrusion
Set, Location, Malware, Observed Data, Threat Actor,
Tool, and Vulnerability. We have also leveraged addi-
tional technical information from the MITRE ATT&CK
framework for ICSs [75] covering Initial Access and
Impact. This framework is described as “a knowl-
edge base useful for describing the actions an adversary
may take while operating within an ICS network. The
knowledge base can be used to better characterise and
describe post-compromise adversary behaviour.” [76].

Four key categories were identified during our extrac-
tion of attack information: Threat Actors, Initial Ac-
cess Techniques, Impact, and Targeted Infrastructures
& Locations. These categories serve as the basis for our
analysis. Each of these categories is supported by using
existing frameworks and/or taxonomies; justifying their
use in our analysis.

When analysing the data corresponding to Threat Ac-
tor information, the following STIX objects were used:
Identity, Intrusion Set, and Threat Actor. Additionally,
a simplified version of the Threat Actor Taxonomy pro-
vided by the Center for Internet Security (CIS) [77] was
also chosen to categorise different threat actor groups.
Although many taxonomies exist for classifying threat
actors such as the one provided by the Cybersecurity

and Infrastructure Security Agency (CISA) [78], the
CIS taxonomy was selected as it provides a clear dis-
tinction between Threat Actors based on their knowl-
edge, skills, abilities, motivations, and resources. The
selected taxonomy is as follows:

• Nation State or Nation State Sponsored are groups
that may be part of a nation state government
branch or are provided resources and funding from
a nation state. They often have immense resources
and funding for carrying out their mission, and
their motivations are often political, military, or to
conduct espionage.

• Organised Groups include groups of cybercrimi-
nals or cyberterrorists with average to considerable
resources for carrying out attacks. Their motiva-
tions are ideological, financial, or social.

• External Individuals concern individual actors with
no prior access to the systems they wish to exploit.
They often have little resources, and their motiva-
tions are financial or personal.

• Insiders are trusted individuals within an organisa-
tion that already have some access to the systems
they intend on exploiting (often in part to being an
employee within the organisation).

For our analysis of Initial Access techniques, iden-
tified techniques were mapped to the tactics and
techniques from both the MITRE ATT&CK Frame-
work [74] and the MITRE ATT&CK for ICS Frame-
work [75]. These frameworks have been selected as
some techniques found in the IT-specific framework,
such as the use of Valid Accounts, were also applicable
within an industrial context. Similarly to this, each at-
tack’s impact was also categorised following both these
frameworks.

Identified infrastructures were categorised based on
the Centre for the Protection of National Infrastruc-
ture’s (CPNI) taxonomy of National Infrastructure Sec-
tors [11]. Although not a national infrastructure, the
manufacturing sector has also been considered within
our analysis as this sector often involves the use of ICS
networks and is the target of several of our examined
attacks.

The following subsections expand on figure 2 to iden-
tify associated trends that have emerged throughout the
history of ICS attacks, and what lessons can be learnt
to prepare for potential future attacks. While an exten-
sive set of resources has been used when extracting data
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on the ICS cyberattacks, some attacks do not have suf-
ficient access to resources to confidently identify the in-
formation required for a comprehensive analysis. This
is most often due to information on specific attacks be-
ing classified or unavailable.

5.1. Threat Actor
One of the most critical components in today’s threat

intelligence is understanding threat actors, their be-
haviour, motivations, and capabilities. For this section
of the analysis, the Identity, Intrusion Set, and Threat
Actor STIX Objects were used alongside a slightly
modified version of the CIS Threat Actor Taxonomy.

Prior to 2009, most attacks (13 out of 20) are con-
firmed to have been conducted by individuals, both ex-
ternal and internal. From 2009, a clear transition to
larger and more organised groups can be observed. 15
of 23 attacks are either confirmed or allegedly from na-
tion state-sponsored groups or organised groups. When
analysing trends from threat actors, it is also important
to note the motivation behind these attacks. Many in-
dividuals carried out attacks due to personal reasons
for either financial gain or as methods of retribution.
This can be seen in attacks such as the Bradwell Nu-
clear Power Plant attack of 1999 (see Section 3.8) or the
Houston Port attack of 2001 (see Section 3.12). How-
ever, Organised Groups’ motivations were mostly po-
litical with the aim of conducting espionage or disrup-
tion as observed in the Stuxnet attack of 2010 (see Sec-
tions 3.25 and 4.1).

Two clear trends concerning threat actors have been
identified in the observed attacks over the past 32 years.
While an increase in complexity of systems and an in-
crease in security awareness suggests that it is more dif-
ficult for single individuals to carry out attacks due to
limited skill and resources, there is also a noticeable
increase in organised threat capability, often provided
with extensive resources through nation-state funding.
Although basic security strategies are commonly being
implemented, resulting in fewer incidents from simple
attack vectors such as poor access control or common
vulnerabilities, the introduction of methods for increas-
ing interconnectivity and the complexity of modern sys-
tems has increased the possible attack surface for groups
with considerable resources to discover and exploit.

To mitigate security risks from individuals, practi-
tioners must ensure the implementation of fundamen-
tal security strategies within their organisation. This
includes but is not limited to the following: resilient
access control such as revoking credential access from
terminated employees or ensuring that only authorised
members have access to critical systems, and thorough

vetting of personnel. A plethora of existing standards
and guidelines such as the NIST SP 800 series [79] or
the IEC 62443 series [80] can be consulted for prac-
titioners to assess their current security strategies and
reevaluate them if necessary. Despite acting as individ-
uals, insiders present additional security risks to organi-
sations due to their already possible access to critical as-
sets and their knowledge of the intricacies of the organi-
sation they are employed by. For this reason, many gov-
ernmental and standard bodies provide specialised guid-
ance for these threats such as the resources provided
by CISA which include methodologies for appropriately
identifying and responding to insider threats [81]. Such
recommendations include implementing rigorous vet-
ting when hiring new employees, detecting changes in
emotional behaviour due to psychological factors, and
more. Similarly, academic articles can also provide in-
formation on mitigating risks caused by insider threats
such as the survey conducted by Homoliak et al. on in-
sider threat taxonomies, analysis, modeling, and coun-
termeasures. Outputs from this survey include mitiga-
tion and prevention recommendations such as decoy-
based, opportunity-based or anomaly-based detection
methods [82].

To this day, organised groups constitute the most con-
siderable risk to critical infrastructures. To combat this
growing threat, countries across the globe have adopted
the use of national cybersecurity organisations such as
the National Cyber Security Centre in the United King-
dom [83] or The Cybersecurity and Infrastructure Se-
curity Agency in the United States [84]. These serve
as central points of information and guidance for or-
ganisations from private and public sectors alike. Prac-
titioners are highly recommended to ensure that they
make regular use of the guidance and threat intelligence
provided by these to improve their cybersecurity and
incident response capabilities. A push has also been
observed for organisations to share Threat Intelligence
through less centralised methods such as open-source
Threat Intelligence feeds like Proofpoint’s Emerging
Threats Intelligence software [85] or the FBI’s Infra-
Gard, which is specifically tailored towards Critical In-
frastructures [86].

5.2. Initial Access
The Initial Access techniques from the MITRE

ATT&CK and ATT&CK ICS Frameworks [74, 75] were
selected when categorising the techniques identified
from each attack within section 3.

Abuse and utilisation of a valid account through the
compromise of an engineering workstation (ATT&CK
ID T1078 and T0818) have been identified as the most
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commonly used techniques to gain a foothold into tar-
get systems throughout the first half of our investigated
time period. This trend suggests that early attacks on
ICSs relied heavily on the abuse of an existing level of
trust and access. This is most likely because ICS net-
works were traditionally disconnected from any other
networks and used proprietary protocols. Therefore, ei-
ther physical security needed to be bypassed or an al-
ready existing level of access is required (e.g. an em-
ployee). An example of bypassing physical security can
be observed in the Lodz Tram System attack of 2008
(see Section 3.20).

Unlike the first half of our investigated time period,
a wider variety of Initial Access techniques are used
in the second half. These techniques include exploita-
tion of External Remote Services (ATT&CK ID T0822),
access through Internet Accessible Device (ATT&CK
ID T0883), Replication Through Removable Media
(ATT&CK ID T0847), and use of Spearphishing At-
tachment (ATT&CK ID T0865). From 2013, there is
a noticeable shift from using technical Initial Access
techniques towards the use of social engineering meth-
ods such as spear-phishing. Examples of these can be
observed in the German Steel Mill attack of 2014 (see
Section 3.32), the Norsk Hydro attack of 2019 (see Sec-
tion 3.38), and the Honda factory attack of 2020 (see
Section 3.43).

These identified trends suggest an evolution of the
importance allocated towards ICS cybersecurity over
the years. Historically, ICSs were mostly protected at
the network level through the use of air-gapping and
proprietary protocols, making it extremely difficult for
external actors to gain access to these systems [87].
However, with the advances in modern technology and
the integration of standardised protocols within indus-
trial networks such as TCP/IP, the attack surface has in-
creased. As technical security strategies have improved
over the years, most recent attacks have turned to rely on
some form of social engineering or human error to gain
an initial foothold into targeted systems. This highlights
the importance of both providing cybersecurity training
to all employees within an organisation and ensuring
that organisations correctly implement a robust secu-
rity culture within work environments. Practitioners are
advised to consult their national cybersecurity organi-
sations’ guidance regarding minimising attack surface
and social engineering awareness. To highlight the im-
portance of social engineering awareness, the NCSC in
the UK has currently published a total of 58 guidance
resources on phishing exclusively [88]. While train-
ing is important, providing this alone does not provide
adequate protection against social engineering attacks.

Organisations should also ensure that a resilient secu-
rity culture is implemented within work environments.
This includes preventing risky behaviour by establish-
ing stress free environments to minimise mistakes (e.g.
accidentally opening an email attachment due to lack
of attention or holding the door to a restricted area
open to someone without first checking access privi-
leges). Guidance on establishing a robust security cul-
ture can be found through various sources such as the
open source security culture framework [89].

Although initial access into the target system is com-
monly carried out through social engineering, follow
up tactics such as Lateral Movement, Data Collec-
tion, or Command & Control are still often executed
using either zero-day exploits or known vulnerabili-
ties. Therefore it is also recommended for practition-
ers to keep abreast of recent Common Vulnerability and
Exposures (CVEs) through sources such as MITRE’s
CVE Database [55] or the National Institute of Stan-
dards and Technology (NIST) National Vulnerability
Database (NVD) [90]. Keeping up-to-date with these
vulnerabilities alone is, however, not sufficient enough
to confidently prepare for cyber-attacks. Making use of
Assurance Techniques such as Document Reviewing or
Testing also provides benefits towards an organisation’s
cybersecurity capabilities and should, therefore, also be
considered [91].

5.3. Impact
Similarly to Initial Access Techniques, each attack’s

impact was also categorised following the MITRE
ATT&CK ICS Framework [75].

Unlike the trends identified for initial access tech-
niques, there is no distinct shift in observed impact on
systems. This is most likely due to the impact of attacks
being closely linked to each attack’s motivation rather
than an evolution in adversary capabilities. Therefore,
identified impacts have been associated with the three
following attack motivations: Financial Gain, Espi-
onage/Information Gathering and Disruption/Sabotage.

Only 2 of the 43 attacks were conducted due to finan-
cial motivation. The impact from these attacks includes
the loss of view or control of systems (ATT&CK ID
T0829 and T0813) which often also resulted in a Loss of
Productivity and Revenue (ATT&CK ID T0828). This
occurs mostly due to the type of malware used in these
attacks: ransomware; resulting in the encryption or re-
moval of essential files required for operation. The low
frequency of these attack types suggests that financially
motivated attacks target primarily IT systems. This is
partly due to the ratio of IT to industrial systems (more
systems to attack results in a higher possible monetary
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gain). At least 15 ransomware attacks have targeted
non-industrial organisations such as Universities or law
firms in the first half of 2020 alone [92]. Although fi-
nancially motivated attacks target IT systems more than
industrial systems, poor network architecture manage-
ment can result in the spread of malware from IT sys-
tems to industrial systems. This was observed in the
Air Canada attack of 2003, where the Blaster Worm, a
malware targeting Microsoft Windows initially, spread
into the air company’s flight planning network (see Sec-
tion 3.15). This demonstrates the importance of cor-
rectly segregating IT networks from ICS networks to
prevent IT incidents from affecting ICSs as proposed
with the extended Purdue Enterprise Reference Archi-
tecture and the use of a Demilitarized Zone to separate
IT and industrial networks from each other, for exam-
ple [1].

8 of the 43 attacks were conducted in order to steal
information. In most cases, this resulted in the success-
ful theft of operational data (ATT&CK ID T0882) such
as building blueprints, network topologies, confiden-
tial documents, or user credentials. Additionally, some
of these attacks caused system disruption with disk
wipes (ATT&CK ID T1561) or system crashes result-
ing in a Loss of Productivity and Revenue (ATT&CK
ID T0828). This can be observed with the Flame mal-
ware deployment, used to conduct espionage in Mid-
dle Eastern countries and cause disk wipes (see Sec-
tion 3.28). On many occasions, these attacks exist as
precursors to activities with the intent to cause disrup-
tion; often cyber-related, but not always. If system op-
erators manage to detect an attack that has resulted in
the theft of confidential or valuable information, they
should be prepared for a follow-up attack with a poten-
tially more disruptive goal.

The majority of the attacks described in this paper
were conducted to cause sabotage or disruption whether
it be by a disgruntled ex-employee targeting a specific
organisation as part of a vengeance ploy, or by a nation-
state targeting systems that could damage another coun-
try’s economy or operations. This often resulted in a
Denial, Manipulation or Loss of Control and/or View
(ATT&CK ID T0813, T0831, T0827, T0815, T0832,
and T0829). Consequently, a Loss of Productivity and
Revenue (ATT&CK ID T0828) was also observed with
Loss of Safety and/or Damage to Property (ATT&CK
ID T0880 and T0879) in some cases as seen in the at-
tack on the German Steel Mill in 2014 which caused
damage to a furnace due to it being unable to shutdown
(see Section 3.32). This highlights the importance of
effectively securing ICSs and responding effectively to
cyber-incidents if prevention techniques fail. Compared

to traditional IT systems, attacks on industrial systems
also can cause a loss of safety and therefore, a danger to
life. Therefore, practitioners should ensure that their or-
ganisation’s response plans are thorough and make good
use of existing guidance and standards available [93].

5.4. Infrastructure and Location
To conclude our analysis, each attack’s targeted in-

frastructure and location were explored using the asso-
ciated STIX Objects. This was done to determine if
any specific infrastructures were more commonly tar-
geted and if there were any changes in targeted infras-
tructures over the years. Identified infrastructures were
categorised based on the CPNI’s taxonomy of National
Infrastructure Sectors [11].

Prior to 2009, a variety of targeted infrastructure and
locations can be observed. This is partly due to the
threat actors involved behind these attacks: as individu-
als from specific organisations were behind most of the
incidents, no infrastructure or location-specific trends
were identified. This can be seen, for example, in the
Texas Hospital HVAC attack in 2009 (see Section 3.22)
where a security guard working at the hospital was re-
sponsible for the attack. The corresponding infrastruc-
ture was targeted not because it was a hospital but be-
cause the attacker was employed there.

From 2010 onward, a clear shift towards targeting
the chemical and energy sector can be observed. This
is because of the two following reasons: the associated
impact caused by targeting these sectors and the moti-
vation behind these attacks. The destructive impact as-
sociated with the disruption of the energy sector could
cause detrimental consequences to a broader array of
infrastructures that require electricity to function. In
contrast, an attack on infrastructure, such as oil refinery
plants within the chemical sector, could have a severe
economic impact on the associated nation. This is es-
pecially true for Middle Eastern countries such as Saudi
Arabia where the petroleum sector accounts for 42% of
the country’s GDP [94]. Therefore attacks such as the
one targeting Petro Rabigh in 2017 (see section 3.37)
not only had the potential to cause a danger to life but
could also have had severe consequences on the coun-
try’s economy. Attacks such as the 2015 attack on
the Ukrainian Energy Sector which caused power out-
ages for over 80,000 residents (see Section 3.33) have
the potential to affect other infrastructures, taking sys-
tems such as assembly lines, life-saving hospital appa-
ratus, or chemical processing machines offline. It can be
inferred that these sectors have been targeted because
of the impact these attacks can have on other, energy-
dependent, sectors.
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Figure 3: Evolution of Cyber Attack Locations

The location of these attacks could suggest an evolu-
tion of both post-Soviet and Middle Eastern conflicts to-
wards a more digital environment. Many western coun-
tries are allegedly behind attacks targeting post-Soviet
or Middle Eastern countries and vice versa. This cyber-
warfare can be observed through the back and forth
attacks between Iran and Israel as discussed in Sec-
tions 3.41 and 3.42. This evolution is illustrated in
Figure 3. The risk-reward aspect of conducting cyber-
warfare over the use of a physical medium must also
be considered. The little risk and high reward of dis-
rupting a nation-state through a cyber-attack lead to the
logical increase in these methods’ use over more tradi-
tional ones such as physical interventions or economic
sanctions.

5.5. Summary

As discussed in the previous sections, multiple trends
surrounding past attacks on ICSs were identified. These
include Threat Actors behind the attacks, Initial Access
techniques to gain a foothold into the target systems,
The impact and motivation of each attack, and the at-
tacks’ target infrastructure and location. In parallel to
these observed trends, baseline recommendations are
also detailed; providing stakeholders with a foundation
for improving their defensive and response capabilities
against the associated threat(s). A summary of these
trends and recommendations can be found listed in Ta-
ble 4.

Prior to 2009, the Threat Actors responsible for the
examined attacks were mostly individuals, whether ex-
ternal or internal, targeting infrastructures where these
were employed. Initial Access techniques, therefore,
involved the use of an already existing level of access.
The motivation behind each attack was mostly personal,

targeting organisations as retribution, and accordingly,
the impact of these attacks was mostly disruptive in na-
ture. During this time period, there was not a large em-
phasis on ICS Security as these systems mainly were
protected through physical means such as segregated
networks or the use of propriety technology. Weak cy-
bersecurity policies such as Access Control enabled em-
ployees such as security guards to access systems on an
industrial network without much difficulty. Although
organisations have accorded much greater importance
towards cybersecurity in recent years, it is still essential
that stakeholders ensure their security policies are im-
plemented thoroughly throughout the organisation, and
make good use of existing guidance and guidelines.

From 2009 onward, we observed a shift towards at-
tacks conducted by more organised groups such as cy-
bercriminal or nation state-funded groups. Therefore,
the motivation behind these attacks also shifted towards
more political reasons such as espionage or sabotage
and targeted more critical infrastructure such as the en-
ergy sector. Nation-states with a long history of tension
have adopted cyberspace as an additional battleground
against each other. As security awareness has increased
considerably in the past decade, threat actors have also
become more reliant on exploiting human vulnerabil-
ities with social engineering when gaining an initial
foothold into target systems. Due to this ever-expanding
threat landscape that we now face, organisations must
work together to understand and prepare against such
threats effectively. Keeping in regular contact with na-
tional cybersecurity organisations and sharing threat in-
telligence between organisations have become essential.

There is a clear separation between the identified
trends before and after 2009. This shift in trend coin-
cides with the public exposure of the Stuxnet attack of
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Threat Recommendation

Insider Threats Ensure that fundamental security measures (e.g. access control) are implemented
Organised Groups Exchange Threat Intelligence regularly with national cybersecurity organisations
Social Engineering Provide adequate training to all employees and establish a robust security culture
Post-Access Techniques Regularly monitor vulnerability databases (e.g. NVD) and make use of assurance techniques (e.g. Penetration Testing)
IT-Attacks Pivoting to OT Segregate critical networks (e.g. Purdue Model)
Aggressive Reconnaissance Prepare for a potential follow-up attack
High Impact Attacks Ensure that response plans are compliant to recommended guidance and standards (e.g. ISO/IEC)

Table 4: Summary of Observed Threat Trends and Associated Recommendations Discussed in Section 5

2010. This attack was described as the first known use
of malware that was crafted to target ICSs specifically
and is also the first known use of a cyberweapon [95].
Because of the detrimental effects that Stuxnet had on
Iran’s nuclear program, this attack was highly publi-
cised and discussed throughout the security community
and governments alike. It highlighted the importance
of defending ICSs against malicious actors as it was
now known how damaging these types of attacks could
be [96]. While stakeholders were made aware of ICS
Security’s importance, malicious actors were also ex-
posed to the possibilities of executing a cyberattack on
ICS [97]. This newfound interest in ICS environments
from attackers, coupled with the shift in ICS environ-
ment construct (e.g. broader inter-connectivity), con-
verged during the middle of our investigated time pe-
riod. It can therefore be considered that both of these
factors contributed to the apparent change in trends that
has been observed from 2009 onward.

6. Conclusion and Future Work

Within this paper, we identified, discussed, and anal-
ysed forty-three attacks on ICS. During the collation of
attacks against ICS, we were unable to identify a sin-
gle resource that provides enough information to con-
duct a comprehensive analysis of attacks on ICSs. Al-
though there have been attempts to amalgamate multiple
attacks, these too were insufficiently thorough [3, 4, 5,
7, 8, 6, 10, 9]. To resolve this issue we have aggregated
multiple sources of information, which we have used to
conduct an analysis on forty-three ICS attacks.

During the analysis, we identified four categories:
threat actors, initial access, impact, and infrastructure
& location. This was accomplished through the use of
the MITRE ATT&CK, MITRE ICS ATT&CK frame-
work [74, 75], STIX [73], the CIS Threat Actor Taxon-
omy [77], and the Centre for the Protection of National
Infrastructure’s (CPNI) [11] list of Critical Infrastruc-
ture sectors. From this analysis, we generated a list of
recommendations based on the observed threat trends:

• Insider Threats - Ensure that underlying security
measures (e.g. access control) are implemented

• Organised Groups - Exchange Threat Intelligence
regularly with national cybersecurity organisations

• Social Engineering - Provide adequate training to
all employees and establish a robust security cul-
ture

• Post-Access Techniques - Regularly monitor vul-
nerability databases (e.g. NVD) and make use of
assurance techniques (e.g. Penetration Testing)

• IT-Attacks Pivoting to OT - Segregate critical
networks (e.g. Purdue Model)

• Aggressive Reconnaissance - Prepare for a poten-
tial follow-up attack

• High Impact Attacks - Ensure that response plans
are compliant to recommended guidance and stan-
dards (e.g. ISO/IEC)

Regarding threat actors, we identified a move from
internal to external, and from single perpetrators to or-
ganised groups (including state-sponsored). This high-
lights the need to keep abreast of available Threat Ac-
tor Intelligence from central resources. As Critical In-
frastructure becomes integrated with IoT, we can iden-
tify from our analysis that there is a clear trend in
the number of spear-phishing attacks used as an ini-
tial access technique. As the complexity of systems
increased, phishing became a more appealing point of
entry [98, 99]. This indicates the demand for training
and awareness for all workers as well as the implemen-
tation of a robust security culture within an organisation
to reduce this attack vector’s risk factor. Unlike other
trends, we have not identified any distinct shift in the
observed impact on systems. We determined that this
is due to the motivation behind each individual attack
as some, for example, may be used for reconnaissance
purposes and others for disruption and sabotage. This
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highlights the importance of correctly implementing re-
sponse and recovery within the domain of ICS [93]. Pre-
ceding 2009, there is a range of attacks against different
infrastructures and locations regarding ICSs. Initially,
we can observe that most threat actors had ties to the
organisation (e.g. employees and suppliers) and acted
alone. After 2009 we identified a change towards at-
tacks from organised groups, some of which are poten-
tially funded by nation-states. This shift of threat actor
correlates with a clear trend of targeting chemical and
energy sectors as attacks on these can affect other inter-
dependant sectors. All the trends identified within the
analysis can be observed within Figure 2, and have also
been summarised into Table 4, alongside recommended
actions. To this day, attacks targeting ICS continue to
occur, such as the recent attack on a Florida town water
supply in February of 2021 [100] or the DarkSide attack
on the Colonial Pipeline in the US [101]; highlighting
the importance of effectively preparing for such events
by understanding the trends behind them.

For the Future Work of this contribution, the devel-
opment of an online resource, using the methodology
we created for the analysis in Section 5, that is regularly
updated as new attacks are identified, or existing attacks
are elaborated on further will be undertaken. This will
provide a ‘one-stop’ resource for cybersecurity practi-
tioners, allowing them to evaluate their current secu-
rity strategies based on the identified trends and lessons
learnt from historical attacks.
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