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GENERALISED RIGID BODY MOTIONS IN NON-EUCLIDEAN

PLANES WITH APPLICATIONS TO GLOBAL RIGIDITY

SEAN DEWAR AND ANTHONY NIXON

Abstract. A bar-joint framework (G, p) in a (non-Euclidean) real normed plane X is
the combination of a finite, simple graph G and a placement p of the vertices in X . A
framework (G, p) is globally rigid in X if every other framework (G, q) in X with the same
edge lengths as (G, p) arises from an isometry of X . The weaker property of local rigidity
in normed planes (where only (G, q) within a neighbourhood of (G, p) are considered)
has been studied by several researchers over the last 5 years after being introduced by
Kitson and Power for ℓp-norms. However global rigidity is an unexplored area for general
normed spaces, despite being intensely studied in the Euclidean context by many groups
over the last 40 years. In order to understand global rigidity in X , we introduce new
generalised rigid body motions in normed planes where the norm is determined by an
analytic function. This theory allows us to deduce several geometric and combinatorial
results concerning the global rigidity of bar-joint frameworks in X .
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1. Introduction

Everyone understands rotations and reflections in Euclidean spaces. However under non-
Euclidean norms these become subtle notions since lengths depend on direction. Cook,
Lovett and Morgan [5] studied rotations in normed planes, and in particular observed that
a cross braced rhombus cannot be fully rotated. Motivated both by their work and by
potential applications to the study of global rigidity we develop generalised rigid body
motions in non-Euclidean (typically analytic) normed planes.
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2 SEAN DEWAR AND ANTHONY NIXON

A bar-joint framework (G, p) in R
d is the combination of a graph G = (V,E) and

a map p : V → R
d. A fundamental question in the field of rigidity theory is when a

given framework (G, p) is unique. That is, that every other framework (G, q) in the same
dimension and on the same graph arises from (G, p) by an isometry of Rd. This is the global
rigidity problem (see [2, 3, 9, 11, 12] inter alia). We will use our results on generalised
rigid body motions to initiate a study of global rigidity in normed planes.

Some of our results will apply in general normed planes, however our main results will
apply in the setting of analytic normed planes. A (finite dimensional real) normed space
X is analytic if the restriction of the norm of X to X \ {0} is an analytic function. Any
such normed space is smooth (i.e. the norm is differentiable at each point in X \ {0}) and
strictly convex (i.e. ‖x + y‖ < ‖x‖ + ‖y‖ for all linearly independent x, y ∈ X). In this
article we will always assume our normed spaces are non-Euclidean unless explicitly stated
otherwise.

While global rigidity in normed planes seems to be an unexplored area of research, the
situation for local rigidity (where the uniqueness of (G, p) is only required in a neighbour-
hood of p) is different. This problem was first considered by Kitson and Power [16] who
began a research program in this area by proving a combinatorial description of when
‘most’ frameworks (G, p) in the normed plane ℓ2q (1 < q < ∞ and q 6= 2) are rigid. Note
that this generalised the result for the Euclidean case obtained by Pollaczek-Geiringer [25]
and popularised by Laman [19]. Kitson and Power’s work led, for example, to Dewar’s
analysis of more general normed planes [7, 6, 8] and Levene and Kitson’s extension to
matrix norms [15].

Additionally, a number of papers have considered the similar sounding problem of rigid-
ity and global rigidity under non-Euclidean metrics, such as hyperbolic and Minkowski
metrics [10, 24, 26]. However these contexts are sufficiently similar to the Euclidean case
that they invite the same combinatorial techniques and at the level of infinitesimal rigidity
there is an elegant projective invariance [23, 26]. In the case of normed planes these con-
veniences are not available and the nature of the graphs that are typically rigid or globally
rigid changes markedly. Moreover since we no longer have quadratic constraints we also do
not have the luxury of having an obviously accessible equilibrium stress matrix approach
(as in [2, 3, 9]). Instead we will use our newly gained insight into geometry in analytic
normed planes through generalised rigid body motions to deduce results on global rigidity.
In particular we will show that every k-lateration graph (on at least 5 vertices and with
k ≥ 3) is globally rigid in any analytic normed plane. We also explicitly construct globally
rigid graphs on n vertices in analytic normed planes, for all n ≥ 6, that are not globally
rigid in the Euclidean case.

We conclude the introduction with a brief outline of what follows. In Section 2 we
introduce the analytic background we shall use. Then Section 3 recaps and extends the
theory of rigidity in normed spaces. In Section 4 we study reflections and rotations in
normed planes in detail obtaining our key technical results on rigid body motions. Some
of the more technical proofs are deferred to Section 6 after we deduce our results on
globally rigid graphs in Section 5. We finish in Section 7 with some avenues for further
exploration.
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2. Background

2.1. Negligible sets. The concept of a set being “negligible” can be described in many
(often non-equivalent) ways. There are two important properties that negligible sets should
satisfy; (i) the complement of the set is dense, and (ii) the countable union of negligible sets
will remain negligible. There are two types of negligible sets we shall deal with throughout.

Definition 2.1. A set A ⊂ R
d is a null set if its Lebesgue measure is 0. A set B ⊂ R

d

is a meagre set if it is the countable union of nowhere dense1 sets. If S is a subset of an
open set O ⊂ R

d, then S is a conull (respectively, comeagre) subset of O if O \S is a null
(respectively, meagre) set. (If the set O is well understood, we will simply refer to a set
being conull/comeagre.)

Both null sets and meagre sets satisfy the two desired properties for negligible sets,
however the two concepts are distinct. Indeed we can construct sets that are null and
comeagre (and hence also sets that are conull and meagre). We show this with the following
subset of R. Label the rational numbers x1, x2, . . . and define the open intervals Ui(n) =

(xi −
2−i

n
, xi +

2−i

n
). We now define the sets Vn :=

⋃

i∈N Ui(n) and their intersection
V :=

⋂

n∈N Vn. The set V is a null set as each set Vn has Lebesgue measure 2/n, but it is
also comeagre since each set Vn is also an open dense set. Hence V is null and comeagre,
and R \ V is conull and meagre.

When the set is also restricted to be open/closed, we do obtain a hierarchy. This follows
since every closed null set is meagre, and every open conull set is comeagre (as every open
dense set is comeagre). Also, the only open null/meagre set is the empty set, and the only
closed conull/comeagre subset of an open set is itself.

As all (finite dimensional real) normed spaces are isomorphic to R
d, we can define

(co)meagre sets and (co)null sets for any normed space.

2.2. Real analytic functions. For every k = (k1, . . . , kd) ∈ (N ∪ {0})d and every x =

(x1, . . . , xd) ∈ R
d we define xk := xk1

1 · . . . · xkd
d . Let U ⊂ R

d be open and let ‖ · ‖2 be the
standard Euclidean norm for R

d. A function f : U → R is analytic if, for every z ∈ U ,
there exists r > 0 and ak ∈ R for each k ∈ (N ∪ {0})d, such that if ‖x− z‖2 < r then; the
point x lies in U , the series

∑

k∈(N∪{0})d ak(x− z)k is absolutely convergent, and

f(x) :=
∑

k∈(N∪{0})d

ak(x− z)k.

A map g : U ⊆ R
d → R

n is analytic if U is open and each coordinate function g1, . . . , gn
is an analytic function. It can be quickly checked that every analytic function/map is
smooth, and every derivative will also be analytic.

We recall that for a map f : A → B and sets U ⊂ A and V ⊃ f(A), we denote the map
formed from f by restricting the domain to U by f |U , the map formed from f by restricting
the codomain to V by f |V , and the map formed from f by restricting both the domain
and codomain by f |VU . An analytic map f : U → V between open sets U, V ⊂ R

d is called
an analytic diffeomorphism if it has an inverse that is also an analytic map. An analytic
map f : U → V is called a local analytic diffeomorphism if for every point x ∈ U there

1Recall that a set is nowhere dense if its closure has empty interior.
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exists an open neighbourhood U ′ ⊂ U and an open neighbourhood V ′ of f(x) where the
map f |V

′

U ′ is an analytic diffeomorphism. We can detect (local) analytic diffeomorphisms
via rank of the derivative with the following result.

Theorem 2.2. [18, Theorem 1.8.1] Let U, V be open subsets of Rd. If f : U → V is
an analytic map and rank df(x) = d for some x ∈ U , then there exists a neighbourhood
U ′ ⊂ U of x so that f |U ′ is a local analytic diffeomorphism. Furthermore, if f is injective
and rank df(x) = d for all x ∈ U , f is an analytic diffeomorphism.

By using charts where the transition maps are analytic diffeomorphisms, we can con-
struct real analytic manifolds in the usual way; see for example [20].

Analytic functions generalise polynomials and the zero sets of analytic functions (de-
noted throughout by Z(f)) share many of the properties of algebraic sets. The following
result is folklore, however we direct the interested reader to [21] for a simple proof.

Proposition 2.3. Let U ⊂ R
d be an open connected subset and f : U → R be analytic. If

the zero set Z(f) is not equal to U then it is a closed null subset of U .

We can improve upon Proposition 2.3 significantly for non-zero analytic functions with
a 1-dimensional domain by showing that they must have a locally finite zero set.

Proposition 2.4. [18, Corollary 1.2.6] Let U be an open interval and f : U → R an
analytic function. If there exists a convergent sequence (xn)n∈N in U where f(xn) = 0 for
all n ∈ N and limn→∞ xn ∈ U , then Z(f) = U .

We can also state a similar result for d = 2, although we will first need to lay out
some terminology. We will use T to denote the circle group, i.e. T = R/2πZ, represented
by the set [0, 2π). To define the topology we will use the metric dT with dT(s, t) :=
min{|s− t|, 2π − |s − t|}. We also recall that a map between any two topological spaces
is proper if the preimage of any compact set is compact.

Proposition 2.5. Let U ⊂ R
2 be an open connected subset and f : U → R

2 be analytic.
Then one of three possibilities holds:

(i) Z(f) ∈ {∅, U}.
(ii) Z(f) is countable.
(iii) There exists a real analytic manifold M that is the disjoint union of countably many

copies of the sets R and T, and there exists an analytic map φ : M → U so that
φ(M) = Z(f). Further, there exists a discrete set M ′ ⊂ M so that rank dφ(x) = 12

for all x ∈ M \M ′.

Proof. Suppose Z(f) 6= ∅. By [18, Theorem 5.4.8], there exists a real analytic manifold M ,
a closed proper subset M ′ ⊂ M and a proper analytic map φ : M → U so that φ(M) =
Z(f) and dφ(x) is injective for each x ∈ M \M ′. As dimU = 2 then dimM ∈ {0, 1, 2}. If
dimM = 0 then M is a countable set of points and Z(f) is countable. If dimM = 2 then,
by Theorem 2.2, there exists an open set O ⊂ U where O ⊂ Z(f); hence by Proposition
2.3, Z(f) = U . So dimM = 1. Now M is the union of countably many sets {Mi : i ∈ I}
where each set Mi is analytically diffeomorphic to either R or T. Since rank dφ(x) = 0 if
and only if dφ(x) · dφ(x) = 0, the set M ′ is the zero set of a non-zero analytic function
with 1-dimensional domain. The result now follows from Proposition 2.4. �

2Here dφ(x) denotes the Jacobian derivative of the map φ evaluated at x.
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The next result is the analytic version of the implicit function theorem, and can be
proven by combining the methods of [18, Theorem 1.8.3] and [20, Theorem 2.5.7].

Theorem 2.6. Let U ⊂ R
m and V ∈ R

n be open subsets. Suppose f : U × V → R
m is an

analytic map and, for some (x0, y0) ∈ U × V , the map

f̃ : U → R
m, x 7→ f(x, y0)

has the property that rank df̃(x0) = m. Then there exists a neighbourhood V ′ ⊂ V of y0,
a neighbourhood W of f(x0, y0) and a unique analytic map g : V ′ ×W → U such that for
all (y, w) ∈ V ′ ×W ,

f(g(y, w), w) = w.

Remark 2.7. Since all d-dimensional normed spaces are isomorphic (as topological vector
spaces) to R

d, we can easily define analytic maps between normed spaces by choosing bases
for our normed spaces. Hence, all of the results of this section will extend to general
normed spaces.

2.3. Rigidity theoretic background. For a set V and a normed space X , a placement
of V in X is any element p ∈ XV . We define the placement norm to be the norm ‖ · ‖V of
XV where ‖p‖V := maxv∈V ‖pv‖. Let G = (V,E) be a (finite simple) graph with placement
p : V → X in some (finite dimensional) normed space X , then the pair (G, p) is called a
framework in X . We define the set

XG :=
{

p ∈ XV : pv 6= pw for all vw ∈ E
}

.

The set XG is an open conull subset of XV ; further, if dimX > 1 then XG is path-
connected. For a placement p and affine map g : X → X , we define g ◦ p := (g(pv))v∈V .

A non-zero point x in a normed space X is a smooth point if the norm is differentiable
x; equivalently, x is smooth if there exists a unique linear functional ϕx : X → R where
ϕx(x) = ‖x‖2 and ‖ϕx‖ = ‖x‖. If x is smooth then ϕx is the derivative of the map
z 7→ ‖z‖2/2 at the point x (see [17, Lemma 1] for a proof). A normed space X is smooth if
every non-zero point ofX is smooth, and strictly convex if ‖tx+(1−t)y‖ < 2 for all linearly
independent x, y with ‖x‖ = ‖y‖ = 1 and all 0 < t < 1. A smooth normed space is strictly
convex if and only if the map x 7→ ϕx is injective (equivalently, is a homeomorphism).

We define the rigidity map to be

fG : XV → R
E, (xv)v∈V 7→

(

1

2
‖xv − xw‖

2

)

vw∈E

.

A placement p of G is well-positioned if fG is differentiable at p and p ∈ XG; we note that
for a graph G = (V,E) with |E| ≥ 1, X is smooth if and only if the set of well-positioned
placements of G is exactly the set XG. If (G, p) is well-positioned, we define the derivative

dfG(p) : X
V → R

E, (xv)v∈V 7→ (ϕpv−pw(xv − xw))vw∈E .

of fG at p to be the rigidity operator of (G, p).
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For a given choice of basis {ei : i = 1, . . . , d} for X , we may also define the rigidity
matrix of (G, p) in X to be the |E| × d|V | real matrix R(G, p) with entries ae,(v,i), where

ae,(v,i) :=

{

ϕv,w(ei), if e = vw ∈ E(G)

0, otherwise.

If X = R
d we will use the standard basis, i.e. ei is the vector with 1 for its i-th coordinate

and 0 elsewhere. We note immediately that rankR(G, p) = rank dfG(p).
The sets of isometries and linear isometries of X will be denoted by Isom(X) and

IsomLin(X) respectively. As Isom(X) is a Lie group, we may define the tangent space at
the identity map ι (denoted by Tι Isom(X)). The following implies that all isometries of
a normed space are affine.

Theorem 2.8. (see [28, Theorem 3.1.2]) Let X be a normed space, U ⊂ X an open
connected subset and g : U → X be an isometry. Then there exists an affine isometry
g′ : X → X where g′|U = g.

For a given placement p we may define the orbit of p and space of infinitesimal flexes of
p to be the respective sets

Op := {g ◦ p : g ∈ Isom(X)} and T(p) := {g ◦ p : g ∈ Tι Isom(X)}.

A placement p is isometrically full if and only if there exists a diffeomorphism between Op

and Isom(X), and full if and only if there exists a local diffeomorphism between Op and
Isom(X), i.e., dimT(p) = dim Isom(X). Equivalently, p is isometrically full if for every
isometry g with g ◦ p = p we have that g is the identity map, and p is full if there is a
finite set of isometries g with g ◦ p = p (see [8, Proposition 3.9(ii), Theorem 3.15]). Any
isometrically full placement is full, any placement p where the set {pv : v ∈ V } affinely
spans X is isometrically full, and any placement p where the set {pv : v ∈ V } affinely
spans an affine hyperplane of X is full.

We say that two frameworks (G, p) and (G, q) in a normed space X are equivalent
(denoted by (G, p) ∼ (G, p′)) if fG(p) = fG(p

′), and we say that they are congruent
(denoted by p ∼ p′) if there exists an isometry g ∈ Isom(X) such that p′ = g ◦ p.

Let (G, p) be a well-positioned framework in a normed space X . We define a framework
(G, p) to be regular if the rigidity operator dfG(p) has maximal rank, and strongly regular
if for all frameworks equivalent to (G, q) are regular. The placement p is completely
regular if for all graphs H with V (H) := V , (H, p) is well-positioned and regular, and
completely strongly regular if for all graphs H with V (H) := V , (H, p) is well-positioned
and strongly regular. We denote the set of regular placements of G in X by Reg(G;X), the
set of strongly regular placements of G in X by Str(G;X), the set of completely regular
placements of a set V in X by Com(V ;X), and the set of completely strongly regular
placements of a set V in X by ComStr(V ;X). We note that (G, p) is strongly regular if
and only if fG(p) is a regular value of the map fG.

Remark 2.9. If a framework is either strongly or completely regular then it is regular,
and if a framework is completely strongly regular then it is both strongly and completely
regular. However, completely regular and strongly regular are distinct, as we illustrate in
Figure 1.
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Figure 1. Two frameworks in the Euclidean plane. The framework on the
left is strongly regular but not completely regular as it has a colinear triple.
The framework on the right is completely regular but not strongly regular
as we can flatten the framework into colinear non-regular framework.

A framework (G, p) in a normed space X is: locally rigid in X if there exists a neighbour-
hood U ⊂ XV of p where any equivalent framework in U is congruent to (G, p) (otherwise
(G, p) is locally flexible); globally rigid if any equivalent frameworks (G, q) in X is congru-
ent to (G, p); infinitesimally rigid in X if (G, p) is well-positioned and ker dfG(p) = T(p)
(otherwise (G, p) is infinitesimally flexible); independent in X if (G, p) is well-positioned
and rank dfG(p) = |E|; otherwise G is dependent; minimally rigid if it is infinitesimally
rigid and (G− e, p) is infinitesimally flexible for all e ∈ E.

It is easy to convince oneself that the framework on the left of Figure 1 is locally/infinitesimally
rigid in the Euclidean plane, while the framework on the right is locally/infinitesimally
flexible. If we were to add a diagonal brace for the framework on the right, then we would
obtain a locally/infinitesimally rigid framework for the Euclidean plane. However such a
framework will be locally/infinitesimally flexible with a non-Euclidean norm (Figure 2).

Figure 2. (Left) An independent placement in ℓ24 of the complete graph
on 4 vertices minus an edge. (Right) An equivalent independent framework
that can be reached by continuous motion that preserves edge lengths. As
the distance between the two non-adjacent vertices is altered during the
motion, the framework is not locally rigid. The framework can be seen to
be infinitesimally flexible by applying Theorem 2.10.

Global rigidity implies local rigidity, however the converse is not always true (simply
consider a tree when X is 1-dimensional). It is not too hard to show that a framework in
X is minimally rigid if and only if it is both infinitesimally rigid and independent (see, for
example, [7]). We can also link infinitesimal and local rigidity.

Theorem 2.10. [8, Theorem 1.1] Let (G, p) be a regular framework in a smooth normed
space X. Then (G, p) is infinitesimally rigid if and only if (G, p) is locally rigid.

Theorem 2.11. [17, Theorem 10] Let finite (G, p) be a well-positioned framework in a
d-dimensional normed space X. Then the following hold:
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(i) If (G, p) is independent then |E| = d|V | − dimker dfG(p).
(ii) If (G, p) is infinitesimally rigid then |E| ≥ d|V | − dim T(p).

We can improve Theorem 2.11 in the special case when d = 2. We say that G = (V,E) is
(2, 2)-tight if |E| = 2|V |−2 and for every subgraph (V ′, E ′) of G we have |E ′| ≤ 2|V ′|−2.

Theorem 2.12. [7, Theorem 1.4] Let X be a normed plane and G = (V,E) be a graph.
Then the following are equivalent.

(i) There exists a minimally rigid framework (G, p) in X.
(ii) G is (2, 2)-tight.

Given a normed space X , a graph G = (V,E) is: rigid in X if there exists a well-
positioned placement of G such that (G, p) is infinitesimally rigid (otherwise G is flexible);
globally rigid in X if the set

GRig(G;X) :=
{

p ∈ XV : (G, p) is globally rigid in X
}

has a non-empty interior in XV ; independent in X if there exists a well-positioned place-
ment of G such that (G, p) is independent; minimally rigid in X if there exists a well-
positioned placement of G such that (G, p) is minimally rigid. In general normed spaces,
rigidity and global rigidity can behave strangely, as can be seen in Figure 3.

Figure 3. (Left) A graph that is minimally rigid in any normed plane.
Although the graph has a separating vertex, the normed plane itself does
not have a continuous family of rotational isometries to exploit so as to flex
the framework. The graph is also not globally rigid as we can translate
the framework so that the separating vertex is at the origin and then map
every vertex in the right copy of K4 to its negative. (Right) The graph
H is globally rigid in all analytic normed planes (Theorem 5.4). It is not
globally rigid in the Euclidean plane; for almost all placements, the left two
vertices may be reflected across the dashed line to obtain an equivalent but
non-congruent framework. However, the required reflection does not exist
in most normed planes.

3. Rigidity in normed spaces

3.1. Analytic normed spaces. A normed space X is analytic if the restriction of the
norm to the set X \ {0} is an analytic function. An example of an analytic normed space
is ℓd2n for any positive integer n (although in general ℓnp is not analytic). It can be shown
that every norm can be approximated uniformly by analytic norms for the same linear
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space; for example, see [28, Theorem 2.5.2]3. It is immediate that every analytic norm is
smooth. They are also strictly convex.

Lemma 3.1. Every analytic normed space is strictly convex.

Proof. Suppose an analytic normed space X is not strictly convex; i.e. there exists ‖y1‖ =
‖y2‖ = 1 with ‖ty1 + (1 − t)y2‖ = t‖y1‖ + (1 − t)‖y2‖ = 1 for all t ∈ [0, 1]. Define Y
to be the linear span of y1 − y2 and define the analytic function f : Y → R where for
each x = t(y1 − y2) ∈ Y (for some t ∈ R) we define f(x) := ‖t(y1 − y2) + y2‖ − 1. As f
is an analytic function and f(x) = 0 for all x = ty for t ∈ [0, 1], it is the constant zero
function by Proposition 2.3. However this implies the unit ball contains the unbounded
line through y1 and y2, contradicting compactness. �

As we shall see during this section, analytic normed spaces are well suited to rigidity
theory as we can discuss “generic” properties without recourse to the usual polynomial
notion of algebraic independence.

Proposition 3.2. Let X be an analytic normed space and G = (V,E) be a graph. Then
the sets Reg(G;X) and Com(V ;X) are open conull subsets of XV .

Proof. If dimX = 1 then this holds immediately since any injective placement is com-
pletely regular. Suppose dimX ≥ 2 and choose any graph G. By [8, Lemma 4.4],
Reg(G;X) is an open set. Choose any regular placement p of G with rankR(G, p) = n.
Let A := {e1, . . . , en} ⊆ E and B := {(v1, m1), . . . , (vn, mn)} ⊆ V × {1, . . . , d} be sets
chosen so that the square submatrix M(p) of R(G, p) formed by the rows A and columns
B has non-zero determinant. Define the function φ : XG → R with φ(q) := detM(q),
where M(q) is the square submatrix of R(G, q) formed by the rows A and columns B. As
the norm ‖ · ‖ is analytic on X \ {0}, φ is an analytic function with an open connected
domain. By Proposition 2.3, the zero set Z(φ) := {q ∈ XG : φ(q) = 0} is a closed null set.
It follows that Reg(G;X) ⊃ X \ Z(φ), hence Reg(G;X) is conull.

Let G be the set of graphs with vertex set V . As Com(V ;X) =
⋂

H∈G Reg(H ;X) then
Com(V ;X) is also an open conull set. �

To prove a similar result for the sets Str(G;X) and ComStr(V ;X) we need Sard’s
theorem.

Theorem 3.3. (see [20, Theorem 3.6.3]) Let O ⊂ R
m be an open subset and f : O → R

n

be C∞-differentiable. If we define

C :=

{

x ∈ O : rank df(x) < sup
y∈O

rank df(y)

}

.

then f(C) is a null subset of Rn.

Lemma 3.4. Let O ⊂ R
m be an open subset and f : O → R

n be a submersion4. If A is a
null subset of Rn, then f−1(A) is a null subset of O.

3The given reference describes approximating d-dimensional centrally symmetric convex bodies by those
with analytic boundaries. However, the Minkowski functional of a convex body defines a homeomorphism
between the space of d-dimensional centrally symmetric convex bodies with the topology gifted by the
Hausdorff metric, and the space of norms for Rd with the compact-open topology. Furthermore, convex
bodies with analytic boundaries will always have analytic Minkowski functionals.
4i.e. a differentiable map where the derivative is surjective at all points of the domain.
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Proof. Choose any point x ∈ O. By the constant rank theorem [20, Theorem 2.5.15], there
exists an open subset Ux ⊂ O with x ∈ Ux, open subsets Vx, V

′ ⊂ R
n with f(Ux) ⊂ Vx and

0 ∈ V ′, an open subset U ′ ⊂ R
m−n with 0 ∈ U ′, and diffeomorphisms λ : Ux → U ′ × V ′

and φ : Vx → V ′ where λ(x) = (0, 0) and

φ ◦ f ◦ λ−1 : U ′ × V ′ → V ′, (a, b) 7→ b.

As φ is a diffeomorphism, the set φ(A∩ Vx) is a null subset of V ′ (see [20, Lemma 3.6.1]).
Hence U ′ × φ(A ∩ Vx) is a null subset of U ′ × V ′. As

f−1(A ∩ Vx) ∩ Ux = λ−1
(

λ ◦ f−1 ◦ φ−1[φ(A ∩ Vx)]
)

= λ−1 (U ′ × φ(A ∩ Vx))

and λ is a diffeomorphism, the set f−1(A∩ Vx)∩Ux is a null subset of O (see [20, Lemma
3.6.1]). By applying this same process to every point x ∈ O, we obtain the open cover
{Ux : x ∈ O} of O and the open cover {Ux : x ∈ O} of f(O), where for each x ∈ O we have
f(Ux) ⊂ Vx and the set f−1(A ∩ Vx) ∩ Ux is a null subset of O.

Choose a countable subset O′ ⊂ O so that {Ux : x ∈ O′} is an open cover of O. Choose
any z ∈ f−1(A) and pick a point x ∈ O′ with z ∈ Ux. We note that z ∈ f−1(A∩ Vx)∩Ux,
as f−1(Vx) ∩ Ux = Ux and z ∈ f−1(A). It now follows that

f−1(A) ⊂
⋃

x∈O′

f−1 (A ∩ Vx) ∩ Ux.

As each f−1(A ∩ Vx) ∩ Ux is a null subset of O, the set f−1(A) is a null subset of O. �

Lemma 3.5. Let X be a normed space, G an independent graph in X, and Z a null subset
of RE. Suppose Reg(G;X) is an open conull subset of XV . Then the set f−1

G (Z) is a null
subset of XV .

Proof. The restriction of fG to Reg(G;X) is a submersion, hence fG(Reg(G;X)) is a non-
empty open subset of RE by the local onto theorem (see [20, Theorem 3.5.2]). We note
that fG(Reg(G;X))∩Z is a null set thus, by Lemma 3.4, the set of all regular placements
p with fG(p) ∈ Z is also a null set. As XV \Reg(G;X) is a null set, the result holds. �

Proposition 3.6. Let X be an analytic normed space and G = (V,E) be a graph. Then
the sets Str(G;X) and ComStr(V ;X) are open conull sets.

Proof. For each of the k connected components ofG, fix a vertex wi. Define Y := {(xv)v∈V :
xwi

= 0 for all 1 ≤ i ≤ k} and f := fG|Y . Since f is closed it is proper and so the set
C := f(XV \ Reg(G;X)) is closed. Also the set Str(G;X) = XV \ f−1

G (C) is open.
If G is independent then Theorem 3.3 and Lemma 3.5 imply that Str(G;X) is a conull

subset of XV . So G is not independent. Let S be the set of maximal independent spanning
subgraphs of G. We note that the set

⋃

H∈S Str(H ;X) is conull. Choose any placement p

from
⋃

H∈S Str(H ;X) and any p′ ∈ f−1
G [fG(p)]; we may suppose p ∈ Str(H ;X) for some

H ∈ S. As p′ ∈ f−1
H [fH(p)] and H is a maximally independent spanning subgraph of G,

we have

rank dfG(p
′) ≥ rank dfH(p

′) = rank dfH(p) = rank dfG(p),

thus p ∈ Str(G;X). It now follows that
⋃

H∈S

Str(H ;X) ⊂ Str(G;X),



GENERALISED RIGID BODY MOTIONS IN NON-EUCLIDEAN PLANES 11

and thus Str(G;X) is a conull subset of XV . Let G be the set of graphs with vertex set
V . As ComStr(V ;X) =

⋂

H∈G Str(H ;X) then ComStr(V ;X) is an open conull subset of

XV also. �

3.2. Global rigidity in smooth normed spaces with finitely many linear isome-

tries. At this point, to prove that a graph is globally rigid requires proving that every
placement in an open set is globally rigid. In this subsection we shall prove that it suffices
to find a single placement that is both globally rigid and infinitesimally rigid.

First we need a definition. Let X and Y be normed spaces, U ⊂ X be an open subset
and f : U → Y be a continuous map. We say f is proper if f−1[C] is compact for all
compact sets C; equivalently, f is proper if every sequence (xn)n∈N in U , where (f(xn))n∈N
is bounded, is itself bounded.

Lemma 3.7. Let X and Y be normed spaces, U ⊂ X be an open subset and f : U → Y
be a proper C1-differentiable map. Suppose for some point x ∈ U there exists k ∈ N

such that |f−1f [x]| = k, and all points of f−1f [x] are regular. Then there exists an open
neighbourhood U ′ ⊂ U of x where |f−1f [x′]| ≤ k for all x′ ∈ U ′.

Proof. Suppose there exists a sequence (xn)n∈N in U where xn → x as n → ∞ and
f−1f [xn] > k. By assumption we may choose k+1 sequences (y1n)n∈N, . . . , (y

k+1
n )n∈N where

y1n = xn, y
i
n 6= yjn and f(yjn) = f(xn) for each n ∈ N and 1 ≤ i < j ≤ k + 1. As f is

proper, each sequence (yin)n∈N is bounded. By the Bolzano-Weierstrass Theorem, we may
assume that we chose (xn)n∈N such that each sequence (yin)n∈N converges to a limit yi. As
f(x) = f(yi) for each i then y1, . . . , yk+1 ∈ f−1f [x]. Since |f−1f [x]| = k, there exists i 6= j
such that yi = yj.

Let x′ := yi = yj. Since x′ is regular and |f−1f [x′]| = k, it follows from the constant
rank theorem (see [20, Theorem 2.5.15]) that there exists an open neighbourhood U ′ of x′

where f |U ′ is injective. Since both (yin)n∈N and (yjn)n∈N converge to x′, we have yin = yjn
for sufficiently large n. This contradicts our hypotheses. �

Lemma 3.8. Let X be a normed space with k linear isometries and (G, p) be isometrically
full. Suppose pv0 = 0 for some v0 ∈ V . Then given

S := {p′ ∈ XV : fG(p
′) = fG(p), p′v0 = 0},

(G, p) is globally rigid if and only if |S| ≤ k.

Proof. We first note that IsomLin(X) · p ⊆ S, and (G, p) is globally rigid if and only if
S = IsomLin(X) · p. As p is isometrically full, we have that | IsomLin(X) · p| = k. Hence
|S| ≤ k if and only if |S| = k if and only if S = IsomLin(X) · p. �

Lemma 3.9. Let X be a d-dimensional smooth normed space, G = (V,E) and p ∈ XG be
a placement of G with dimker dfG(p) < d− 1 + |V |. Then p is isometrically full.

Proof. Suppose for contradiction that dim ker dfG(p) < d−1+|V | but p is not isometrically
full. By translating if necessary, we will assume pv0 = 0 for some v0 ∈ V . Define Y :=
span{pv : v ∈ V } and W := span{ϕy : y ∈ Y }. Since p is not isometrically full, there
exists a non-trivial linear isometry g where g(y) = y for all y ∈ Y . Denote the dual space5

of X by X∗. It is immediate that W is a subspace of X∗. First suppose that W = X∗.

5This is the normed space of all linear functions f : X → R on X with the norm ‖f‖∗ := sup‖x‖=1
|f(x)|.
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Define the map T : X∗ → X∗ where T (f) = f ◦ g−1 for all f ∈ X∗. Since g is an isometry
of X , the map T is a linear isometry of the normed space X∗. We recall that the support
functional ϕx is the derivative of 1

2
‖ · ‖2 at a point x. Hence, for any x, y ∈ X ,

T (ϕy)(x) = lim
t→0

1

t

(
∥

∥y + tg−1(x)
∥

∥− ‖y‖
)

= lim
t→0

1

t
(‖g(y) + t(x)‖ − ‖g(y)‖) = ϕg(y)(x).

As g(y) = y, we have T (ϕy) = ϕy for any y ∈ Y . Since T is linear we have T (f) = f for
all f ∈ X∗. However, this implies g is the identity map, a contradiction. Now suppose
that W 6= X∗, i.e. there exists non-zero x ∈ X where f(x) = 0 for all f ∈ W . Define for
each w ∈ V the vector uw = (uw

v )v∈V ∈ XV , where for each v ∈ V we have

uw
v :=

{

x, if v = w,

0, otherwise.

Then dfG(p)(u
w) = 0 for each w ∈ V . If we choose vectors B := {x1, . . . , xn−1} ⊂ X such

that B ∪ {x} is a basis of X , then

S := {(xi)v∈V : 1 ≤ i ≤ d− 1} ∪ {uw : w ∈ V }

is a linearly independent subset of ker dfG(p) with |S| = d− 1+ |V |. However this implies
dim ker dfG(p) ≥ d− 1 + |V | which contradicts our hypothesis. �

We can now prove our first main result, an analogue of the “averaging theorem” of
Connelly and Whiteley [4].

Theorem 3.10. Let (G, p) be globally rigid and infinitesimally rigid in a smooth normed
space X with a finite number of linear isometries. Then there exists an open neighbourhood
U of p such that (G, q) is globally rigid and infinitesimally rigid in X for all q ∈ U .

Proof. By translating (G, p) we may assume pv0 = 0 for some v0 ∈ V . Define

Y := {x ∈ XV : xv0 = 0}, Z := R
E, f := fG|Y , k := |f−1(p)|.

The graph G must be connected as (G, p) is infinitesimally rigid, so the map f : Y → Z is
proper. By Lemma 3.7, there exists an open neighbourhood U ⊂ Y of p where |f−1f [q]| ≤
k for all q ∈ U . Since the set of regular placements of a graph in X is open, we may
assume we chose U sufficiently small such that each q ∈ U will be infinitesimally rigid. As
IsomLin(X) is a finite set, dimT(q) = d for every q ∈ U . By Theorem 2.11 and Lemma
3.9, each q ∈ U is isometrically full. We can now apply Lemma 3.8 to any q ∈ U to see
that the framework (G, q) is globally rigid. �

We can immediately state the following corollary.

Corollary 3.11. Let X be an analytic normed space with finitely many linear isometries.
Then a graph G is globally rigid in X if and only if there exists an infinitesimally and
globally rigid framework (G, p) in X.

Proof. If there exists an infinitesimally and globally rigid framework (G, p) in X then G is
globally rigid in X by Theorem 3.10. Now suppose G is globally rigid inX . By Proposition
3.2, there exists a regular framework (G, p) in X that is globally rigid. Any globally rigid
framework is locally rigid, hence (G, p) is infinitesimally rigid by Theorem 2.10. �
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4. Generalising rigid body motions

4.1. Reflections and rotations in analytic normed planes. We first need the follow-
ing useful results.

Lemma 4.1. [7, Lemma 4.18] Let X be a strictly convex normed plane and x, y ∈ X be
distinct points. For any positive real numbers rx, ry, we have three possibilities:

(i) If rx + ry < ‖x − y‖ or |rx − ry| > ‖x − y‖ then there is no point z ∈ X where
‖z − x‖ = rx and ‖z − y‖ = ry.

(ii) If rx + ry = ‖x − y‖ or |rx − ry| = ‖x − y‖, then there exists a unique point z ∈ X
where ‖z − x‖ = rx and ‖z − y‖ = ry. Furthermore, z lies on the line through x, y.

(iii) If |rx − ry| < ‖x − y‖ < rx + ry, then there exists a unique pair of distinct points
z1, z2 ∈ X where ‖zi − x‖ = rx and ‖zi − y‖ = ry for i ∈ {1, 2}. Furthermore, the
line through x, y separates the points z1, z2.

Theorem 4.2. [1] Let U ⊂ R
m be an open set and f : U → R

n be a continuous injective
map. Then f(U) is open and f |f(U) is a homeomorphism.

Suppose R : R2 → R
2 is a (Euclidean) reflection about the line ℓ through the origin. If

we choose a point z ∈ ℓ\{0} then we notice that ‖R(x)‖ = ‖x‖ and ‖R(x)− z‖ = ‖x− z‖
for all x ∈ R

2, and R(x) = x if and only if x ∈ ℓ. In fact as the norm is Euclidean, R is the
unique map to have this property; this follows from Lemma 4.1. Hence we can define the
reflection with respect to the two points 0 and z. We will now show that this definition is
amenable to extensions to other normed planes.

Theorem 4.3. Let X be an analytic normed plane and choose any non-zero point z ∈ X.
Then there exists a unique map Rz : X → X with the following properties:

(i) If x does not lie on the line through 0, z, then Rz(x) is the unique point distinct from
x where ‖Rz(x)‖ = ‖x‖ and ‖Rz(x)− z‖ = ‖x− z‖.

(ii) If x does lie on the line through 0, z, then Rz(x) = x.

Furthermore, the map Rz will have the following properties:

(1) Rz is a homeomorphism.
(2) Rz is an analytic immersion on the set of points that do not lie on the line through

0, z.
(3) If x /∈ span{z} then Rz(x) will not lie in the same connected component of R2 \

span{z} as x.
(4) If x ∈ span{z} and y is another point where ‖y‖ = ‖x‖ and ‖y − z‖ = ‖x − z‖,

then y = x.

Proof. It follows from Lemma 4.1 that there exists a unique map Rz as described; further-
more, such a map must be bijective and satisfy both (3) and (4). We now prove (1) and
(2). For the former it will be sufficient to prove that Rz is continuous by Theorem 4.2.
Define the map

f : X → R
2, x 7→

(

1

2
‖x‖2,

1

2
‖x− z‖2

)

.
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Then f is analytic, and given a basis b1, b2 of X and x ∈ X , we can represent df(x) by the
2× 2 matrix

[

ϕx(b1) ϕx(b2)
ϕx−z(b1) ϕx−z(b2)

]

.

Since X is strictly convex (Proposition 3.1) it follows that rank df(x) = 2 if and only if x
does not lie on the line through 0, z. Define H,H′ to be the two open half-planes of X
formed by the line through 0, z. As H,H′ are locally compact and connected, Theorem 2.2

implies that the restricted maps f |
f(H)
H

and f |
f(H′)
H′ are analytic local diffeomorphisms. By

Lemma 4.1, both f |
f(H)
H

and f |
f(H′)
H′ are injective, hence both are analytic diffeomorphisms.

By Lemma 4.1, we have f(H) = f(H′). By the uniqueness of Rz we have, for each
x ∈ X ,

Rz(x) =











(f |
f(H′)
H′ )−1 ◦ f |

f(H)
H

(x), if x ∈ H,

(f |
f(H)
H

)−1 ◦ f |
f(H′)
H′ (x), if x ∈ H′,

x, if x ∈ span{z}.

Hence Rz is analytic on H ∪H′ with rank dRz(x) = 2 for all x ∈ H ∪H′; i.e. (2) holds.
Choose any point y on the line through 0, z and let (yn)n∈N be any sequence that

converges to y. As f is continuous and f(Rz(yn)) = f(yn) → f(y) as n → ∞, the
sequence (Rz(yn))n∈N converges to a point in f−1[f(y)]. Since y lies on the line through
0, z, it follows that limn→∞Rz(yn) = y = Rz(y), hence Rz is continuous at y. (1) now
holds because Rz is continuous. �

We can also define rotations to be the unique maps that preserve the distance to two
points while one rotates around the other, with some added continuity assumptions to
stop points being “reflected” in a certain sense.

Theorem 4.4. Let X be an analytic normed plane and choose any non-zero point z ∈ X,
and let f : T → S‖z‖[0] be an analytic bijective map with f(0) = z and ‖f ′(t)‖ = 1 for
all t ∈ T. Then there exists a unique continuous map rz : X × T → X with the following
properties:

(i) rz(z, t) = f(t) for all t ∈ T.
(ii) rz(x, 0) = x for all x ∈ X.
(iii) ‖rz(x, t)‖ = ‖x‖ and ‖rz(x, t)− rz(z, t)‖ = ‖x− z‖ for all x ∈ X and t ∈ T.

Furthermore, the map rz will have the following properties:

(1) rz is analytic on the set (X \ span{z})× T.
(2) For any x, y ∈ X\span{z} and any t ∈ T, x, y lie in the same connected component

of X \ span{z} if and only if rz(x, t), rz(y, t) lie in the same connected component
of X \ span{f(t)}.

(3) For any t ∈ T, rz(·, t) is a homeomorphism.
(4) For any non-zero x ∈ X, rz(x, ·) is a homeomorphism between T and S‖x‖[0].
(5) For any x ∈ X and any t ∈ T, rz(x,−t) = −rz(x, t).

Proof. For each t ∈ T define the open half-planes H+
t ,H

−
t of X formed by the line through

0, z, where H+
t contains all the points f(t + h) for h ∈ (0, π) and H−

t contains all the
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points f(t − h) for h ∈ (0, π). With this we define the sets H+ := {(y, t) : y ∈ H
+
t } and

H− := {(y, t) : y ∈ H−
t }, and we note both sets are open and path-connected.

We will now prove that a map with the properties of rz exists; the uniqueness of such
a map will then follow automatically from Lemma 4.1. Define the analytic map

g : X × T → R
2, (x, t) 7→

(

1

2
‖x‖2,

1

2
‖x− f(t)‖2

)

.

Fix a basis b1, b2 of X . For any x ∈ X , we can represent dg(x) by the 2× 3 matrix
[

ϕx(b1) ϕx(b2) 0
ϕx−f(t)(b1) ϕx−f(t)(b2) −ϕx−f(t)(f

′(t))

]

.

Since X is strictly convex (Proposition 3.1), any principal 2 × 2 submatrix of the above
matrix is non-singular if and only if rank dg(x, t) = 2 if and only if x does not lie on
the line through 0, f(t). As g is analytic and rank dg(x, t) = 2 at every point (x, t) of
H+/− := H+ ∪ H− then g(H+/−), g(H+) and g(H−) are open sets, with the latter two
also being connected. Hence Theorem 2.6 implies that there exists a unique analytic map
h : g(H+/−)× T → X where

g(h(g(x, t), t′), t′) = g(x, t)

for any (x, t) ∈ H+/− and t′ ∈ T. Furthermore, if (x, t) ∈ H+ (respectively, H−) then
h((x, t), t′) ∈ H+ (respectively, H−) for all t′ ∈ T. We now define the map rz : X×T → X ,
where for any (x, t) ∈ X × T we have

rz : X × T → X, rz(x, t) :=

{

h(g(x, 0), t) if x ∈ X \ span{z},

αf(t), if x = αz.

The map rz is analytic (and hence continuous) on the set (X \span{z})×T. To see that rz
is continuous at every point, choose a convergent sequence ((xn, tn))n∈N with limit (αz, t).
Since g is continuous and limn→∞ g(rz(xn, tn)) = limn→∞ g(xn, tn) = g(αz, t), if follows
that limn→∞ rz(xn, tn) = αf(t) by Lemma 4.1.

We will now prove (1)–(5). As stated earlier, rz is analytic on the set (X \ span{z})×T,
hence the map satisfies (1). Choose any x ∈ H+

0 . By the continuity of rz and Lemma
4.1, we must have rz(x, t) ∈ H

+
t for any t ∈ T (as otherwise there would exists rz(x, t) ∈

span{f(t)} which would imply x ∈ span{z}). As a similar result can be obtained for any
point x ∈ H−

0 , (2) also holds. Choose any t ∈ T and points x, y ∈ X . If rz(x, t) = rz(y, t)
then, by Lemma 4.1, we have x = y, hence rz(·, t) is injective. Now choose w ∈ X with
c0 := ‖w‖ and cz := ‖w − rz(z, t)‖. By Lemma 4.1 there exists a point u ∈ X where
rz(u, t) = w, hence rz(·, t) is surjective. As rz(·, t) is a continuous bijective map, (3) holds
by Theorem 4.2.

Choose any x ∈ X and any s, t ∈ T. If rz(x, s) = rz(x, t) then, by Lemma 4.1, we have
f(s) = f(t). As f is a diffeomorphism, it follows that rz(x, ·) is injective. The map rz(x, ·)
is closed as it is continuous with compact domain and Hausdorff codomain, and open by
Theorem 4.2 as it is injective. Hence rz(x, ·) is a continuous open and closed bijective map
between T and S‖x‖[0], as rz(x,T) is a clopen subset of the connected set S‖x‖[0]. (4) now
holds as all continuous open bijections are homeomorphisms. As ‖f ′(t)‖ = 1 for all t ∈ T,
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it follows that f(−t) = −f(t). Hence (5) follows from the continuity of rz and Lemma
4.1. �

Remark 4.5. For any given closed analytic path f around S‖z‖[0] with f(0) = z and
‖f ′(t)‖ = 1 for all t ∈ T, the only other possible path with such properties is t 7→ f(2π− t).
Hence we shall refer to the map rz without mentioning the chosen analytic path f .

Using Theorems 4.4 and 4.3 for some non-zero z ∈ X , we define the following:

(i) The map Rz is called the z-reflection.
(ii) The map rz is called the z-rotation.
(iii) The map x 7→ rz(x, θ) is called the z-rotation by θ.
(iv) If a map f : X → X has the property that f = Rz for some non-zero z ∈ X then f

is a reflection, and if f = rz(·, θ) for some non-zero z ∈ X then f is a rotation by θ.
(v) If a map g : X ×T → X has the property that g = rz for some non-zero z ∈ X then

g is a rotation.

See Figure 4 for examples of z-reflections and z-rotations for ℓ24.

(0, 0)

z

x

Rz(x)

(0, 0)

z

x

rz(z, t)
rz(x, t)

Figure 4. (Left) A z-reflection in ℓ24 of a point x; the grey point represents
its new position Rz(x). (Right) A z-rotation in ℓ24 of a point x; the grey
triangle represents the new positions rz(x, t) and rz(z, t) of x and z respec-
tively.

The following result proves that we can at times change the order of rotations and
reflections.

Corollary 4.6. Let X be an analytic normed plane and z ∈ X a non-zero point. Then
for any x ∈ X and t ∈ T we have

rz(Rz(x), t) = Rrz(x,t)(rz(x, t)).

Proof. If x ∈ span{z} then Rz(x) = x and Rrz(x,t)(rz(x, t)) = rz(x, t) and the result holds.
Suppose x /∈ span{z}. By Theorem 4.4(2), rz(Rz(x), t) is not in the same connected
component of X \ span{rz(z, t)} as rz(x, t). The result follows from Lemma 4.1. �

We next verify that our definitions of reflections and rotations are consistent with those
given for isometries.
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Lemma 4.7. For every linear isometry g of an analytic normed plane X, there exists non-
zero z ∈ X and t ∈ T such that either g(x) = rz(x, t) for all x ∈ X, or g(x) = rz(Rz(x), t)
for all x ∈ X.

Proof. Choose any pair of linearly independent points y, z ∈ X . The point g(z) must lie
somewhere on the circle S‖z‖[0] thus, by Theorem 4.4, there exists a unique t ∈ T such that
g(z) = rz(z, t). By Lemma 4.1, Theorems 4.3 and 4.4, and Corollary 4.6, we have that
g(y) is equal to either rz(y, t) or rz(Rz(y), t). By Theorem 4.4(2), it follows that either
g = rz(·, t) or g = rz(Rz(·), t)). �

We now state a sufficient condition for determining whether a rotation, reflection, or
composition of the two is an isometry.

Lemma 4.8. Let X be an analytic normed plane, and for some z ∈ X and t ∈ T let
g ∈ {rz(·, t), rz(Rz(·), t)}. If there exists an open set U ⊂ X where ‖g(x)−g(y)‖ = ‖x−y‖
for all x, y ∈ X, then g is a linear isometry.

Proof. Let H,H′ be the open half-planes formed by the line ℓ through 0, z. Suppose
H∩U 6= ∅. As the set of points (x, y) ∈ H×H where ‖g(x)− g(y)‖ = ‖x− y‖ is the zero
set of an analytic function with connected domain H × H, then U = H by Proposition
2.5. By Theorem 2.8, there exists a unique linear isometry h : X → X where h|H = g|H,
and by continuity we also have hℓ = gℓ.

Choose any two points x, y ∈ H′ and define x′ := z − x and y′ := z − y. Since
‖g(x′)‖ = ‖x′‖ and ‖g(x′) − g(z)‖ = ‖x′ − z‖ (and similarly for y′), it follows from
Lemma 4.1 that either g(x′) = g(z)− g(x) or g(x′) = Rg(z)(g(z)− g(x)). Since the latter
would contradict Theorem 4.4(2), we have g(x′) = g(z) − g(x) and (since x is arbitrary)
g(y′) = g(z)− g(y). Hence

‖g(x)− g(y)‖ = ‖(g(z)− g(x))− (g(z)− g(y))‖

= ‖g(x′)− g(y′)‖

= ‖x′ − y′‖ (as x′, y′ ∈ H)

= ‖x− y‖.

By Theorem 2.8, there exists a unique linear isometry h′ : X → X where h′|H′ = g|H′;
further, by continuity we note that h′

ℓ = gℓ. We also note that by Theorem 4.4(2), the
sets h(H) and h′(H′) cannot overlap. As both h, h′ agree on the line ℓ, h(H)∩ h′(H′) = ∅
and g is bijective, it follows that h = h′ = g. �

Remark 4.9. It can be noted that all the results in this section except Theorem 4.3(2) and
Theorem 4.4(1) will still hold if we allow X to be any smooth and strictly convex normed
plane. These two results can fail in such generality.

4.2. Normal points of reflections and rotations.

Definition 4.10. Let K4 be the complete graph on the vertices v0, v1, v2, v3. For a normed
plane X, a point z ∈ X \ {0} is normal if there exists a completely strongly regular
framework (K4, p) with pv0 = 0 and pv1 = z. Given a normal point z, a point y ∈ X \{0, z}
is z-normal if there exists a completely strongly regular framework (K4, p) with pv0 = 0,
pv1 = z and pv2 = y.
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Both normal and z-normal points have a slightly technical definition which will become
important later on. In analytic normed planes, almost all points will be normal.

Proposition 4.11. Let X be an analytic normed plane. Then the following holds.

(i) The set of normal points of X is open and conull.
(ii) For any normal point z, the set of z-normal points of X is open and conull.

Proof. (i): By Proposition 3.6, the set Str(K4;X) is an open conull set. As translations
do not effect strong regularity, the set of all placements p that correspond to a strongly
regular framework (K4, p) with pv0 = 0 is an open conull subset of {0} ×X{v1,v2,v3}. The
set of normal points is now a projection of this subset onto its v1 coordinate. The result
now follows as projections of open conull sets are open and conull.

(ii): Fix a normal point z and a graph G = (V,E) ∼= K4 with distinct vertices v0, v1, v2.
Define the linear subspace Z := {x ∈ XV : xv0 = 0, xv1 = z} and the analytic map

hG := fG|
R
E\{v0v1}

Z . By using similar methods to Proposition 3.2 with fG replaced by hG

andXG replaced with Z∩XG, we see that the set Y := {x ∈ Z : x is a regular point of hG}
is an open conull subset of Z. Define W := {x ∈ Z : h−1

G (hG(x)) ⊂ Y }. By Theorem 2.12,
hG|YG

is a submersion. By applying similar methods to Lemma 3.5 and Proposition 3.6,
we see that W is a conull subset of Z. The result now follows from Lemma 3.7. �

Remark 4.12. Proposition 4.11, which will suffice for our purposes, tells us that almost
all points in any analytic normed space are normal. However we suspect that this can be
strengthened to say that all non-zero points will be normal.

The usefulness of normal points can be seen in the following two results.

Theorem 4.13. Let X be an analytic normed plane, z ∈ X be normal and H an open half
plane formed by the line through 0 and z. Then there exists a comeagre subset of points
y ∈ H such that the following holds; for any t ∈ T, if rz(·, t) is not an isometry then there
exists an open conull subset of H of points x where

‖rz(x, t)− rz(y, t)‖ 6= ‖x− y‖.

Theorem 4.14. Let X be an analytic normed plane, z ∈ X be normal and H an open half
plane formed by the line through 0 and z. Then there exists a comeagre subset of points
y ∈ H such that the following holds; for any t ∈ T, if rz(Rz(·), t) is not an isometry then
there exists an open conull subset of H of points x where

‖rz(Rz(x), t)− rz(Rz(y), t)‖ 6= ‖x− y‖.

During a z-rotation, the distance between two points will usually change unless the
rotation is an isometry; see for example Figure 5. What we will need to avoid are points
y where the z-rotation is not an isometry, but every point maintains their distance from y
during the z-rotation. To see why the existence of these points are bad, suppose that for all
values of y there exists ty ∈ T where for any point x we have ‖rz(x, ty)−rz(y, ty)‖ = ‖x−y‖,
but rz(·, ty) is not an isometry. Fix p to be a placement of the graph K−

5 (see Figure 6) in
an analytic normed plane X with degree 4 vertices v0, vz, vy at 0, z and y respectively. Now
define q to be the placement of K−

5 where qv = rz(pv, ty) for each vertex v. Then (K−
5 , q)

is equivalent to (K−
5 , p), but it is not congruent, as rz(·, ty) is not an isometry. What

Theorem 4.13 (and similarly Theorem 4.14 for the z-reflection + z-rotation analogue)
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(0, 0)

z

y

x

rz(z, t)
rz(y, t)

rz(x, t)

Figure 5. A z-rotation of two points x, y in ℓ24. The distance between the
points x and y will (for most choices of x, y) change during the z-rotation.

prove is that any such bad points like the previously mentioned y form a meagre set,
hence we can essentially avoid them by some careful choices for our placements.

We shall defer the rather technical proofs required for Theorems 4.13 and 4.14 until
Section 6.

5. Global rigidity in analytic normed planes

In this section we utilise our newly defined generalised reflections and rotations to prove
multiple results regarding global rigidity in analytic normed planes.

5.1. K−
5 and H are globally rigid. We first need the following technical result.

Lemma 5.1. Let X be an analytic normed plane, z ∈ X be non-zero and H be one of the
open half-planes formed by the line through 0, z. Then for any y ∈ H and t ∈ T, the set

S(y, t) := {x ∈ H : ‖x− y‖ /∈ {‖rz(x, t)− rz(Rz(y), t)‖, ‖rz(Rz(x), t)− rz(y, t)‖}}

is an open conull subset of H.

Proof. Define the continuous function f : H → R where for each x ∈ H we have

f(x) := (‖rz(x, t)− rz(Rz(y), t)‖ − ‖x− y‖) (‖rz(Rz(x), t)− rz(y, t)‖ − ‖x− y‖) .

By Corollary 4.6 we have rz(Rz(y), t) = Rrz(y,t)(rz(y, t)), and so by Theorem 4.3 we have
‖rz(y, t) − rz(Rz(y), t)‖ 6= 0. As f(y) 6= 0, the zero set of f is a closed null set by
Proposition 2.3. �

We will now show that the graphs K−
5 and H depicted in Figure 6 are globally rigid

in X . We will then deduce from the global rigidity of K−
5 that all 3-laterations graphs

(defined below) on at least 5 vertices are globally rigid. One motivation for showing that
H is globally rigid in X is that H is the smallest globally rigid graph in X that is not
globally rigid in the Euclidean plane. In the Euclidean context one may use the 2-vertex-
separation containing the two vertices of degree 5 to define a line to reflect one part of the
graph through. We will give a second motivation for analysing these two specific graphs
in the concluding remarks.
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Figure 6. The graphs K−
5 (left) and H (right).

Lemma 5.2. Let X be an analytic normed plane and G ∼= K−
5 with vertex set V =

{v1, . . . , v5} and missing edge v4v5. Let Q be the set of all frameworks (G, p) where pv1 = 0,
pv2 6= 0 and pv3 , pv4, pv5 lie on the same side of the line through pv1 and pv2. Then Q
contains an open dense subset Q′ where for all p ∈ Q′, the framework (G, p) is globally
and infinitesimally rigid in X.

Proof. Choose any placement q ∈ Q such that: qv1 = 0 and qv2 is normal; qv3 satisfies
the properties of Theorems 4.13 and 4.14 with y = qv3 and z = qv2 ; and q is completely
strongly regular (and hence also in general position). Let H denote the open half-plane
formed by the line through qv1 and qv2 containing qv3 . The existence of a dense subset of
such placements in Q is guaranteed by Propositions 3.6 and 4.11 and Theorems 4.13 and
4.14.

As G contains a (2, 2)-tight spanning subgraph then (G, q) is infinitesimally rigid by
Theorem 2.12. Define Bǫ(qv5) to be the open ǫ-ball with center qv5 , where ǫ > 0 is chosen
so that Bǫ(qv5) ⊂ H. It follows from Theorem 3.10 that we only need to prove the following
will hold for any sufficiently small ǫ > 0 (i.e. so that infinitesimal rigidity is preserved):
there exists a dense subset of Bǫ(qv5) of points x where if we set p = (qv1 , qv2 , qv3 , qv4 , x)
then the framework (G, p) will be globally rigid.

If (G, q) is globally rigid then we may choose p = q and we are done. Suppose otherwise.
As (G, q) is strongly regular and X is non-Euclidean, there exists at most a finite S ⊂ T

such that for each t ∈ S, both rz(·, t) and rz(Rz(·), t) are not isometries and one of the
following holds:

‖rz(qv3 , t)− rz(qv4 , t)‖ = ‖qv3 − qv4‖,

‖rz(qv3 , t)− rz(Rz(qv4), t)‖ = ‖qv3 − qv4‖,

‖rz(Rz(qv3), t)− rz(qv4 , t)‖ = ‖qv3 − qv4‖,

‖rz(Rz(qv3), t)− rz(Rz(qv4), t)‖ = ‖qv3 − qv4‖.

By our choice of qv3 and Lemma 5.1, there exists a comeagre set of points x ∈ H such
that for each t ∈ S,

‖rz(qv3 , t)− rz(x, t)‖ 6= ‖qv3 − x‖,

‖rz(qv3 , t)− rz(Rz(x), t)‖ 6= ‖qv3 − x‖,

‖rz(Rz(qv3), t)− rz(x, t)‖ 6= ‖qv3 − x‖,

‖rz(Rz(qv3), t)− rz(Rz(x), t)‖ 6= ‖qv3 − x‖,

and ‖x − qv5‖ < ǫ. We now define p to be the placement of G where pvi := qvi for
i ∈ {1, 2, 3, 4} and qv5 := x. Suppose (G, p′) ∼ (G, p). By translating we may assume
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p′v1 = 0, thus it follows that

p′v2 = rz(pv2 , t) = rz(z, t)

for some t ∈ T; further, we must have

p′vi ∈ {rz(pvi , t), rz(Rz(pvi), t)}

for each i = 3, 4, 5. However, by our choice of x ∈ H, we note that none of these possibilities
can hold unless p′ ∼ p. It follows that (G, p) is globally rigid as required. �

Our next theorem now follows immediately from Lemma 5.2.

Theorem 5.3. Let X be an analytic normed plane. Then K5 − e is globally rigid in X.

We can also use a similar method to prove that H is globally rigid.

Theorem 5.4. Let X be an analytic normed plane. Then H is globally rigid in X.

Proof. Label the vertices and edges of H by V := {v1, . . . , v6} and

E := {vivj : 1 ≤ i < j ≤ 4} ∪ {vivj : 3 ≤ i < j ≤ 6}

respectively. Let z be a normal point and let H be one of the open half-planes formed by
the line through 0, z. Choose any z-normal point y ∈ H that satisfies Theorems 4.13 and
4.14. As y is z-normal, we may choose w ∈ H such that the graph K4 with placement
s := (0, w, y, z) gives a strongly regular framework. Define S ⊂ T to be the set of values t
where one of the following holds:

(i) rz(·, t) is not an isometry and ‖rz(w, t)− rz(y, t)‖ = ‖w − y‖;
(ii) rz(Rz(·), t) is not an isometry and ‖rz(Rz(w), t)− rz(Rz(y), t)‖ = ‖w − y‖;
(iii) ‖rz(w, t)− rz(Rz(y), t)‖ = ‖w − y‖;
(iv) ‖rz(Rz(w), t)− rz(y, t)‖ = ‖w − y‖.

As (K4, s) is strongly regular and K4 is rigid in X (Theorem 2.12), then S must be a finite
set. By the properties of our choice of y and Lemma 5.1, we may choose x ∈ H such that
for each t ∈ S,

‖rz(x, t)− rz(y, t)‖ 6= ‖x− y‖,

‖rz(Rz(x), t)− rz(Rz(y), t)‖ 6= ‖x− y‖,

‖rz(x, t)− rz(Rz(y), t)‖ 6= ‖x− y‖,

‖rz(Rz(x), t)− rz(x, t)‖ 6= ‖x− y‖

and the graph K4 with placement s′ := (0, x, y, z) is a strongly regular framework. Define
p to be the placement of G with

pv1 := y, pv2 := w, pv3 := 0, pv4 := z, pv5 := y, pv6 := x.

As (K4, s) and (K4, s
′) are both regular and K4 is rigid in X , the framework (H, p) is

infinitesimally rigid. Let q be a placement of H where (H, q) is equivalent to (H, p) and
qv3 = 0. Then there exists g1, g2, g5, g6 ∈ {rz(·, t), rz(Rz(·), t)} for some t ∈ T so that

qv1 = g1(y), qv2 = g2(w), qv3 = 0, qv4 = rz(z, t), qv5 = g5(y), qv6 = g6(x).
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If q is not congruent to p then we must have t ∈ S, however by our choice of x it follows
that

‖g6(x)− g5(y)‖ 6= ‖x− y‖,

a contradiction. Hence q is congruent to p and (H, p) is globally rigid. As (H, p) is globally
and infinitesimally rigid then by Theorem 3.10, H is globally rigid in X . �

5.2. Some classes of globally rigid graphs. We first note that we can always add a
vertex of degree at least 3 to a graph to preserve global rigidity in analytic normed planes.

Lemma 5.5. Let (G, p) be a globally rigid framework in an analytic normed plane X and
let G′ be the graph formed from G by adding a vertex w and connecting it by three edges
to the vertices v1, v2, v3. Suppose pv1 , pv2 , pv3 are not colinear. If we define for each x ∈ X
the placement px of G′ with pxv := pv for all v ∈ V (G) and px := x, the set of values x
where (G′, px) is globally rigid is an open conull subset of X.

Proof. For every distinct triple i, j, k ∈ {1, 2, 3}, define Hi to be the open half-plane
containing pvi formed by the line through pvj and pvk . It is immediate that H1 ∪H2 ∪H3

is an open conull subset of X . It follows that we need only show that for each i ∈ {1, 2, 3},
there exists an open conull set of points x ∈ Hi where (G′, px) is globally rigid.

Fix a distinct triple i, j, k ∈ {1, 2, 3}. By applying translations, we may assume that
pvj = 0. By setting H = Hi, z = pvk and y = pvi , let H′ be the open conull subset of
points as described in Lemma 5.1 for t = 0. Choose any x ∈ H′ and let (G′, q) be an
equivalent framework to (G′, px). Since (G, p) is globally rigid we may assume by applying
isometries that qv = pv for all v 6= w. By Lemma 4.1, either qw = x or qw = Rz(x). As
‖Rz(x)− y‖ 6= ‖x− y‖, we must have qw = x, hence (G′, px) is globally rigid. �

With this we can now prove that almost all sufficiently large complete frameworks in
analytic normed planes will be globally rigid.

Theorem 5.6. Let X be an analytic normed plane and n ≥ 5 a positive integer. Then
there exists an open dense set of placements p ∈ Xn where the framework (Kn, p) is globally
rigid in X.

Proof. It follows from Lemma 5.5 that it suffices to prove the result for n = 5. Let Kn be
the complete graph on the vertex set {v1, v2, v3, v4, v5}. By reordering the vertices of K5 if
necessary, any framework (K5, p) will contain a copy of (K5−v4v5, p) where pv3 , pv4 , pv5 lie
on the same side of the line through pv1 and pv2 . Hence the result now follows by applying
Lemma 5.2. �

Recall that G is a k-lateration graph if it is obtained from Kk by sequentially adding
vertices of degree k (we will make no assumption on the adjacencies of the neighbours of
the new vertices).

Theorem 5.7. Let G be a 3-lateration graph on at least 5 vertices. Then G is globally
rigid in any analytic normed plane.

Proof. Every 3-lateration graph on at least 5 vertices can be formed from K5 − e by a
sequence of degree 3 vertex additions. The result now follows from Theorem 5.3 and
repeated application of Lemma 5.5. �
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Since edge addition preserves global rigidity it is clear that every graph containing a
spanning 3-lateration subgraph is globally rigid in X . This immediately tells us that all
complete graphs Kn, n ≥ 5, are globally rigid in any analytic normed plane. Note that
this is a weaker statement than we obtained in Theorem 5.6.

We conjecture that if n ≥ 2d+1 then Kn is globally rigid in any d-dimensional analytic
normed space X and that (d+1)-lateration graphs on at least 2d+1 vertices are globally
rigid in X .

We can also apply the proof technique of Theorem 5.7 to H to find another infinite
family of globally rigid graphs. On the other hand, many graphs are not covered by these
families. For example, these results do not confirm global rigidity for any bipartite graph,
while it would be natural to expect that the complete bipartite graph Km,n is globally
rigid whenever m,n ≥ 3 and m+ n ≥ 8.

6. Proof of Theorems 4.13 and 4.14

6.1. Set up and notation. In this section we will prove Lemma 4.13. The methods will
then be modified to prove Lemma 4.14. Throughout Section 6 we fix the following:

(i) X is an analytic normed plane.
(ii) z ∈ X is normal.
(iii) H is an open half plane formed by the line through 0 and z.
(iv) H′ ⊂ H is the subset of z-normal points.

Define for each y ∈ H the set Sy of points t ∈ T where for all x ∈ H,

‖rz(x, t)− rz(y, t)‖ = ‖x− y‖,

and we define for each t ∈ T the set

At := {y ∈ H : t ∈ Sy}.

In the following sections we prove that, for almost all points y, the set Sy only contains
values t where rz(·, t) is an isometry, which in turn will prove Lemma 4.14. The proof is
structured as follows:

(i) We first prove that if the set At contains a smooth curve, then rz(·, t) is an isometry
(Lemma 6.6).

(ii) Next, we show that there exists an open dense set H′′ ⊂ H of points y where
perturbing y will also just perturb the points in the set Sy, while keeping the number
of points in Sy constant.

(iii) Finally we will prove there exists a countable set of points W ⊂ T, where for each
t ∈ T \W we have either At = H and rz(·, t) is an isometry, or At = ∅. We shall also
prove that

⋃

t∈W At ∩H′′ is a countable set.

6.2. Basic properties of Sy. We first consider the sets Sy.

Lemma 6.1. For all y ∈ H and any t ∈ T \ Sy, there exists an open conull subset of H
of points x where

‖rz(x, t)− rz(y, t)‖ 6= ‖x− y‖.
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Proof. If we define the map

f : H \ {y} → R, x 7→ ‖rz(x, t)− rz(y, t)‖ − ‖x− y‖,

then f is an analytic function with an open connected domain. By Proposition 2.3, the
zero set of f is either a closed null set or H \ {y}. If the latter holds then t ∈ Sy, a
contradiction, thus the former must hold as required. �

Lemma 6.2. For any y ∈ H, if y is z-normal then Sy is finite.

Proof. Suppose Sy is not finite. Define for each x ∈ H the placement px ofK4, with pxv1 = 0,
pxv2 = z, pxv3 = y, pxv4 = x. As Sy is not finite then for each x ∈ H the configuration space
of (K4, p

x) modulo isometries will also be infinite. Since K4 is rigid in X (by Theorem
2.12) any strongly regular framework (K4, p) will have a finite configuration space modulo
isometries. Hence, px is not strongly regular for any choice of x ∈ H and y is not z-
normal. �

6.3. Structural properties of At. In this section we shall prove that if At contains a
smooth curve then rz(·, t) is an isometry (see Lemma 6.7). We first note the following.

Lemma 6.3. Let t ∈ T. If the interior of At is non-empty then rz(·, t) is an isometry.

Proof. Let U be an open connected set in At. For all x, y ∈ U we have

‖rz(x, t)− rz(y, t)‖ = ‖x− y‖.

Hence by Lemma 4.8, rz(·, t) is an isometry. �

Lemma 6.4. Let a, b, c ∈ X with ϕc(b) = 0 and c 6= 0, and define ℓ := {a + tb : t ∈ R}.
Then for every x ∈ X there exists a unique pair xb, xc ∈ R so that x = a + xbb+ xcc and
a+ xb is the closest point in ℓ to x.

Proof. If x ∈ ℓ then the result clearly holds. Suppose x /∈ ℓ and define the analytic function

f : R → R≥0, t 7→
1

2
‖a+ tb− x‖2.

Then, for any t ∈ R, we have f ′(t) = ϕa+tb−x(b). As x /∈ ℓ, there exists a unique point
xb ∈ R such that x − (a + xbb) = xcc for some xc ∈ R. Since X is strictly convex
(Proposition 3.1) and ϕc(b) = 0 then f ′(xb) = 0, and f ′(t) 6= 0 if t 6= xb. We have
f(t) → ∞ as t → ±∞, hence xb is the unique minimum of f as required. �

For the following, the line segment {ta + (1 − t)b : t ∈ [0, 1]} is denoted by [a, b], and
the open line segment {ta + (1− t)b : t ∈ (0, 1)} is denoted by (a, b).

Lemma 6.5. Let t ∈ T. If At contains a line segment [a, b] with a 6= b, then rz(·, t) is an
isometry.

Proof. Let ℓ be the line through a, b and choose any x ∈ ℓ ∩H. Then x = (1− α)a + αb
for some α ∈ R,

‖x− a‖ = |α|‖b− a‖ and ‖x− b‖ = |1− α|‖b− a‖.

As a, b ∈ At we have that

‖rz(x, t)− rz(a, t)‖ = ‖x− a‖ = |α|‖b− a‖ = |α|‖rz(b, t)− rz(a, t)‖ and

‖rz(x, t)− rz(b, t)‖ = ‖x− b‖ = |1− α|‖b− a‖ = |1− α|‖rz(b, t)− rz(a, t)‖.
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Since X is strictly convex (Proposition 3.1), Lemma 4.1 implies that rz(x, t) = (1 −
α)rz(a, t)+αrz(b, t). Thus the points of rz(ℓ∩H, t) are colinear and the distances between
points preserved. Fix a point ℓ⊥ ∈ X where ϕℓ⊥(b− a) = 0 and ‖ℓ⊥‖ = 1. By Lemma 6.4
there exists, for each x ∈ H, unique scalars αx, βx where: (i) x = (1− αx)a+ αxb+ βxℓ

⊥,
(ii) the closest point to x in ℓ is (1 − αx)a + αxb, (iii) the distance from x to its closest
point in ℓ is |βx|, and (iv) ϕℓ⊥(x − a) = |βx|. The maps x 7→ αx, βx are continuous, since
the map that takes points to their closest point on a fixed convex set is continuous.

Define U to be the set of points x in H where the closest point to x in ℓ lies in the open
interval (a, b). By taking a suitable open cover of (a, b) we see that U contains an open
neighbourhood of (a, b). Thus we may choose an open connected subset U ′ ⊂ U . As the
distance from any point to the line segment [a, b] is preserved, the closest point to rz(x, t)
in rz(ℓ, t) is rz((1 − αx)a + αxb, t) and the distance from rz(x, t) to rz((1− αx)a + αxb, t)
is |βx|. By Lemma 6.4 we may choose w ∈ X so that ϕw(rz(b, t) − rz(a, t)) = 0, ‖w‖ = 1
and for any x ∈ U ′ we have

rz(x, t) = rz((1− αx)a+ αxb)± βxw = (1− αx)rz(a, t) + αxrz(b, t)± βxw.

By the continuity of rz(·, t), we are able to choose w such that the plus/minus sign above
is always a plus sign. It follows that we may extend the map rz(·, t)|U ′ to a unique affine
map T : X → X by setting

T ((1− α)a+ αb+ βℓ⊥) := (1− α)rz(a, t) + αrz(b, t) + βw

for all α, β ∈ R. The map T is a linear isometry, as T (0) = 0 and ‖T (x)‖ = ‖x‖ for all
x ∈ U ′ (see Theorem 2.8). Hence rz(·, t) is an isometry by Lemma 4.8. �

Lemma 6.6. Let O be an open subset of R2 and α : [0, 1] → O be a smooth path with
α′(t) 6= 0 for all t ∈ [0, 1]. If α is not a line segment then there exists a non-empty open set
U ⊂ O×O of pairs of distinct points (x1, x2) where the line through both points intersects
the path α in at least two distinct points.

Proof. Let · be the standard dot product of R2. Define the set

L := {(n, d) ∈ R
2 × R : n · n = 1}.

Each element (n, d) will represent the line {x ∈ R
2 : n ·x = d}, and the only other element

that will represent the same line is (−n,−d). Given the linear transform T : R2 → R
2

with T (a, b) = (b,−a) (i.e. the 90◦ clockwise rotation), define the continuous map l :
O × O \ {(x, x) : x ∈ O} → L with

l(x, y) =

(

T (x− y)
√

T (x− y) · T (x− y)
,

T (x− y) · x
√

T (x− y) · T (x− y)

)

.

As l is continuous and α is a curve in O, it suffices for us to show that there is an open
set of elements (n, d) ∈ L where n · α(t) = d for at least two distinct values t in [0, 1].

As α is not a line segment and α′ 6= 0, there exists 0 ≤ t1 < t2 < t3 ≤ 1 where
α(t1), α(t2), α(t3) are not colinear and α|[t1,t3] is injective. As α(t1), α(t2), α(t3) are not
colinear, there exists an open set U ⊂ L of points (n, d) where n · α(t1) < d, n · α(t2) > d
and n · α(t3) < d. By the intermediate value theorem, for each (n, d) ∈ U there exists
s1 ∈ (t1, t2) and s2 ∈ (t2, t3) where n · α(s1) = n · α(s2) = d as required. �
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We are now ready to prove our first key lemma of the section.

Lemma 6.7. For all t ∈ T, if At contains a smooth path then rz(·, t) is an isometry.

Proof. Let α : [0, 1] → R
2 be a smooth path in At. If α is a line segment then the

result holds by Lemma 6.5. Suppose otherwise. By Lemma 6.6, there exists an open set
U ⊂ H ×H of points (x1, x2) where the line through x1, x2 intersects two distinct of α.
Choose any (x1, x2) ∈ U and suppose they intersect α at the distinct points α(c1), α(c2).
Since the points are colinear and the distances between the pairs {x1, α(c1)}, {x1, α(c2)},
{x2, α(c1)}, {x2, α(c2)} and {α(c1), α(c2)} are preserved under rz(·, t), then it follows from
Lemma 4.1 that

‖rz(x1, t)− rz(x2, t)‖ = ‖x1 − x2‖

for each (x1, x2) ∈ U . Define the function

f : H ×H → R, (x1, x2) 7→ ‖rz(x1, t)− rz(x2, t)‖ − ‖x1 − x2‖.

The map f is analytic on the open connected set {(x1, x2) ∈ H ×H : x1 6= x2}. Hence,
as the open set U is contained in the zero set of f then f(x1, x2) = 0 for all (x1, x2) ∈ H.
By Lemma 4.8, rz(·, t) is an isometry. �

6.4. Determining how Sy changes under perturbation. In this section we will con-
struct the tools to help us understand how Sy changes as y moves (see Lemma 6.11). We
recall that dT is the metric of the circle group T (see Section 2).

Lemma 6.8. Let C1(T) be the Banach space of continuously differentiable functions from
T to R with the norm

‖f‖′ := sup
t∈T

|f(t)|+ sup
t∈T

|f ′(t)|.

Suppose f ∈ C1(T) has a finite zero set Z(f), and for every t ∈ T, f ′(t) 6= 0. Then for
every ǫ > 0 where

ǫ <
1

2
min{dT(s, t) : s, t ∈ Z(f), s 6= t}

there exists δ > 0 such that if ‖g − f‖′ < δ then |Z(g)| = |Z(f)| and g′(t) 6= 0 for all
t ∈ Z(g), and for every t ∈ Z(f) there exists a unique t′ ∈ Z(g) where dT(t, t

′) < ǫ.

Proof. Fix ǫ and f ∈ C1(T). As the set Z(f ′) is compact and disjoint from Z(f), we may
choose r > 0 so that r < |f(t)| for all t ∈ T where f ′(t) = 0. Define for each s ∈ Z(f) the
set Is to be the largest closed connected set containing s where |f(t)| ≤ r for all t ∈ Is.
By shrinking r we also shrink each set Is, hence we may assume r was chosen to be small
enough that the length of the each of the intervals is less than ǫ. Hence, Is∩ Is′ = ∅ for all
distinct s, s′ ∈ Z(f). For each s ∈ Z(f), the restricted function f |Is is strictly monotonic,
and there exists δs > 0 where |δs| < f ′(t) for all t ∈ Is. Furthermore, for each s ∈ Z(f)
we can label the two boundary points of Is as smin, smax so that f(smin) = mint∈Is f(t) < 0
and f(smax) = maxt∈Is f(t) > 0.

Choose any 0 < δ < r so that for every s ∈ Z(f) we have δ < min{|f(smin)|, |f(smax)|}
and δ < δs. If we choose any g ∈ C1(T) where ‖g − f‖′ < δ, then the following will hold:
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(i) For every t ∈ T \
⋃

s∈Z(f) Is, we have

|g(t)| ≥ |f(t)| − |g(t)− f(t)| > r − δ > 0,

thus g has no zeroes in T \
⋃

s∈Z(f) Is.

(ii) For every s ∈ Z(f) and every t ∈ Is, we have

|g′(t)| ≥ |f ′(t)| − |g′(t)− f ′(t)| > δs − δ > 0,

thus each function g|Is is strictly monotonic and g′(s) 6= 0.
(iii) For each s ∈ Z(f) we have

g(smin) < f(smin) + δ < 0

g(smax) > f(smax)− δ > 0

as f(smin) < −δ < 0 < δ < f(smax) by our choice of δ. Combined with g|Is being
strictly monotonic, this implies there is exactly one zero of g in the interval Is.

Since each of the intervals has width less than ǫ, the result now holds. �

Lemma 6.9. For all y ∈ H′, there exists an open conull subset R ⊂ H of points where
the following holds for all x ∈ R; there exist only finitely many values t ∈ T where

‖rz(x, t)− rz(y, t)‖ = ‖x− y‖,

and when the above does hold we have

d

dt
(‖rz(x, t)− rz(y, t)‖ − ‖x− y‖) =

d

dt
(‖rz(x, t)− rz(y, t)‖) 6= 0.

Proof. For every x ∈ H, let (K4, p
x) be the framework defined in Lemma 6.2. By employing

similar methods to those outlined in the proof of Proposition 4.11(ii), we see that there
exists an open conull set R of points x where (K4, p

x) is completely strongly regular and
infinitesimally rigid. Define

px(t) := (rz(p
x
vi
, t))4i=1.

If x ∈ R then for each t ∈ T the framework (K4 − v3v4, p
x(t)) has a single infinitesimal

flex that is 0 at v1 (modulo scaling), and that flex is exactly

ut := (
d

dt
rz(p

x
vi
, t))4i=1.

Further, (K4, p
x(t)) ∼ (K4, p

x) if and only if

‖rz(x, t)− rz(y, t)‖ = ‖x− y‖.(6.1)

If x ∈ R it follows that there exist only finitely many equivalent frameworks to (K4, p)
with the vertex v1 fixed at 0, thus only finitely many t ∈ T can satisfy Equation (6.1).
Choose any x ∈ R and t ∈ T such that equation 6.1 holds. Then the flex ut is a non-trivial
flex of (K4, p

x(t)) if and only if

d

dt
(‖rz(x, t)− rz(y, t)‖) = 0.

As (K4, p
x(t)) is infinitesimally rigid, the flex ut is trivial as required. �
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We now define H′′ to be the dense subset of z-normal points y where for some neigh-
bourhood U of y we have |Sy| ≤ |Sx| for all x ∈ U . The following key result will allow us
to determine how the Sy sets continuously change as we move y in H′′.

Lemma 6.10. For all y ∈ H′′ there exists an open neighbourhood U ⊂ H of y and points
a, b ∈ H \ U such that the following holds:

(i) For each x ∈ U , a point t ∈ T lies in Sx if and only if

‖rz(a, t)− rz(x, t)‖ = ‖a− x‖, ‖rz(b, t)− rz(x, t)‖ = ‖b− x‖.

(ii) There exists k ∈ N such that |Sx| = k for all x ∈ U (and hence U ⊂ H′).
(iii) There exists continuous functions f1, . . . , fk : U → T such that for each x ∈ U ,

0 = f1(x) < . . . < fk(x) < 2π

are exactly the elements of Sx.

Proof. Define k := |Sy| and order the elements of Sy as 0 =: t1 < . . . < tk < 2π. Following
from Lemma 6.9, we define O to be the conull set of points x ∈ H \ {y} where the set

Ox := {t ∈ T : ‖rz(x, t)− rz(y, t)‖ = ‖x− y‖}

is finite, and if t ∈ Ox then

d

dt
(‖rz(x, t)− rz(y, t)‖ − ‖x− y‖) =

d

dt
(‖rz(x, t)− rz(y, t)‖) 6= 0.

It is immediate that Sy ⊂ Ox for all x ∈ O. Choose and fix a ∈ O. As Oa \ Sy is finite
then by Lemma 6.1, there is a conull subset of points O′ ⊂ O of points x where

‖rz(x, s)− rz(y, s)‖ 6= ‖x− y‖

for each s ∈ Oa \ Sy. Now choose and fix b ∈ O′. For our choice of a, b ∈ H, the following
will hold:

(i) a, b 6= y.
(ii) Any point t ∈ T will lie in Sy if and only if ‖rz(a, t) − rz(y, t)‖ = ‖a − y‖ and

‖rz(b, t)− rz(y, t)‖ = ‖b− y‖.
(iii) If t ∈ T, x ∈ {a, b} and ‖rz(x, t)− rz(y, t)‖ = ‖x− y‖, then

d

dt
(‖rz(x, t)− rz(y, t)‖ − ‖x− y‖) =

d

dt
(‖rz(x, t)− rz(y, t)‖) 6= 0.

Define for every x ∈ H the analytic maps gax, g
b
x : T → R, where for all t ∈ T we have

gax(t) := ‖rz(a, t)− rz(x, t)‖ − ‖a− x‖, gbx(t) := ‖rz(b, t)− rz(x, t)‖ − ‖b− x‖.

Also define the continuous maps

ga : H → C1(T), x 7→ gx, gb : H → C1(T), x 7→ gx,
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where C1(T) is the Banach space described in Lemma 6.8. By definition we note that
Sy = Z(gay) ∩ Z(gby). Choose any ǫ > 0 so that

ǫ <
1

2
min

{

|s− t| : s, t ∈ Z(gay), s 6= t
}

,

ǫ <
1

2
min

{

|s− t| : s, t ∈ Z(gby), s 6= t
}

,

ǫ <
1

2
min

{

|s− t| : s ∈ Z(gay) \ Z(g
b
y), t ∈ Z(gby) \ Z(g

a
y)
}

.

By the continuity of ga at gay and gb at gb, combined with Lemma 6.8, there exists δ > 0
such that the following holds for all x ∈ H where ‖x− y‖ < δ:

(i) ‖a− y‖ > δ and ‖b− y‖ > δ.
(ii) |Z(gax)| = |Z(gay)| and for every t ∈ Z(gay) there exists a unique s ∈ Z(gax) so that

dT(s, t) < ǫ.
(iii) |Z(gbx)| = |Z(gby)| and for every t ∈ Z(gby) there exists a unique s ∈ Z(gbx) so that

dT(s, t) < ǫ.

By our choice of ǫ we must have that |Sx| ≤ |Z(gax) ∩ Z(gbx)| ≤ k if ‖x − y‖ < δ. As
y ∈ H′, it follows that we can choose an open neighbourhood U of y where for all x ∈ U
we have that (i) ‖x− y‖ < δ and (ii) k ≤ |Sx|. This in turn implies |Sx| = k for all x ∈ U ;
importantly, |Sx| = k (and hence Sx = Z(gax)∩Z(gbx)) for all x ∈ U . Since both ga and gb

are continuous, we can now apply Lemma 6.8 to each pair of maps gax, g
b
x for every x ∈ U

to obtain the continuous functions f1, . . . , fk as required. �

We now obtain the following result by applying Lemma 6.10 to each point in H′′.

Lemma 6.11. There exists a countable open cover {Ui ⊂ H : i ∈ I} of H′′ and a set of
pairs ((ai, bi))i∈I with ai, bi ∈ H \ Ui such that for each i ∈ I the following holds:

(i) For each y ∈ Ui, a point t ∈ T lies in Sy if and only if

‖rz(ai, t)− rz(y, t)‖ = ‖ai − y‖, ‖rz(bi, t)− rz(y, t)‖ = ‖bi − y‖.

(ii) There exists ki ∈ N such that |Sy| = ki for all y ∈ Ui.
(iii) There exists continuous functions f1, . . . , fki : Ui → T such that for each y ∈ Ui,

0 = f1(y) < . . . < fki(y) < 2π

are exactly the elements of Sy.

Proof. Apply Lemma 6.10 to every point y ∈ H′′ to obtain a corresponding set open
neighbourhood Uy of y, a pair of points {ay, by} with ay, by /∈ Uy, and some ky ∈ N. The
set {Uy : y ∈ H′′} defines an open cover of H′′. The set H′′ is open by Lemma 6.10. Hence
H′′ is locally compact, and there exists a countable subcover {U ′

i : i ∈ I}. �

It now follows that the set H′′ is an open dense subset of H.

6.5. Proof of Theorems 4.13 and 4.14. We are now finally ready to tackle the following
key lemma.

Lemma 6.12. There exists a countable set W ⊂ T such that the following holds:

(i) If t ∈ T \W then either At = H and rz(·, t) is an isometry, or At ∩H′′ = ∅.
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(ii) If t ∈ W then At ∩H′′ is a countable set.

Proof. Let {Ui : i ∈ I} be the countable open cover of H′′ with corresponding points
{(ai, bi) : i ∈ I} as defined in Lemma 6.11; by separating any disconnected open sets
into their countable components, we may assume each Ui is connected. We note that it
is suffice to show that the result holds for At ∩ Ui (given arbitrary i ∈ I) instead of for
At ∩H′′, as the former will imply the latter. Due to this, we shall fix i ∈ I, we shall also
let ki ∈ N and f1, . . . , fki be as described in Lemma 6.11.

Consider the ordering 0 ≤ t < 2π for T; if the maximum of a set of points is 2π, we
shall consider it to be 0. Define Wi to be the finite set of points t ∈ T where the following
holds:

(1) There exists j′ ∈ {1, . . . , ki} so that either minx∈Ui
fj′(x) = t or maxx∈Ui

fj′(x) = t.
(2) For all other j ∈ {1, . . . , ki} we have either minx∈Ui

fj(x) = t, maxx∈Ui
fj(x) = t,

or fj(x) 6= t for all x ∈ Ui.

Note that we are using minimums and maximums that may or may not exists, so Wi may
be empty. Define for each t ∈ T the analytic map gt : Ui → R, where for x ∈ Ui we have

gt(x) = (‖rz(x, t)− rz(ai, t)‖ − ‖x− ai‖)
2 + (‖rz(x, t)− rz(bi, t)‖ − ‖x− bi‖)

2 .

By Lemma 6.11 we have that gt(x) = 0 if and only if t ∈ Sx, hence Z(gt) = At ∩ Ui for
each t ∈ T. We now need to show three things hold for any t ∈ T:

(i) The set At ∩ Ui is either countable or At ∩ Ui = Ui.
(ii) If At ∩ Ui = Ui then rz(·, t) is an isometry.
(iii) If t /∈ Wi and At ∩ Ui is countable then At ∩ Ui = ∅.

(i): By Proposition 2.5, we have that either At ∩ Ui ∈ {∅, Ui}, At ∩ Ui is countable, or
there exists an injective analytic path φ : [0, 1] → At ∩ Ut with φ′ 6= 0. If the latter holds
then by Lemma 6.7, At ∩ Ui = Ui as required.

(ii): This follows immediately from Lemma 6.3.
(iii): Suppose At ∩Ui is countable but not empty for some t /∈ Wi. By our assumptions

plus the continuity of the maps f1, . . . , fki, there exists j ∈ {1, . . . , ki} and x0, x1 ∈ Ui

such that fj(x0) < t < fj(x1). We note that for any continuous path α : [0, 1] → Ui with
α(0) = x0 and α(1) = x1, we have by the Intermediate Value Theorem the existence of a
point c ∈ (0, 1) where fj(α(c)) = t. Since we can define an uncountable amount of distinct
continuous paths from x0 to x1, At ∩ Ui cannot be countable, a contradiction.

As i ∈ I was chosen arbitrarily, (i), (ii) and (iii) all hold for any i ∈ I. The required
result now follows immediately with W :=

⋃

i∈I Wi. �

This allows us to prove our final key lemma.

Lemma 6.13. There is a comeagre set of points y ∈ H with Sy being exactly the set of
points t where rz(·, t) is an isometry.

Proof. Let W ⊂ T be the set defined in Lemma 6.12. If we define A :=
⋃

t∈W At then
A ∩H′′ is a countable set. Choose any y ∈ H′′ \ A and note that H′′ \ A is a comeagre
subset of H. As Sy = {t ∈ T : y ∈ At} then t ∈ Sy if and only if rz(·, t) is an isometry. �

Proof of Theorem 4.13. This follows immediately from Lemma 6.1 and Lemma 6.13. �
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Proof of Theorem 4.14. By redefining Sy to be the set of points t ∈ T where for all x ∈ H,

‖rz(Rz(x), t)− rz(Rz(y), t)‖ = ‖x− y‖.

We note that the methods of Section 6 can be adapted easily to prove the result. �

7. Concluding remarks

1. Global rigidity. We aim to use the results of this article to prove a characterisation
of global rigidity in analytic normed planes. This will be analogous to the following key
result in combinatorial rigidity theory for the Euclidean plane.

Theorem 7.1. [3, 11, 12] A generic bar-joint framework (G, p) in the Euclidean plane is
globally rigid if and only if G is either a complete graph on at most 3 vertices or G is
3-connected and redundantly rigid.

Indeed we conjecture that in any analytic normed plane a completely regular bar-joint
framework is globally rigid if and only if it is 2-connected and redundantly rigid. Note that
it is relatively straightforward to deduce that 2-connectivity is a necessary condition and
the fact that H is globally rigid (Theorem 5.4) shows that 3-connectivity is not necessary.
However it is a substantial task to show that every 2-connected and redundantly rigid
graph is globally rigid in an analytic normed plane. Note that, by Theorem 2.12 and [22,
Theorem 5.3], the combinatorial conditions of redundant rigidity and 2-connectivity are
exactly the same as those that arise in the study of global rigidity for frameworks on the
cylinder in R

3 [13]. This gives additional motivation for our small graph results since K−
5

and H are exactly the base graphs used in the recursive proof of that work.

2. Normed planes. We conclude by commenting on the generality our results are
proved in. We expect that one can adapt our main global rigidity results to replace
analytic normed plane with any smooth ℓq-norm, 1 < q < ∞. The key technical step
required to achieve this would be to adapt Lemma 4.13. On the other hand to analyse
global rigidity in ℓ1, ℓ∞ or general polyhedral norms seems to require completely different
techniques. See [14] for an analysis of rigidity in polyhedral norms in terms of coloured
sub-frameworks. It would be interesting to extend that analysis to global rigidity. The
reader unfamiliar with the standard Euclidean rigidity theory may wonder about higher
dimensional normed spaces. Unfortunately it is a long-standing open problem to under-
stand rigidity (and global rigidity) in d-dimensional Euclidean space. It is not obvious
that other normed spaces would be any simpler.

3. Tingley’s problem. Tingley’s problem (originally proposed by Tingley in [27]) asks
the following question: given two Banach spaces X, Y with unit spheres SX , SY , will any
surjective isometry f : SX → SY extend to a linear isometry f̃ : X → Y ? The question
seems to be difficult and is currently still unknown even in the case where X is a normed
plane and Y = X . We note that it is actually sufficient in this case to prove the following:
for every normed plane X , there exists a globally rigid framework (Kn, p) in X for some
n ≥ 5 where pv0 = 0 for some v0 ∈ V (Kn) and ‖pv‖ = 1 for all v ∈ V \ {v0}. The idea to
prove this in the case where X is an analytic normed plane would be to develop analogues
of Theorems 4.13 and 4.14 for rotations restricted to the unit circle. If this can be done,



32 SEAN DEWAR AND ANTHONY NIXON

it should be relatively easy to adapt Lemma 5.2 to prove that any surjective isometry
f : SX → SX can be extended to a linear isometry when X is an analytic normed plane.
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