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Intelligent Radio Resource Management in
Reconfigurable IRS-enabled NOMA Networks

Abstract—Intelligent reflecting surfaces (IRSs) are anticipated
to provide reconfigurable propagation environment for next
generation communication systems. In this paper, we investigate a
downlink IRS-aided multi-carrier (MC) non-orthogonal multiple
access (NOMA) system, where the IRS is deployed to especially
assist the blocked users to establish communication with the
base station (BS). To maximize the system sum rate under
network quality-of-service (QoS) and rate fairness constraints,
we formulate a problem for joint optimization of sub-channel
assignment and power allocation. The formulated problem is
mixed non-convex. Therefore, a novel two stage algorithm is
proposed for sub-channel assignment and power allocation.
Firstly, the sub-channel assignment problem is solved by one-
to-one stable matching algorithm. Then, the power allocation
problem is solved under the given sub-channel using Lagrangian
dual decomposition method based on Lagrangian multipliers.
The simulated results demonstrate that the proposed approach
outperforms the benchmark approaches in terms of network sum
rate and user fairness and the performance of the proposed
approach can be enhanced by increasing the number of IRS
reflecting elements. It is further shown that for proposed algo-
rithm, a smaller fairness factor provides a greater user fairness.

Index terms—Intelligent reflecting surface, non-orthogonal
multiple access, resource allocation, optimization, stable match-
ing.

I. INTRODUCTION

THE demand for beyond fifth generation (B5G) com-
munication systems having high energy and spectrum

efficiency is rapidly growing [1]. Various sophisticated wire-
less technologies including millimeter wave (mmWave) and
massive multiple-input multiple output (MIMO), have been
proposed in this regard [2]. However, these technologies
provide performance improvement at the expense of high
hardware cost and power consumption. Moreover, these tech-
nologies lack control over the propagation channel, which
is highly stochastic, hence they do not guarantee quality-of-
service (QoS) under poor propagation conditions, i.e, blockage
of wireless links and severe attenuation.

Recently, a cost and energy efficient technology called
intelligent reflecting surfaces (IRSs) has been proposed for
B5G communications [3], [4]. Specifically, IRS is a reconfig-
urable planer surface consisting of a large number of passive
reflecting elements. By intelligently tuning these elements, a
favorable propagation environment can be established between
the transmitter and the receiver [5]. Compared to conventional
active relaying or beamforming, IRS passively reflects the
signal without requiring signal generation or amplification [5].
Thus, IRS provides superior performance at reduced hardware
cost and power consumption [6], [7].

On the other hand, non-orthogonal multiple access (NOMA)
has been recognized as a effective technology where power-

domain NOMA (PD-NOMA) enables multiple users to share
the same resource (e.g., time, frequency, code) block, and
hence provides both spectral and energy efficiency [8], [9].
In a downlink NOMA system, superposition coding (SC) is
used at the base station (BS) to multiplex the data of the
users with different channel gains and successive interference
cancellation (SIC) is deployed at the receiver to decode the
message signals [10].

The conventional NOMA system lacks the control over
the channel conditions of the users. Inspired by this, in this
paper, we investigate the performance of IRS-aided multi-
carrier (MC) NOMA system by employing the IRS to enable
multiple paths to the users to provide strong composite channel
gains. In the sequel, we introduce some relevant research in
these areas.

A. Literature Review

1) Literature on NOMA: In [11], [12], it has been demon-
strated that NOMA shows superior performance than the or-
thogonal multiple access (OMA) in terms of outage probability
and ergodic capacity. Similarly, in [13], the authors signified
the superiority of NOMA over OMA under different channel
gains for a fair power allocation scheme. NOMA has been
studied extensively both in single-carrier (SC) and multi-
carrier (MC) communication systems. To maximize the system
throughput and energy efficiency, the authors of [14] and
[15], respectively, jointly optimize the sub-carrier and power
allocation.

2) Literature on IRS: IRS has gained considerable at-
tention both in academia and industry over the recent few
years. Not only in wireless communication systems, IRS has
proven to be a beneficial technology in optical communica-
tion systems. The authors in [16] have revealed that outage
probability of optical communication system can be reduced
through IRS assistance. The path loss model for IRS aided
communication system has been derived using physical optics
techniques in [17]. In [18], the authors have demonstrated that
IRS can achieve high data rate with increased number of IRS
elements at low power consumption as compared to decode
and forward (DF) technology. The channel estimation of IRS-
assisted communication systems has been studied in [19], [20]
where the authors have proposed least square (LS) based esti-
mation and minimum mean square error (MMSE) estimation
in [19] and [20], respectively. The IRS is compatible with
other advanced technologies such as mmWave communication,
unmanned aerial vehicle (UAV) networks [21], backscatter
communication [22], simultaneous wireless information and
power transfer (SWIPT) [23] and physical layer secrecy [24].
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3) Literature on IRS-assisted NOMA: Both IRS and
NOMA are promising technologies for B5G communication
systems. Combination of both technologies can enhance sys-
tem coverage and energy efficiency. The co-existence of IRS
and NOMA has been studied recently [25]–[31]. In [25], the
impact of coherent and random phase shifting designs for
IRS-assisted NOMA system has been studied. The authors
have developed analytical results for the comparison of two
phase shifting designs. The authors in [26] formulated a power
minimization problem for IRS-aided single-input single-output
(SISO) NOMA system and optimize the phase shifts intro-
duced by IRS. Similar problem has been investigated by the
authors of [27] for IRS-aided multiple-input single-output
(MISO) NOMA system. To address the hardware limitations,
the authors in [28] presented a simple design for IRS-aided
NOMA network. In [29], sum-rate maximization problem for
ideal and non-ideal IRSs has been analyzed through joint
optimization of active and passive beamforming vectors. In
[30], the closed-form expressions for outage probability and
ergodic capacity are derived for IRS-aided SISO NOMA
network. As a further enhancement, the authors in [31] derive
the outage probability and ergodic capacity expressions for
IRS-NOMA network with both perfect and imperfect SIC and
compared the performance of IRS-NOMA with IRS-OMA and
other relaying technologies. The authors have demonstrated
that IRS-NOMA outperforms the benchmarking schemes with
the increased number of IRS elements.

B. Contributions

To the best of our knowledge, there is no prior work on
joint channel and power allocation for IRS-aided downlink
MC-NOMA network that ensures fairness and per user QoS
requirement. In this paper, we consider an IRS-aided downlink
MC-NOMA network where a BS assigns a single sub-channel
to each NOMA cluster. Thus, all users within the cluster share
the sub-channel. Moreover, we investigate the NOMA fairness
issue due to which weak users in the cluster are deprived
of good services. Our proposed approach makes sure that all
users in the cluster experience similar services hence ensuring
fairness. The contributions of this paper are summarized as
follows
• To optimize the sub-channel assignment and power allo-

cation, we formulate a problem to maximize the sum rate
of the network, subject to transmit power constraint of the
BS, the available channels at the BS, the per user QoS
requirement and network fairness constraint to balance
the rates of the users. However, the formulated problem
is challenging to solve jointly because of the nature of
optimization variables.

• We decouple the sum rate maximization problem into
two parts: sub-channel assignment and power allocation.
Firstly, sub-channel assignment problem is solved using
matching theory followed by power allocation using
Lagrangian method. The sub-channel allocation problem
is formulated as one-to-one two sided stable matching
problem, where the sub-channel assignment is based on
the preferences of the clusters such that each cluster

is assigned a single unique sub-channel. The power
allocation problem is solved by first applying the Karush-
Kahn-Tuck (KKT) conditions to Lagrangian function to
determine the Lagrangian multipliers and then using the
sub-gradient method to achieve convergence.

• Finally, we demonstrate that the proposed approach en-
sures user fairness and achieves greater network sum
rate. The performance of the proposed approach can be
enhanced by increasing the number of IRS reflecting
elements.

The rest of the paper is organized as follows. The system
model description is presented in Section II. In Section III,
we formulate the joint sub-channel assignment and power
allocation problem for sum rate maximization. Section IV dis-
cusses the proposed sub-channel assignment algorithm while
Section V presents the proposed power allocation algorithm.
The simulated results and their discussion are presented in
Section VI. Finally, Section VII presents the conclusion.

II. SYSTEM MODEL

As illustrated in Fig. 1, we consider an IRS-aided down-
link MC-NOMA communication system, where a macro BS
equipped with a single transmit antenna and an IRS equipped
with N reconfigurable passive reflecting elements serve K uni-
formly distributed single-antenna users. The IRS is connected
to a smart controller, which communicates with the BS and
changes the phase of the incident signal. The K users are
grouped into M clusters, denoted by M = { 1, 2 , . . . . , M },
where K ≥M . We assume that the direct links from the BS
to users are strongly attenuated for some clusters, due to the
blocking objects, hence such users take help from the IRS
to establish communication. On the other hand, some clusters
have strong and direct BS to user links such that the signal
received via IRS is negligible because of the increased path
loss. Let Km = { 1, 2 , . . . , Km } denotes the set of users in
cluster m and Km = | Km | denotes the maximum number
of users in cluster m, where Km ranges from 2 ≤ Km ≤ K
and | Km | denotes the cardinality of set Km. For notation
simplicity, we define Umk as the k-th user of cluster m, where
m ∈ M and k ∈ Km. The total system bandwidth, B,
is equally divided into C sub-channels, each of bandwidth
W = B/M , implying that each NOMA cluster is allocated
a single sub-channel. Hence all users in a cluster share the
same sub-channel. The sub-channel occupancy of user Umk in
sub-channel c is denoted by λmk [c], where λmk [c] ∈ {0, 1} and
λmk [c] = 1 indicates that sub-channel c is occupied by user
Umk , otherwise λmk [c] = 0.

The power allocated to user Umk over the sub-channel c
is denoted by pmk [c], satisfying

∑Km

k=1 p
m
k [c] ≤ Pc and Pc =

PBS/C, where Pc is the power allocated to sub-channel c and
PBS is the total transmit power of the BS. According to the
NOMA principle, the BS transmits the superimposed signal
Sm [c] to Km users of cluster m over the sub-channel c, such
that

Sm[c] =

Km∑
k=1

λmk [c]
√
pmk [c]smk [c] , (1)



3

Fig. 1. System model of IRS-aided downlink MC-NOMA network.

where smk [c] is the message signal for Umk over the sub-
channel c. The signal smk [c] is assumed to be zero mean
with unit variance, i.e., E{| smk [c] |2} = 1, where E{.} is
the expectation operator. The received signal at Umk over sub-
channel c is given as

ymk [c] =

 rmk [c]√
L (dmk )

+
gmk [c]H Θ G[c]√
L (dr)L

(
d̂mk

)
Sm[c] + nmk [c],

(2)
where Θ = diag

(
β1e

jθ1 , β2e
jθ2 , . . . , βNe

jθN
)
∈ CN×N , is

a diagonal matrix, βn ∈ [0, 1] and θn ∈ [0, 2π] denote the
amplitude reflection coefficient and the phase shift of the n-th
reflecting element of the IRS, respectively [5], [28]. Similarly
in (2), gmk [c] ∈ CN×1 denotes the channel response matrix
from the IRS to Umk over the sub-channel c, G[c] ∈ CN×1

denotes the channel response matrix from the BS to the IRS
over the sub-channel c, rmk [c] and dmk denote the channel
coefficient over the sub-channel c and the distance from the BS
to Umk , respectively and dr denotes the distance from the BS
to the IRS. Similarly, d̂mk denotes the distance from the IRS
to Umk , nmk [c] ∼ CN

(
0, σ2

)
is the additive white Gaussian

noise (AWGN) at Umk over the sub-channel c and L(d) is the
effective path loss expressed as

L(d) [dB] = 35.1 + 36.7 log10(d)−Gt −Gr, (3)

where d ∈ {dmk , dr, d̂mk }, Gt and Gr are the antenna gains at
the transmitter and receiver, respectively.

We assume that all channels are complex Gaussian dis-
tributed with zero mean and unit variance, i.e., CN (0, 1).
A perfect channel state information (CSI) for all channels is
available at the BS, which leads us to use coherent phase

shifting design for IRS [25]. Hence θn is selected as

θn = arg ( rmk [c] )− arg ( [ gmk [c] ]n[ G[c] ]n ), (4)

where [ gmk [c] ]n and [ G[c] ]n represent the n-th element of
gmk [c] and G[c], respectively.

Without the loss of generality, the users in each cluster are
ordered based on their composite downlink channel. Specifi-
cally, the Km users in cluster m are ordered as

| hm1 [c] |2≥ | hm2 [c] |2≥ . . . ≥ | hmKm
[c] |2, (5)

where hmk [c] =
rmk [c]√
L(dmk )

+
gmk [c]H Θ G[c]√
L(dr)L(d̂mk )

.

The power allocation principle of NOMA implies pm1 [c] ≤
pm2 [c] ≤ . . . ≤ pmKm

[c], i.e., the highest channel gain user (the
strongest user) gets the lowest power and vice versa. Hence,
the user with the lowest channel gain (the weakest user),
i.e., of UmKm

, directly decodes its signal by treating the other
users’ signals as interference. While the the strongest user,
i.e., Um1 , performs SIC to cancel interference from other users
and decodes its signal without interference. Thus, the user Umk
decodes its signal by successfully cancelling the interference
from users {Umk+1, Umk+2 , . . . , UmKm

}. The achievable data
rate at Umk over the sub-channel c is given by

Rmk [c] = log2(1 + SINRmk [c]), (6)

where the SINR at Um,k is

SINRmk [c] =
λmk [c] | hmk [c] |2 pmk [c]

| hmk [c] |2 Imk [c] + σ2
, (7)

where Imk [c] =
∑k−1
i=1 λ

m
k [c]pmi [c] denotes the total interfer-

ence power at Umk from users {Um1 , Um2 , . . . , Umk−1 }.
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In downlink NOMA system, for successful SIC process, all
users must satisfy the minimum power gap as [32]

pmk [c] | hmk−1[c] |2 −
k−1∑
i=1

pmi [c] | hmk−1[c] |2≥ β, (8)

where β denotes the minimum power gap between the users
in each cluster.

The achievable cluster sum rate over sub-channel c is given
by

Rmsum[c] =

Km∑
k=1

Rmk [c], (9)

III. PROBLEM FORMULATION

We formulate the sum rate maximization problem under
QoS and rate balancing fairness constraints for sub-channel
and power allocation as follows

(
P
)

: maximize
λm
k [c], pmk [c]

Km∑
k=1

C∑
c=1

λmk [c]Rmk [c]

subject to:
C1 : λmk [c]Rmk [c] ≥ Rmin , ∀ k,m, c

C2 :

C∑
c=1

Km∑
k=1

λmk [c]pmk [c] ≤ Pc = PBS/C, ∀m

C3 : λmk [c]pmk [c] ≥ 0 , ∀ k,m, c

C4 :

C∑
c=1

λmk [c]

(
k−1∑
i=1

pmi [c] +
β

| hmk−1[c] |2
≤ pmk [c]

)
, ∀ k,m

C5 : λmk [c] ∈ {0, 1},∀ k,m, c

C6 :

C∑
c=1

λmk [c] = 1,∀ k,m

C7 :

Km∑
k=1

λmk [c] = Km,∀m, c

C8 : λmk [c]
(
Rm1 [c]−Rmk [c]

)
≤ δ, ∀ k,m, c

(10)
In the optimization problem (P), the objective function is

to maximize the sum rate of the cluster m. The constraint C1

denotes the QoS requirement for each user, i.e., the achievable
rate must be greater than the minimum rate requirement.
We assume that the minimum rate requirement is same for
all users in the network. The constraint C2 limits the total
available power of the BS. The constraint C3 ensures the
non-negative transmit power of all users. The constraint C4

guarantees the successful completion of SIC process, where
β denotes the minimum power difference among the different
users to apply SIC. The constraint C5 is an indicator function
of sub-channel c occupied by the user Umk , where λmk [c] = 1
indicates that sub-channel c is occupied by user Umk , otherwise
λmk [c] = 0. The constraint C6 represents that each user can
access only one sub-channel and the constraint C7 represents
that one sub-channel serves Km users, implying that all users
in the cluster share the same sub-channel. Finally, C8 is the
fairness constraint, that ensures minimum difference between
the achievable rates of the strongest user, i.e., Um1 , and the

other users within the cluster, where δ denotes the maximum
rate difference. The parameter δ indicates, how fair the system
capacity is shared among the users and it can be adjusted
according to the requirement. The purpose of this constraint
is to balance the rates of all users in the cluster, hence ensuring
fairness, i.e., when δ gets close to 0, the achievable rate of each
user gets close to each other. We assume that the parameter δ
is same for all clusters.

The sum rate maximization problem in (P) is a mixed
non-convex problem with the discrete variables λmk [c] and
continuous variables pmk [c]. Therefore, (P) cannot be directly
solved using traditional convex optimization methods [33].
Hence, we solve the problem in two stages for sub-channel and
power allocation. Firstly, the sub-channel allocation problem
is solved using the matching theory. Then the power allocation
problem is solved for the given channel allocation using
Lagrangian method.

IV. PROPOSED SOLUTION FOR SUB-CHANNEL
ASSIGNMENT

In this section, we present a sub-channel assignment scheme
based on matching theory. The sub-channel assignment prob-
lem is to find the best match between the clusters and the
sub-channels. The BS first assumes that the total available
power is equally allocated to all sub-channels. The maxi-
mum power allocated to each cluster is Pc. The minimum
power requirement, p̂mk [c], of each user on each channel,
to satisfy Rmin, can be determined using (6). Hence the
total minimum power requirement of each cluster on each
channel is Pmmin[c] =

∑Km

k=1

∑C
c=1 λ

m
k [c]p̂mk [c]. The initial

power allocation is performed using the available set of power
factors, taking into account the NOMA principle, and the
minimum and maximum power constraints. Then sub-channel
assignment is performed using matching theory. The original
problem (P) can be simplified for sub-channel assignment as
follows (

P1
)

: maximize
λm
k [c]

Km∑
k=1

C∑
c=1

λmk [c]Rmk [c]

subject to:

C1 : λmk [c] ∈ {0, 1},∀ k,m, c

C2

C∑
c=1

λmk [c] = 1,∀ k,m

C3 :

Km∑
k=1

λmk [c] = Km,∀m, c

(11)

It is noted that the problem (P1) is one-to-one two sided
matching problem, as each cluster is assigned a single unique
sub-channel and each sub-channel is allocated to a single
cluster. The proposed stable matching algorithm is presented
in the next section.

A. One-to-One Two-sided Matching Problem Formulation

To develop an efficient sub-channel allocation algorithm,
we consider the clusters and channels as two sets and the
objective is to match the clusters to sub-channel such that
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Algorithm 1 The Proposed Stable Matching Algorithm
for Sub-Channel Allocation

Input: M, C and Q
Step 1: Initialization

(a) Establish a list of proposals {T} that each
sub-channel receives from the clusters.
(b) Each cluster sets its preference list R(m)
through Q.

Step 2: Matching Algorithm
(a) Each cluster m ∈ M proposes to its
most preferred sub-channel in R(m) : c =
arg min

c∈R(m)
Qm[c],∀m ∈M .

(b) If | T (c) | = 1, then c is matched to m.
(c) If | T (c) | > 1, then c chooses one cluster
randomly from the list of proposals {T (c)} and
rejects rest of the clusters.
(d) The rejected clusters remove c from their
preference lists.
(e) If all clusters are matched to sub-channels,
go to Step 3, else go back to Step 2(a) for
clusters that have been rejected by some sub-
channel.

Step 3: End of the algorithm.
Output: ∀m ∈ M, ∀ c ∈ C, output Φ(m) = c

constraints in (11) are satisfied. A matching is defined as
an allocation of sub-channels in C to clusters in M, where
each cluster is assigned a distinct sub-channel. Explicitly it is
defined as follows
Definition 1: Consider two disjoint sets, M =
{ 1, 2 , . . . , M } of the clusters, and C = { 1, 2 , . . . , C } of
the sub-channels, a one to one matching Φ is defined as an
injection from I = M ∪ C to I with following properties:
1. Φ ◦ Φ (y) = y, ∀ y ∈ I
2. Φ (m) ∈ C, ∀m ∈M
3. Φ (c) ∈ M, ∀ c ∈ C
4. ∀ c ∈ C ∃ y ∈ M s.t. Φ (y) = c

The first property states that the matching is one-to-one in
a way that each cluster is allocated a distinct sub-channel.
Here, it should be noted that the users within the cluster share
the sub-channel. The second property ensures that for each
cluster, its matched element exists in the set of sub-channels.
Similarly, the third property ensures that for each sub-channel,
its matched element exists in the set of clusters. Lastly, each
sub-channel should have a cluster matched to it, such that no
resources are wasted.

The specific matching outcome is the result of matching
mechanism, which maps the preferences of clusters and sub-
channels. The preference relation is described as follows [34].
Definition 2: Consider a set W and a binary relation �. The
binary relation � is complete if for all w, v ∈ W , either w � v
or v � w (or both). A binary relation is transitive if w � v and
v � u implies that w � u. A binary relation that is complete
and transitive is a (weak) preference relation.

The preference of clusters over the set of sub-channels is
based upon the difference between the rates of strongest and

weakest users in the cluster. The difference between the rates
of UmKm

and Um1 over the sub-channel c is expressed as

Qm[c] =| RmKm
[c]−Rm1 [c] |, (12)

The set of all Qm[c] is denoted as Q. The cluster m prefers
the sub-channel for which Qm[c] is minimum. Note that each
cluster utilizes one sub-channel. The set of preference lists of
clusters is denoted as

R = {R(1), . . . , R(M)} (13)

The relations of preference over the sub-channels can be
represented as

c �m c′ ⇔ Qm[c]<Qm[c′] , (14)

which implies that the cluster m prefers the sub-channel c
over the the sub-channel c′ because the sub-channel c provides
smaller difference between the rates of strongest and weakest
users. The clusters utilize their preferences over the sub-
channels in order to send proposals. Here we assume that
the sub-channels do not have any preference over the set of
clusters. Hence the sub-channels make use of the preference
values send by the clusters to make decisions.

B. One-to-One Matching Algorithm for MC-NOMA

After the initial power allocation, each user calculates the
rate on each sub-channel using (6). In order to build the
preference profiles, the clusters then evaluate Qm[c] on all sub-
channels. The preference profile of each cluster is independent
of the other. The clusters then rank the sub-channels in a
increasing order to have priority value over each sub-channel.
The next step is to match the clusters and the sub-channels
based on the deferred acceptance algorithm [35].

In our algorithm, the clusters propose the sub-channels
based upon their preference profiles. Initially, each cluster
proposes its top-ranked sub-channel. Then, each sub-channel
that received proposals from more than one cluster, accepts
the top-ranked proposal. The acceptance process is based on a
priority value and in case of ties, the sub-channel accepts the
proposal of one cluster randomly and rejects the proposals
of rest of the clusters. The clusters whose proposals have
been rejected by the sub-channels, proposes to their remaining
top-ranked sub-channels. The convergence occurs when every
cluster is allocated a distinct sub-channel. The proposed stable
matching approach is summarized as Algorithm 1.

In the proposed algorithm, the matching of clusters to sub-
channels obeys the preferences and therefore it is a stable
matching. Formally, a stable match is defined as follows
Definition 3: Consider two sub-channels c and c′ which are
matched to clusters m and m′, respectively. This matching is
stable if c prefers m to m′ and m prefers c to c′ [36].

Hence, the proposed sub-channel assignment approach al-
ways converges to a stable match between the clusters and
sub-channels.
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Algorithm 2 The Proposed Algorithm for Power Al-
location

1 For given cluster with sub-channel allocation, initialize
Km, Pc, Rmin, δ, β, ε, p

m
k [c], ζmk [c], πmk , µ

m
k , η

m
k , ω

m
k

and z = 0.
2 while πmk , µmk , ηmk and ωmk have not converged
3 Calculate pmk [c]∗ using (19).
4 Update πmk , µ

m
k , η

m
k and ωmk using (20), (21), (22)

and (23).
5 Select the step size as ψ(z) = z

2z+1 .
6 Iterate z = z + 1.
7 Repeat these steps until convergence.
8 End while

V. PROPOSED SOLUTION FOR POWER ALLOCATION

After the sub-channel allocation, the original problem (P)
is reformulated for power allocation of each cluster as follows

(
P2
)

: maximize
pmk [c]

Km∑
k=1

C∑
c=1

Rmk [c]

subject to:

Ĉ1 : Rmk [c] ≥ Rmin , ∀ k

Ĉ2 :

Km∑
k=1

pmk [c] ≤ Pc = PBS/C,

Ĉ3 : pmk [c] ≥ 0 , ∀ k

Ĉ4 :

k−1∑
i=1

pmi [c] +
β

| hmk−1[c] |2
≤ pmk [c] , ∀ k

Ĉ5 :
(
Rm1 [c]−Rmk [c]

)
≤ δ, ∀ k

(15)

The problem (P2) is still a non-convex problem. Therefore,
we employ the Lagrangian method to solve it. The Lagrangian
function for (P2) is given as

L (p,π,µ,η,ω) =
Km∑
k=1

Rmk [c] +

Km∑
k=1

πmk
(
Rmk [c]−Rmin

)
+

Km∑
k=1

µmk
(
Pc − pmk [c]

)
+

Km∑
k=1

ηmk

(
pmk [c]−

k−1∑
i=1

pmi [c]− β

| hmk−1[c] |2

)

+

Km∑
k=1

ωmk
(
δ +Rmk [c]−Rm1 [c]

)
.

(16)
where πmk , µ

m
k , η

m
k and ωmk , denote the positive Lagrangian

multipliers.
The Lagrangian function in (16) is solved for optimal power

by first applying the Karush-Kahn-Tuck (KKT) conditions and
then solving the Lagrangian multipliers using the sub-gradient
method. Now by applying the KKT conditions to (16) and
taking the partial derivative w.r.t pmk [c], we get

∂L (.)

∂pmk [c]
=

(1 + ωmk + πmk ) ζmk [c]

ln 2 (1 + pmk [c]ζmk [c])
− µmk + ηmk −Φmk [c], (17)

where Φmk [c] and ζmk [c] are defined as

Φmk [c] =

Km∑
j=k+1

(
ηmj +

(1 + πj + ωj)p
m
j ζ

m
j [c]2

ln 2(1 + pmj [c]ζmj [c])

)
(19)

ζmk [c] =
| hmk [c] |2

| hmk [c] |2 Imk [c] + σ2
, (18)

By setting ∂L(.)
∂pmk [c] = 0, the optimal power pmk [c]∗ is obtained

as

pmk [c]∗ =

[
(1 + ωmk + πmk )

ln 2(µmk − ηmk + Φmk [c])
− 1

ζmk [c]

]+

, (20)

where (Λ)+ = max (0,Λ). The Lagrangian multipliers deter-
mined using the sub-gradient method are given as

πmk (z + 1) =

[
πmk (z)− ψ(z)

(
Rmk [c]−Rmin

)]+

,∀k, (21)

µmk (z + 1) =

[
µmk (z)− ψ(z)

(
Pc −

Km∑
k=1

pmk [c]

)]+

, (22)

ηmk (z + 1) =

[
ηmk (z)− ψ(z)

(
pmk [c]−

k−1∑
i=1

pmi [c]

− β

| hmk−1[c] |2

)]+

,∀k ∈ {2, 3, ...,Km},

(23)

ωmk (z + 1) =

[
ωmk (z)− ψ(z)

(
δ+Rmk [c]−Rm1 [c]

)]+

,

∀k ∈ {2, 3, ...,Km},
(24)

where ψ(z) = z
2z+1 , is the positive step size [32] and z de-

notes the iteration number. In each iteration of z, πmk , µ
m
k , η

m
k

and ωmk are updated using pmk [c]∗ and optimal values of
πmk , µ

m
k , η

m
k and ωmk are used to obtain pmk [c]∗ in the sub-

sequent iteration. The process continues until the convergence
occurs, i.e., the difference between two consecutive values
of multipliers is less than ε. The proposed power allocation
algorithm is summarized as Algorithm 2.

VI. SIMULATION RESULTS AND DISCUSSION

In this section, simulation results and their discussion are
provided to evaluate the performance of our proposed scheme.
Our simulation results compare the following four approaches:
1) Approach A: This is the proposed channel assignment and
power allocation approach.
2) Approach B: This represents the channel selection based
on maximum sum rate followed by optimal power allocation
without rate fairness constraint.
3) Approach C: This represents the channel selection based
on minimum power requirement followed by optimal power
allocation without rate fairness constraint.
4) Approach D: It denotes the proposed channel assignment
approach followed by optimal power allocation without rate
fairness constraint.

To better demonstrate the performance of our proposed
approach with IRS, we consider that the direct links from BS



7

Table I. Simulation Parameters

Paramter Definition Value
C Number of channels 5

M Number of clusters 5

Km Number of users per cluster 3

PBS Maximum BS power 5 W

Gt and Gr Antenna gains 10 dBi

σ2 Noise Power -94 dBm

β
Minimum power gap for

successful SIC 10 dBm

δ Rate Fairness Factor 1 - 2 bps/Hz

Rmin Per user QoS requirement 0.25 - 1.5
bps/Hz

N
Number of IRS reflecting

elements 20 - 50

to users are strongly attenuated for all clusters, hence they take
help from IRS to establish communication. The simulation
parameters are enlisted in Table I.

Fig. 2 depicts the sum rate of the network versus the
increasing QoS requirement. We can observe that the proposed
approach outperforms the other approaches. This is because
the proposed approach not only satisfies the QoS requirement
but also balances the rates of users in each cluster. The
difference in the sum rates of Approach B, C and D is due to
the sub-channel selection criteria. The Approach B selects the
channel based on maximum sum rate which leads to a higher
network sum rate than Approach C and D and the Approach
D has minimum sum rate because for this approach cluster
prefers the channel for which the difference between the rates
of the strongest and the weakest user is minimum. As the
QoS requirement increases, the sum rate for each approach
increases but the Approach B, C and D do not ensure the
rate fairness within each cluster. This factor is highlighted in
Fig. 7, where we analyze the rate of individual user within
a cluster. More specifically, we fix the QoS requirement to
Rmin = 1 bps/Hz. It can be seen that the gap between the
rates of U1

1 and U1
2 is about 2.7 bps/Hz for Approach B, C

and D. Similarly, the rate gap of U1
1 and U1

3 is 3.5 bps/Hz, 3.4
bps/Hz and 3 bps/Hz for Approach B, C and D, respectively.
This demonstrate that with Approach B, C and D, the users U1

2

and U1
3 are deprived of good services while only the strongest

user, i.e., U1
1 experiences good service. Whereas, for Approach

A, the gap between the rates of U1
1 and U1

2 is 0.9 bps/Hz and
the gap between the rates of U1

1 and U1
3 is 1 bps/Hz. This

shows that with our proposed approach, all users experience
similar services. For our proposed approach, the rate of U1

1 is
3.9 bps/Hz, followed by U1

2 with 3.1 bps/Hz and the rate of
U1

3 is 2.9 bps/Hz. Although the Approach B, C and D satisfy
the QoS requirement of each user but these approaches lead
to unfair resource allocation for intermediate and weak users,
i.e., U1

2 and U1
3 , respectively. While our proposed approach

ensures a fair resource allocation and also provides maximum
sum rate.

To further evaluate the performance of our proposed ap-
proach, it is important to observe the effect of varying the

Per user QoS requirement, R
min

(bps/Hz)
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Fig. 2. The network sum rate versus per user QoS requirement
for N = 50 and δ = 1 bps/Hz.
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Fig. 3. Achievable rate comparison of first cluster with
Rmin = 1 bps/Hz, N = 50 and δ = 1 bps/Hz for different
approaches.

fairness factor, i.e., δ, on the network sum rate. Fig. 4 depicts
the sum rate for different QoS requirements versus the rate
fairness factor for a fixed number of IRS reflecting elements.
It demonstrates that the sum rate increases with an increase in
QoS requirement and decrease in fairness factor. By keeping
the fairness factor constant, for example, when δ = 1.5 bps/Hz,
the sum rate achieved at Rmin = 0.5 bps/Hz is 20.5 bps/Hz
while for Rmin = 0.75 bps/Hz the sum rate is is 22.25 bps/Hz
and for Rmin = 1 bps/Hz it is 23.25 bps/Hz. Now, by keeping
the QoS requirement fixed, the network sum rate increases by
decreasing the fairness factor. This is because the decrease
in fairness factor ensures better rate fairness as it reduces
the gap between the rates of users within each cluster. The
intermediate and weak users approach the rate of strongest
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Fairness Factor, δ(bps/Hz)
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Fig. 4. The network sum rate with different values of Rmin
versus the fairness factor for N = 50.

user with a decrease in the fairness factor. This result illustrates
positive behavior of our proposed approach.

Fig. 5 illustrates the impact of varying QoS requirement
and fairness index on total transmit power. It can be seen that
the total transmit power increases with an increase in QoS
requirement and decrease in fairness factor. As mentioned
before, smaller the value of fairness factor greater the rate
fairness. Hence, in order to reduce the gap between the rates
of users, the rate of weak and intermediate users approach
the rate of strongest user. Therefore, more power is needed to
satisfy the fairness factor.

Furthermore, Fig. 6 demonstrates the impact of fairness
index on the rate of individual user within the cluster for a
fixed QoS requirement. It can be seen that the rate of strongest
user, i.e., U1

1 , is not affected by varying δ. As δ varies from
2 bps/Hz to 1 bps/Hz, the rates of U1

2 and U1
3 approach the

rate of U1
1 . For δ = 2 bps/Hz, the rates of U1

1 , U1
2 and U1

3

are 3.8 bps/Hz, 2 bps/Hz and 1.8 bps/Hz, respectively. This
shows that for larger values of δ, U1

2 and U1
3 are deprived

of service that U1
1 experiences. While for δ = 1 bps/Hz, the

rates of U1
2 and U1

3 are 3 bps/Hz and 2.8 bps/Hz, respectively,
hence now U1

2 and U1
3 also experience good services as U1

1 .
This shows that our proposed approach ensures user fairness
so that all users experience similar services. Moreover, it can
be observed that with the decrease in the value δ, the sum rate
of the cluster also increases. Hence, the network operator can
adjust the value of δ according to the requirement.

To show the performance of our proposed approach for
increasing IRS reflecting elements, Fig. 7 investigates the
network sum rate and total transmit power for increasing IRS
reflecting elements, where QoS requirement and rate fairness
factor are kept constant. It is observed that the network sum
rate increases with increasing number of IRS elements. This
indicates that a large number of IRS elements leads to more
power gain as they can reflect more signal power received
from the BS. Similarly, the total transmit power decreases

Fairness Factor, δ(bps/Hz)

11.11.21.31.41.51.61.71.81.92
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Fig. 5. The total transmit power with different values of Rmin
versus the fairness factor for N = 50.
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Fig. 6. Achievable rate comparison of first cluster with differ-
ent values of δ for Rmin = 1 bps/Hz and N = 50.

with increasing number of IRS reflecting elements. The power
gain added by large number of IRS elements leads to low
transmit power to satisfy the QoS and rate fairness constraints.
It is noted that the decrease in total transmit power with
an increasing number of IRS elements is not constant. For
instance, there is 1.2 W decrease when IRS reflecting elements
increase from 20 to 35 and only 0.1 W decrease when IRS
elements are further increased. This is due to the rate fairness
constraint that tries to ensure minimum gap between the rates
of users in each cluster. As the number of IRS elements
increases, the rate of the strong users increases more. Hence,
more power is needed by other users in the cluster to satisfy the
rate fairness constraint. Therefore, we can get higher network
sum rate at low transmit power by increasing the number of
IRS reflecting elements.
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No. of IRS reflecting elements,N
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Fig. 7. The network sum rate and total transmit power versus
the increasing number IRS reflecting elements for Rmin = 1
bps/Hz and δ = 1 bps/Hz.

VII. CONCLUSION

A resource allocation problem of IRS-aided downlink MC-
NOMA system has been studied in this paper. A sum rate max-
imization problem under QoS and rate fairness constraints was
formulated by jointly optimizing the sub-channel assignment
and power allocation. Specifically, the original problem was
split into two sub-problems and solved in sequence where: 1)
a sub-channel assignment algorithm based on matching theory
has been proposed, which always achieves a stable match be-
tween the clusters and the sub-channels; 2) a Lagrangian-based
power allocation algorithm is proposed, which first utilizes
the KKT conditions to determine the Lagrangian multipliers
and then achieves convergence using sub-gradient method. Our
simulation results demonstrate that the proposed algorithm
shows superior performance in terms of network sum rate and
user fairness. Moreover, our results show that more number
of IRS elements add power gain, which enhances the system
performance. In future, we would like to investigate the joint
optimization of number of IRS reflecting elements and IRS
phase shift matrix along with the sub-channel assignment and
power allocation.
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