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The centre of the Dunkl total angular momentum

algebra

Kieran Calvert, Marcelo De Martino, Roy Oste

Abstract

For a finite dimensional representation V of a finite reflection group
W , we consider the rational Cherednik algebra Ht,c(V,W ) associated
with (V,W ) at the parameters t 6= 0 and c. The Dunkl total angu-
lar momentum algebra Ot,c(V,W ) arises as the centraliser algebra of
the Lie superalgebra osp(1|2) containing a Dunkl deformation of the
Dirac operator, inside the tensor product of Ht,c(V,W ) and the Clifford
algebra generated by V .

We show that, for every value of the parameter c, the centre of
Ot,c(V,W ) is isomorphic to a univariate polynomial ring. Notably, the
generator of the centre changes depending on whether or not (−1)V
is an element of the group W . Using this description of the centre,
and using the projection of the pseudo scalar from the Clifford algebra
into Ot,c(V,W ), we establish results analogous to “Vogan’s conjecture”
for a family of operators depending on suitable elements of the double
cover W̃ .

1 Introduction

The total angular momentum operators, which contain besides the orbital
angular momentum also a spin angular momentum term, occur as symme-
tries of a Dirac Hamiltonian (see the introduction of [16] for a brief overview).
When one considers a Dunkl deformed version of a Dirac equation or oper-
ator, its symmetries form a deformation of the total angular momentum
algebra. In this article, we continue the study of the Dunkl total angular
momentum algebra for arbitrary real reflection groups. This is related to
the theory of Howe dual pairs, which we will now explain.

Let (V0, B0) be a Euclidean pair with V0
∼= Rd a real vector space and

let (V,B) be its complexification. Let also O(d) = O(V,B) ⊂ GL(V ) de-
note the orthogonal group of the pair (V,B). Denote by W = W(V ) the
Weyl algebra of polynomial coefficients partial differential operators acting
on the polynomial space C[V ]. As is well known (see, e.g., [25, Section 4,
item (a)]), the Laplacian and its dual symbol, the squared norm, are O(d)-
invariant elements inside W, and they generate a Lie algebra isomorphic
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to sl(2,C). Moreover, the associative subalgebra generated by this realisa-
tion of sl(2,C) gives all O(d)-invariants in W. The pair (O(d), sl(2)) just
described is one of the simplest examples in the theory of Howe dual pairs.
Together, they give a multiplicity-free decomposition of C[V ] in irreducible
(O(d), sl(2))-bimodules, where the linked O(d)- and sl(2)-modules uniquely
determine each other. The O(d)-modules in this decomposition are precisely
the spherical harmonics.

In the Weyl-Clifford algebra WC = W ⊗ C, where C = C(V,B) is the
Clifford algebra attached to (V,B), the O(d)-invariants include square roots
of the squared norm and the Laplacian, with the square root of the latter
being the Dirac operator. These square roots generate a Lie superalgebra iso-
morphic to osp(1|2,C), which contains the above-mentioned copy of sl(2,C)
as its even subalgebra. Also in this case, the associative subalgebra gener-
ated by this realisation of osp(1|2,C) gives all O(d)-invariants in WC. Here,
the relevant Howe dual pair is (Pin(d), osp(1|2,C)), to properly account for
the spin-representations of O(d) occurring in a similar multiplicity-free de-
composition and correspondence of irreducible modules, now of the space
of spinor-valued polynomials (see [27], [7], and also [2] for classical dualities
involving the Pin-group).

Deformations of these Howe dual pairs occur when the action of the par-
tial derivatives is replaced by the divided-difference operators introduced
by Dunkl [17]. In other words, we are interested in seeing the dual pairs
of the previous paragraphs in the context of a rational Cherednik algebra
Ht,c(V,W ) (see [19] and [18]) at a parameter function c, t 6= 0 and as-
sociated with (V,W ), where we now see V as a (faithful) representation
W →֒ O(V,B) ⊂ GL(V ) of a real reflection group W (in general, this action
does not need to be irreducible nor essential). Using the well-known PBW
properties of these algebras, there is a linear embedding W →֒ Ht,c(V,W )
(respectively, WC →֒ HCt,c := Ht,c(V,W ) ⊗ C) and the image of sl(2,C)
(respectively, osp(1|2,C)) under this embedding still closes into a Lie alge-
bra (respectively, Lie superalgebra) in the Cherednik context (see [24], [14]).
Since the full action of O(d) is not present in Ht,c(V,W ) (only W ⊆ O(d)
acts on the space of Dunkl-operators), to make sense of dual pairs, one must
first compute what is the centraliser algebra for the Lie (super)algebra in
question. In [11] (see also [31]) the case of sl(2) was considered and results
on the joint-decomposition of the polynomial space for the action of the dual
pair was obtained. Similar results for osp(1|2) were obtained in [15], while
in [29] the symmetry algebra was completely determined (see also [28] for
an initial overview of the theory of deformations of the Howe dual pairs we
consider in the Cherednik context, [12] for the case when W is a product of
groups of type A1, which is used to define a higher rank Bannai–Ito algebra,
and [16], [13] for other specific choices of the reflection group W ).

In the present work, we focus on the Z2-graded algebra Ot,c := Ot,c(V,W )
that is defined as the symmetry algebra of the above-mentioned realisation of

2



osp(1|2) inside HCt,c. We shall refer to this algebra as the Dunkl total angular
momentum algebra, since it contains the total angular momentum operators
when c = 0 and t = 1. Our main result (Theorem 4.8) is a full description
of the centre of Ot,c for any real reflection group W acting on V and for any
parameter function c. As an application to the determination of the centre,
and inspired by the successful Dirac-theories for Drinfeld algebras [9] we
prove in Theorem 5.10 and 5.17 results analagous to the celebrated ideas
of Vogan on Dirac cohomologies (see [35], [26], [9]). Our results build on
Dirac theories for subalgebras of the Cherednik algebra (see [4] and [5]). The
theory in this paper shares similarities with the Dunkl angular momentum
algebra [5], in the sense that we consider a family of operators depending
on certain “admissible” elements (see Definition 5.7). We remark that in
the present case, instead of enlarging the algebra in question with a suitably
defined Clifford algebra and define a theory using a Dirac element, we do
not tensor Ot,c with another Clifford algebra and we use a natural element
inside the algebra Ot,c itself (see Definition 5.1 – classically when c = 0, the
eigenvalues of this element are precisely the square root of the total angular
momentum quantum numbers), this reflects the theory for Hecke-Clifford
algebras as in [6].

Finally, we give a breakdown of the contents of the paper: in Section
2, we recall the basic definitions of the rational Cherednik algebra, Clifford
algebra and double cover of the reflection group. In this section, we also
recall the precise realisation of the osp(1|2) Lie superalgebra and we discuss
the several notions of “centre” that we will consider in the context of Z2-
graded algebras. Next, in Section 3, we define the algebra Ot,c and we
recall some structural properties such as the set of generators, based on
recent results obtained in [29]. In Section 4, we prove our main result on
the description of the centre. The key idea in our arguments is to compare
with the result when c = 0 by introducing a parameter q and using generic
versions of the Weyl and rational Cherednik algebras. Further, in Section
5, we discuss the application to Vogan morphism and cohomologies in our
context and in the last section, we discuss in detail the set of admissible
elements of the group algebra CW̃ .

2 Preliminaries

We start this section by defining the bilinear products and variations of
centre that we will use throughout this paper.

Definition 2.1. Let A = A0⊕A1 be a Z2-graded associative algebra. Through-
out this work we will be interested in 4 different bilinear products in A. The
first is the associative multiplication of A which will be denoted by juxtapo-
sition. Given homogeneous elements elements x, y ∈ A of degree |x| and |y|
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we denote by

Jx, yK = xy − (−1)|x||y|yx

[x, y] = xy − yx

{x, y} = xy + xy.

Accordingly, we define the ungraded, graded and anti centers, respectively
denoted as Zug(A), Zgr(A) and Zanti(A), by

Zug(A) = {z ∈ A | [z, x] = 0 for all x ∈ A},
Zgr(A) = {z ∈ A | Jz, xK = 0 for all x ∈ A},

Zanti(A) = Zanti
0

(A)⊕ Zanti
1

(A).

where

Zanti
0

(A) = {z ∈ A0 | {z, x} = 0 for all x ∈ A1, [z, x] = 0 for all x ∈ A0},
Zanti
1

(A) = {z ∈ A1 | [z, x] = 0 for all x ∈ A}.
Remark 2.2. Note that Zgr(A) = Zgr

0
(A)⊕ Zgr

1
(A) where

Zgr

0
(A) = {z ∈ A0 | [z, x] = 0 for all x ∈ A},

Zgr

1
(A) = {z ∈ A1 | [z, x] = 0 for all x ∈ A0, {z, x} = 0 for all x ∈ A1},

which justifies the terminology anti-center.

2.1 Rational Cherednik algebras

Fix a vector space V ∼= Cd with d ≥ 3 and a non-degenerate symmetric
bilinear form B on V . We view B as the complexification of a Euclidean
structure on V0

∼= Rd. When needed, {y1, . . . , yd} ⊂ V and {x1, . . . , xd} ⊂
V ∗ will denote real orthonormal and dual bases, so that δj,k = 〈xj , yk〉 =
B(yj, yk) for j, k ∈ {1, . . . , d}, where 〈−,−〉 : V ∗ × V → C denotes the
natural bilinear pairing.

Let O(d) := O(V,B) denote the orthogonal group of the pair (V,B) and
SO(V,B) denote its identity component. We consider a finite real reflection
groupW ⊂ O(d). Let R ⊂ V ∗ denote the root system ofW and fix a positive
system R+ ⊂ R, and a compatible choice of simple roots ∆. Let c : R+ → C

be a W -invariant parameter function and denote c(α) = cα where cwα = cα
for all w ∈ W and α ∈ R.

For a root α ∈ R, denote by sα ∈ W the reflection in the hyperplane
perpendicular to α, and by α∨ ∈ V the coroot such that 〈α∨, α〉 = 2. Fix
t ∈ C×.

Definition 2.3. Define Ht,c := Ht,c(V,W ) to be the quotient of T (V ⊕V ∗)⋊
W by the following relations for y, v ∈ V and x, u ∈ V ∗:

[x, u] = 0 = [y, v], [y, x] = t〈y, x〉 −
∑

α>0

〈y, α〉〈α∨, x〉c(α)sα. (1)
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Remark 2.4. When c = 0 and t = 1, we have that H1,0 = W⋊W , where W
is the Weyl algebra of polynomial coefficient differential operators associated
with V ⊕ V ∗. Note that for a general t ∈ C×, we have Ht,0

∼= W ⋊W . We
shall refer to the c = 0 as the classical or undeformed case.

2.2 Clifford algebras

We consider the Clifford algebra C := C(V,B) with canonical map γ : V →
C. Let ej := γ(yj) for j ∈ {1, . . . , d}, then C is generated by {e1, . . . , ed}
satisfying

{ej , ek} = 2B(yj, yk) = 2δjk . (2)

The Clifford algebra is naturally Z2-graded with γ(V ) having degree 1. We
shall denote by HCt,c the tensor product Ht,c ⊗ C.

For a subset A ⊂ {1, . . . , d}, with elements A = {i1, i2, . . . , ik} such that
1 ≤ i1 < i2 < · · · < ik ≤ d, we denote eA = ei1ei2 · · · eik . Let e∅ = 1, then a
basis for C as a vector space is given by {eA | A ⊂ {1, . . . , d}}.

We denote the chirality operator or pseudo-scalar of the Clifford algebra
as

Γ := id(d−1)/2e1 · · · ed ∈ C; (3)

it satisfies Γ2 = 1.
In the Clifford algebra, there is a realisation of the group Pin := Pin(V,B),

which is a double covering of the orthogonal group p : Pin → O(d). A double
cover of the group W is defined as W̃ = p−1(W ).

For a reflection s ∈ W let s̃ denote a preimage in W̃ , so p(s̃) = s. Let
θ be the nontrivial preimage of 1 in W̃ . The element θ is central in W̃ and
has order two: θ2 = 1. The group W has presentations

W = 〈sα, α ∈ R | s2α = 1, sαsβsα = sγ , γ = sα(β)〉,
W = 〈sα, α ∈ ∆ | (sαsβ)mα,β = 1〉.

While the double cover has presentations

W̃ = 〈θ, s̃α, α ∈ R | s̃2α = 1 = θ2, s̃αs̃β s̃α = θs̃γ , γ = sα(β), θ central〉, (4)

W̃ = 〈θ, s̃α, α ∈ ∆ | (s̃αs̃β)mα,β = (θ)mα,β−1, θ central〉. (5)

The group algebra CW̃ splits into two subalgebras

CW̃ =
1

2
(1 + θ)CW̃ ⊕ 1

2
(1− θ)CW̃ . (6)

we shall denote the algebras 1
2(1±θ)CW̃ by, respectively CW̃±. The algebra

CW+ is isomorphic to CW . We define a diagonal map ρ from W̃ to HCt,c =
Ht,c ⊗ C:

ρ : W̃ → Ht,c ⊗ C : w̃ 7→ p(w̃)⊗ w̃ (7)

which is extended linearly to a homomorphism on the group algebra CW̃ .
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Proposition 2.5. The image ρ(CW̃ ) is isomorphic to CW̃−.

Proof. Using the first isomorphism theorem it is sufficient to prove that the
kernel of ρ is 1

2(1+ θ)CW+. Note that ρ(θ) = 1⊗−1, therefore ρ(1+ θ) = 0

and hence CW̃+ is in the kernel. Furthermore, the image of ρ contains the
vectors w⊗p−1(w), choosing a single element in p−1(w) for each w, one finds
this space has |W | linearly independent vectors. Therefore, the dimension
of ρ(CW̃ ) is equal to the dimension of CW̃− and hence the full kernel is
CW̃+.

The tensor product Ht,c⊗C is Z2-graded, inheriting the Z2-grading from
C.

2.3 The realisation of osp(1|2)
In the undeformed case, the invariants for the action of O(d) in the Weyl-
Clifford algebra W⊗C are generated by the scalar products (the symmetric
tensor corresponding to the bilinear form B, for a copy of S2(V ∗) in WC),
see [30, Theorem 2.1 pg. 390] or [8, Theorem 4.19]. These elements form a
realisation of the Lie superalgebra osp(1|2) in W ⊗C, and this realisation is
preserved in the deformation H ⊗ C. In terms of the B-orthonormal bases
for V and V ∗, we can write these as

F+ =
1√
2t

d
∑

p=1

xpep, F− =
1√
2t

d
∑

p=1

ypep,

E+ =
1

2t

d
∑

p=1

x2p, E− = − 1

2t

d
∑

p=1

y2p,

H =
1

t

d
∑

p=1

(

xpyp +
td

2
−Ωc

)

,

(8)

where the element Ωc :=
∑

α>0 c(α)sα is central in CW . These elements
satisfy the relations

JF+, F−K = H, JH,F±K = ±F±, JF±, F±K = ±2E±,

JE+, E−K = H, JH,E±K = ±2E±, JF±, E∓K = F∓.
(9)

The following elements in U(osp(1|2)) will play an important role in this
manuscript.

Definition 2.6. The osp(1|2) Scasimir operator is given by

S = (F−F+ − F+F− − 1/2) ∈ U(osp(1|2)), (10)

while the osp(1|2) Casimir operator is given by

Ωosp = H2 + 2(E+E− + E−E+)− (F+F− − F−F+) ∈ U(osp(1|2)). (11)
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The Scasimir S is in the anti-centre of U(osp(1|2)) and the quadratic
Casimir element Ωosp is in the graded centre of U(osp(1|2)). These two
elements are related in the following well known way.

Proposition 2.7. The Scasimir S squares to Ωosp +
1
4 .

Proof. The above proposition is stated in [22, Example 2, p. 9] with a
different normalisation.

Remark 2.8. Note that Ωsl(2) = H2 + 2(E+E− + E−E+) is the quadratic
Casimir element of the even subalgebra sl(2) spanned by H,E+, E−.

3 Centraliser algebra of osp(1|2)
Definition 3.1. The Z2-graded algebra Ot,c := Ot,c(V,W ) is the graded
centraliser of osp(1|2), given by (8) inside Ht,c ⊗ C:

Ot,c(V,W ) := { a ∈ H⊗ C | Ja, bK = 0 for all b ∈ osp(1|2) }.

The elements of Ot,c were described in [29]. We have that ρ(CW̃ ) ⊂ Ot,c.
Moreover, there is an isomorphism as W -modules (O(d)-modules when c =
0) from

∧

(V ) to a subspace of Ot,c, which sends yi1 ∧yi2 ∧· · ·∧yik ∈ ∧k(V ),
where A = {i1, i2, . . . , ik} ⊂ {1, . . . , d}, to

OA = Oi1i2···ik =

( |A| − 1

2
t+

∑

a∈A

σ̃aea +
∑

{a,b}⊂A

Mabeab

)

eA ∈ Ot,c, (12)

where Mij = xiyj − xjyi and the elements σ̃j are defined as

σ̃j :=
1

2

∑

α>0

〈yj, α〉 c(α) sα γ(α∨
s ) ∈ ρ(CW̃ ). (13)

Note that yj ∈
∧1(V ) is sent to Oj = σ̃j , and that an element of the form

Ou1···un for u1, . . . , un ∈ V is skew-symmetric multilinear in its indices.

Remark 3.2. The notation σ̃j is used instead of Oj to emphasize that they
are elements of ρ(CW̃ ), and also to more easily distinguish their occurrence
in the algebra relations, section 3.1.

Remark 3.3. When A = {1, . . . , d} in (12), the element O1···d and the
Scasimir S can be related by Γ (see [15, Section 3.1, page 1922] or [29]),

S Γ =
id(d−1)/2

t
O1···d. (14)

Furthermore, the square of the Scasimir can be written as (see [29]),

S2 = Ωosp+
1

4
=

(d− 1)(d− 2)

8
− (d− 2)

t2

d
∑

j=1

(σ̃j)
2− 1

t2

∑

1≤j<k≤d

(Ojk)
2. (15)
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When c = 0, the right-hand side is the quadratic Casimir of so(d) (see Re-
mark 3.4, below). Its eigenvalues give the total angular momentum quantum
numbers.

As a Z2-graded algebra, Ot,c is generated by (see [29])

• ρ(W̃ ), which has its usual Z2-degree,

• the even elements

Oij = Mij + teiej/2 + σ̃iej − σ̃jei, (16)

• and the odd elements

Oijk = Mijek−Mikej+Mjkei+teiejek+σ̃iejek−σ̃jeiek+σ̃keiej. (17)

In particular, we have [29]

Oklmn = 6A(OklOmn)− 8A(Oklmσ̃n)

= {Okl, Omn} − {Okm, Oln}+ {Okn, Oln}
− 2(Oklmσ̃n −Oklnσ̃m +Okmnσ̃l −Olmnσ̃k)

Ojklmn = 4A(OjklOmn) + 48A(Ojklσ̃mσ̃n)− 36A(OjkOlmσ̃n)

where A denotes the antisymmetriser or antisymmetrizing operator, which
has the following action on a multilinear expression with n indices

A(fu1u2···un) =
1

n!

∑

s∈Sn

sgn(s)fus(1)
· · · γus(n)

. (18)

3.1 Relations

In the algebra Ot,c, we have the following relations. These relations dif-
fer slightly from [29] inasmuch as we define the Cherednik algebra with a
parameter t 6= 0, here. For ρ(w̃) ∈ CW̃−,

ρ(w̃)Ou1···un = (−1)|w̃|nOp(w̃)·u1···p(w̃)·un
ρ(w̃). (19)

For i, j, k, l,m, n distinct elements of the set {1, . . . , d}, using the non-graded
commutator [A,B] = AB − BA and anticommutator {A,B} = AB + BA,
we have the relations

[Oij , σ̃k]− [Oik, σ̃j ] + [Ojk, σ̃i] = 0, (20)

{Oijk, σ̃l} − {Oijl, σ̃k}+ {Oikl, σ̃j} − {Ojkl, σ̃i} = 0, (21)

[Oij , Oki] = tOjk + [σ̃i, σ̃j ] + {Oijk, σ̃i}, (22)

[Oij , Okl] = {σ̃i, Ojkl} − {σ̃j , Oikl}, (23)
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[Ojk, Olmn] = [σ̃j , Oklmn]− [σ̃k, Ojlmn], (24)

[Ojk, Ojlm] = −tOklm − {σ̃k, Olm} − [σ̃j , Ojklm], (25)

[Ojk, Ojkl] = −{σ̃j , Ojl} − {σ̃k, Okl}, (26)

{Oijk, Oijk} = 2
(

σ̃2
i + σ̃2

j + σ̃2
k +O2

ij +O2
ik +O2

jk

)

− t2

2
, (27)

{Oijk, Oijl} = {σ̃k, σ̃l}+ {Oik, Oil}+ {Ojk, Ojl}, (28)

{Oijk, Oimn} = tOjkmn + {Ojk, Omn}+ {σ̃i, Oijkmn}, (29)

{Oijk, Olmn} = {σ̃i, Ojklmn} − {σ̃j , Oiklmn}+ {σ̃k, Oijlmn}. (30)

Remark 3.4. When c = 0, the commutation relations (22) and (23) show
that the linear span of the 2-index symmetries Oij forms a realisation of the
Lie algebra so(d).

4 Centre of Ot,c

In order to determine the graded center of Ot,c, we shall first look at the
classical graded center, that is, when c = 0. For c = 0, Ot,0 is realised inside
HCt,0 = (W ⋊W )⊗ C.

As a Z2-graded algebra, the Weyl-Clifford algebra W ⊗ C is generated
by V = V0̄ ⊕ V1̄ where V0̄ = V ⊕ V ∗ and V1̄ = V . As an O(V,B)-module,
W ⊗ C is isomorphic to the supersymmetric algebra S(V) = S(V0̄)⊗

∧

(V1̄),
via the quantisation maps (see [8, Proposition 5.4]).

Lemma 4.1. The algebra of invariants (W ⊗ C)O(V,B) is generated by the
realisation of osp(1|2) given by (8). The algebra of invariants (W⊗C)SO(V,B)

is generated by osp(1|2) and the Clifford algebra pseudo-scalar Γ ∈ C given
by (3).

Proof. By [8, Theorem 4.19], the invariants for O(V,B) in S(V) are gener-
ated by the quadratic invariants (the symmetric tensor corresponding to the
bilinear form B, for a copy of S2(V ∗) in S2(V)). In W ⊗C, these can all be
written in terms of the realisation of osp(1|2) given in (8), and the constants.

By [30, Theorem 2.1 pg. 390], the invariants for SO(V,B) are generated
by the scalar products (the quadratic invariants) and the determinants (the
alternating tensor corresponding to the map det, for a copy of

∧d(V ∗) in
∧d(V)). In W ⊗ C, the determinant tensors can all be written as products
of quadratic invariants and the pseudo-scalar Γ (which is the determinant
tensor for the copy of

∧d(V ∗) inside
∧d(V ∗) ∼= C).

Proposition 4.2. When c = 0, the graded center of Ot,0 in HCt,0 is the
univariate polynomial ring in S, where S is the Casimir Ωosp of osp(1|2)
when (−1)V /∈ W , and S = S(−1)V with S the Scasimir of osp(1|2) when
(−1)V ∈ W .
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Proof. For c = 0, the linear span o := 〈Oij | 1 ≤ i, j ≤ d〉 of the 2-index
symmetries Oij forms a realisation of so(d) inside (W⋊W )⊗C, as was noted
in Remark 3.4. For the subalgebra W⊗C ⊂ (W⋊W )⊗C, by exponentiation,
we have CentW⊗C(o) = (W ⊗ C)SO(V,B) which is generated by osp(1|2) and
Γ, as given by Lemma 4.1. From the action of W on o, it follows that
Cent(W⋊W )⊗C(o) is generated by osp(1|2), Γ and W ∩ {1, (−1)V }.

Now, osp(1|2), and W ∩ {1, (−1)V } supercommute with the elements
Oijk ∈ Ot,0 and ρ(W̃ ). However, Γ is in the anti-center, and not the graded
center of the Weyl-Clifford algebra. Hence, Γ does not supercommute with
elements that have odd Z2-grading, such as Oijk ∈ Ot,0. Since Γ2 = 1, it
follows that Cent(W⋊W )⊗C(Ot,0) is generated by osp(1|2) andW∩{1, (−1)V }.

The claim now follows from intersecting Cent(W⋊W )⊗C(Ot,0) with Ot,0:
if w0 = (−1)V , then S(−1)V = S Γ ρ(w̃0) ∈ Ot,0, by (14).

In order to determine the graded centre of the Ot,c when c 6= 0, it is
convenient to introduce a formal central parameter q and define the Weyl
and the rational Cherednik algebras as algebras over the polynomial ring
C[q,q−1]. We will proceed in a similar fashion as in [11]. To that end,
we define the generic Weyl algebra Wq as the unital associative algebra
over C generated by q,q−1, x ∈ V ∗ and y ∈ V subject to the relations
[qn, x] = 0 = [qn, y] = [x, x′] = [y, y′] for all n ∈ Z and

[y, x] = q2〈y, x〉 (31)

for all x, x′ ∈ V ∗ and y, y′ ∈ V . In the next proposition, we will use the
multiindex notation xα = xa11 · · · xadd for any α = (a1, · · · , ad) ∈ Nd.

Proposition 4.3. The set {qnxαyβ | n ∈ Z, α, β ∈ Nd} forms a C-linear
basis of Wq. Furthermore, if we define, for each m ∈ Z

Wm
q

:= spanC{qnxαyβ | n+ |α|+ |β| = m},

then the generic Weyl algebra Wq = ⊕m∈ZWm
q

is a Z-graded C-algebra.

Proof. The claim about the linear basis is immediate from the well-known
linear isomorphism between the Weyl algebra and the symmetric algebra on
V ⊕ V ∗. The description of the grading amounts to declaring q, S1(V ⊕V ∗)
to be of degree 1 and q−1 to be of degree −1. The result follows by observing
that the defining relation (31) is a graded relation in Wq.

Similarly, we define the generic rational Cherednik algebra Hq,c(V,W ) by
introducing the central parameter q and requiring that the defining relation
satisfy

[y, x] = q2〈y, x〉 −
∑

α>0

〈y, α〉〈α∨, x〉c(α)sα (32)

for all x ∈ V ∗, y ∈ V . Note that the non-generic Cherednik algebra of
Definition 2.3 can be obtained from the generic Cherednik algebra by sending

10



q2 to t. By means of the well-known PBW linear basis of Ht,c(V,W ), it is
straightforward to check that monomials of the type qnxαyβw, with n ∈
Z, α, β multi-indices and w ∈ W form a linear basis of the generic rational
Cherednik algebra. This C-linear basis is independent of the choice of the
parameter function c, and note that when c = 0, we get Hq,0(V,W ) =
Wq ⋊W . Now define a filtration F (m) on Hq,c(V,W ) in the following way.
We declare q, S1(V + V ∗) to be of degree 1, w ∈ W to be of degree 0 and
q−1 to be of degree −1. Let

F (m) = spanC

{

qnxαyβw | n+ |α|+ |β| ≤ m
}

. (33)

Proposition 4.4. Given any ξ ∈ F (m), η ∈ F (n) we have that

[ξ, η] ≡ [ξ, η]0

modulo F (m+n−1), where [ξ, η]0 denotes the commutator product in the alge-
bra Hq,0(V,W ) = Wq ⋊W at c = 0.

Proof. It suffices to prove the result when ξ is a monomial in Sm(V + V ∗),
since [qnξw, η] = qn(ξ[w, η] + [ξ, η]w) and [w, η] = [w, η]0, for all w ∈ W .
Let p ∈ S(V ∗) and q ∈ S(V ). For any y ∈ V, x ∈ V ∗, it is known that (see
[23] and [10, Propositions 2.5, 2.6])

[y, p] = q2∂y(p)−
∑

α>0

c(α)〈α, y〉p − sα(p)

α
sα

[q, x] = q2∂x(q)−
∑

α>0

c(α)〈x, α∨〉q − sα(q)

α∨
sα.

Hence, the claim holds when ξ ∈ S1(V +V ∗). Now, given any ν ∈ S1(V +V ∗)
and ξ ∈ Sm(V + V ∗), from [νξ, η] = ν[ξ, η] + ξ[ν, η], the result is proved by
induction on the monomial degree.

Corollary 4.5. Let Gr(Hq,c(V,W )) be the associated graded algebra with
respect to the filtration defined in (33). Then, as Z-graded C-algebras, we
have Gr(Hq,c(V,W )) ∼= Hq,0(V,W ) = Wq ⋊W .

Now let HCq,c = Hq,c(V,W ) ⊗ C. We define a filtration G(m) on HCq,c
similar to the filtration F (m) of (33), but requiring that the Clifford elements
are of degree 0.

Corollary 4.6. When c = 0, the algebra HCq,0 = (Wq ⋊ W ) ⊗ C is a Z-
graded C-algebra. For any c, with respect to the filtration G(m), the associated
graded object Gr(HCq,c) is isomorphic to HCq,0 as Z-graded C-algebras.

11



Proof. The set

{qnxαyβw ⊗ eA | n ∈ Z, w ∈ W,A ⊂ {1, . . . , d}, α, β multiindices}

is a C-linear basis of HCq,c, for all c. Furthermore, the product of two such
monomials µ1 = qn1xα1yβ1w1 ⊗ eA1 and µ2 = qn2xα2yβ2w2 ⊗ eA2 can be
written as

µ1µ2 = qn1+n2xα1(w1(x
α2)yβ1 + [yβ1 , w1(x

α2)])yβ1w1(y
β2)w1w2 ⊗ eA1eA2 .

The filtration degree of such expression depends on the commutator in
Hq,c(V,W ), so our claims follow from Proposition 4.3 and Corollary 4.5.

Next, let g ⊂ Ht,c(V,W ) ⊗ C denote the realisation of the osp(1|2) Lie
superalgebra of (8) and let g0 and g1 denote the even and odd parts of g.
Denote by At,c = CentHt,c

(g0̄).
Slightly abusing the notation, we still denote by g the 5-dimensional

vector subspace of HCq,c spanned by elements in (8) defined by substituting
q =

√
t. Note that when c = 0, g is a Lie superalgebra concentrated in

degree 0 inside HCq,c and we still denote by g0 and g1 to the even and odd
parts (but we remark that the Z2-grading of g is not compatible with the
Z-grading of HCq,c).

Let Aq,c = CentHq,c
(g0) and Oq,c = CentHCq,c(g). It is straight forward

to check that CentHCq,c(g0̄) = Aq,c ⊗ C and that the following assertions
hold true (the equivalent proofs in [29] generalise to include q in a straight
forward way):

• CentHCq,c(g) = P (Aq,c ⊗ C), where P = Id − ad(F−) ad(F+) is the
projection operator P : CentHCq,c(g0) → CentHCq,c(g),

• ρ(W̃ ) and the elements OA = −q
2

2 P (eA), with A ⊆ {1, . . . , d}, gener-
ate Oq,c as an associative algebra over C[q,q−1].

Proposition 4.7. When Oq,c is equipped with the filtration induced by the
filtration G(m) on HCq,c as in Corollary 4.6, we have Gr(Oq,c) ∼= Oq,0 is an
isomorphism of Z-graded C-algebras.

Proof. We note that for any A ⊂ {1, . . . , d} we have

−q2

2
P (eA) = OA

=





∑

{a,b}⊂A

Mabeab +
∑

a∈A

σ̃aea +
q2(|A| − 1)

2



 eA

≡





∑

{a,b}⊂A

Mabeab +
q2(|A| − 1)

2



 eA
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modulo G(1). The algebras Oq,c and Oq,0 are in HCq,c and HCq,0, respectively,
and from Corollary 4.6, we have Gr(HCq,c) ∼= HCq,0. Therefore, Gr(Oq,c) is a
subalgebra of HCq,0. The equation above shows that the subalgebras Gr(Oq,c)
and Oq,0 of HCq,0 coincide, from which we conclude (4).

Theorem 4.8. The graded centre of Ot,c is the polynomial ring C[S], where
S = Ωosp if w0 6= (−1)V and S = Sw0 if w0 = (−1)V .

Proof. From Proposition 4.2 the centre Zgr(Ot,0) is generated by S. We
argue inclusion in both directions to show Zgr(Ot,c) ∼= Zgr(Ot,0). Any poly-
nomial in S is central in Ot,c and powers of S are linearly independent. Thus,
there is an injective map from Zgr(Ot,0) to Zgr(Ot,c).

Any element in the centre Zgr(Oq,c) must be such that [z, a] = 0 for all
a ∈ Ot,c. Using Proposition 4.4, [z, a]0 = 0 for all a ∈ Ot,0. Hence, z is in
the centre of the associated graded algebra. Because Gr(Oq,c) is isomorphic
to Oq,0, the centre ZgrGr(Oq,c) is isomorphic to Zgr(Oq,0). Therefore, we
have the inclusion Z(Oq,c) ⊂ Zgr(Oq,0). Specialising q to

√
t proves that

Zgr(Ot,c) ⊂ Z(Ot,0).

Corollary 4.9. The projection map P = Id − ad(F−) ad(F+) is a vector
space isomorphism between Z(At,c) and Zgr(Ot,c).

Proof. Recall that w0 denotes the longest element of W . In [5, 20] (see also
[21, Remark 3.3]) it was proved that Z(At,c) is the univariate polynomial ring
R[Ωsl(2)], where R = C if (−1)V is not in W and R = C[w0] if w0 = (−1)V
is in W . One computes

P (S) = (−2)(Ωosp +
1
4), (34)

so that using Ωsl(2) = Ωosp − S − 1
2 , one obtains

P (Ωsl(2)) = 3Ωosp. (35)

Furthermore, when w0 = (−1)V

P (w0) = (−2)Sw0. (36)

So from Theorem 4.8, in any case, the generators of Z(At,c) are sent to
generators of Zgr(Ot,c). However, the projection operator is not an algebra
homorphism, when restricted to Z(At,c). Notwithstanding, we claim that,
for all m ∈ Z≥1, there exists am 6= 0 and a polynomial qm−1 ∈ C[Ωosp] of
degree strictly smaller than m such that P (Ωm

sl(2)) = amΩm
osp+ qm−1. Indeed,

the base case m = 1 is (35) with a1 = 3. Assuming it holds true for m, note
that

Ωm+1
sl(2) = (Ωosp − S − 1

2)Ω
m
sl(2) = ΩospΩ

m
sl(2) − SΩm

sl(2) − 1
2Ω

m
sl(2). (37)
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The important property we shall use is that that P (ST ) = P (S)T , whenever
T is already an element of Ot,c. Now, since S + 1

2 commutes with Ωosp, we
can use the binomial formula to expand Ωm

sl(2) = (Ωosp − (S + 1
2 ))

m. Using

(34), we get
P (SΩm

sl(2)) = (−2)Ωm+1
osp + pm, (38)

where pm is a polynomial on Ωosp of degree at most m. Using (37), (38) and
the inductive hypothesis, we get

P (Ωm+1
sl(2) ) = am+1Ω

m+1
osp + qm

with am+1 = am + 2, proving our claim. We thus conclude that P maps
C[Ωsl(2)] isomorphically into C[Ωosp] ⊆ Zgr(Ot,c), as a linear map. This
settles the proof in the case when (−1)V is not in W .

Now suppose that w0 = (−1)V . The above argument shows that P
induces a linear isomorphism C[Ωsl(2)] ∼= C[S2]. To conclude our proof, we
need to show that P maps Ωm

sl(2)w0 to amS2m+1 + qm, with am 6= 0 and qm

a polynomial on S = Sw0 of degree1 at most 2m. We use, once again, the
binomial formula to expand Ωm

sl(2)w0 = (Ωosp − (S + 1
2))

mw0 = Ωm
ospw0 + pm,

where we can interpret pm as a polynomial on Ωosp,S and w0. Noting that
Ωosp,S = Sw0 ∈ Ot,c, we apply P to (Ωm

sl(2)w0). From Ωm
osp = S2m+rm (with

rm ∈ C[S] of degree less than 2m) and (36), the result follows.

5 Analogue of the Vogan morphism

The rational Cherednik algebra Ht,c is endowed with an anti-involution ∗
defined as follows.

w∗ = w−1, x∗i = yi, y∗i = xi, (39)

for all w ∈ W , with {y1, . . . yd} and {x1, . . . , xd} any fixed pair of dual bases
for V and V ∗. We define an anti-involution on C, γ∗ = (−1)|γ|γt. Here, if
γ = η1 · · · ηp then γt = ηp · · · η1. We extend these anti-involutions to Ht,c⊗C
by defining • : Ht,c⊗C → Ht,c⊗C where • = ∗⊗∗. The algebra Ot,c inherits
the anti-involution • from Ht,c ⊗ C.

Definition 5.1. We define the element IΓ by

IΓ = ΓS ∈ Ot,c.

Remark 5.2. In the classical case c = 0 and trivial W , the eigenvalues of
the element IΓ acting on the appropriate polynomial-spinor space is a square
root of the total angular momentum quantum number.

1We can conclude that qm is an odd polynomial on S, but this is not essential in this

proof.
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Remark 5.3. In [29], a projection operator P (which we use in Propo-
sition 4.7) is defined from the centraliser of sl2 to Ot,c. We have that
IΓ = −P (Γ)/2, the projection of the chirality (or pseudo-scalar) element (3).
For this reason we shall refer to IΓ as the projected chirality operator.

Because the projection P takes CentHCt,c(g0) toOt,c and Γ is in C ⊂ CentHCt,c(g0),
the projected chirality operator IΓ is in Ot,c.

Proposition 5.4. The element IΓ is self adjoint, that is

IΓ • = IΓ.

Proof. Note that Γ• = Γ∗ = Γ. Furthermore (F±)• = −F∓. Hence,

S• =

(

F−F+ − F+F− − 1

2

)•

=

(

(F+)•(F−)• − (F−)•(F+)• − 1

2

)

= S.

The projected chirality operator is a product of two commuting self adjoint
operators and therefore, is self adjoint.

Proposition 5.5. In Ot,c, the element IΓ is a square root of the Casimir
Ωosp,

(IΓ )2 = Ωosp +
1

4
.

Proof. The square of IΓ is equal to the square of S. The proposition follows
from Proposition 2.7 which is the equivalent statement for the Scasimir S
element of osp(1|2).

We define a function ǫ : CW̃− → {±1} such that, for every homogeneous
ρ(w̃) ∈ CW̃−,

IΓρ(w̃) = ǫ(ρ(w̃))ρ(w̃)IΓ.

If the dimension d of V is odd then ǫ(ρ(w̃)) = 1 for all ρ(w̃) ∈ CW̃−. Al-
ternatively, if d is even then ǫ(ρ(w̃)) = (−1)|ρ(w̃)| for ρ(w̃) ∈ CW̃−, where
|ρ(w̃)| is the Z2-grading of ρ(w̃).

Definition 5.6. We define the ǫ-centre of CW̃− to be:

Zǫ(CW̃−) = {a ∈ CW̃− : ab = ǫ(b)ba, for all b ∈ CW̃−}.

Furthermore, we say an element is ǫ-central if it is contained in the ǫ-centre.

Since ǫ is valued in {−1, 1} then if two elements ω, ν are ǫ-central then their
product ων is central (in the ungraded sense). Furthermore if both ω, ν have
the same Z2-degree, then ων is even and also central, in the graded sense.

Definition 5.7. A homogenous element ω ∈ CW̃− is called admissible if
ω is ǫ-central and ω• = ω. We will denote by A = A(CW̃−) the set of
admissible elements. For any admissible ω ∈ A, define

IΓω := IΓ + ρ(ω) ∈ Ot,c. (40)
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Lemma 5.8. The square of IΓω can we written as;

(IΓω)
2 = Ωosp + ρ(ω)2 + (1 + ǫ(ρ(ω)))ρ(ω)IΓ +

1

4
.

Proof. The following calculation uses Proposition 5.5 to calculate the square
of IΓω.

(IΓω)
2 = (IΓ + ρ(ω))2

= (IΓ )2 + ρ(ω)2 + IΓρ(ω) + ρ(ω)IΓ

= (IΓ )2 + ρ(ω)2 + ǫ(ρ(ω))ρ(ω)IΓ + ρ(ω)IΓ

= Ωosp +
1

4
+ ρ(ω)2 + (ǫ(ρ(ω)) + 1)ρ(ω)IΓ,

(41)

finishing the proof.

Remark 5.9. In the equation for IΓ 2
ω above the element Ωosp is central in

Ot,c and ρ(ω)2 is central in CW̃−.

We now prove an analogue of Vogan’s conjecture for the algebra Ot,c.
Thus, for every choice of ω we can relate the centre of Ot,c with the centre
of the algebra Zug(CW̃−). This will allow us, once we have constructed the
IΓω-cohomology (Definition 5.14), to relate the action of the centre of the
these algebras on Ot,c-modules if the cohomology is non-zero.

Theorem 5.10. Given an admissible ω ∈ CW̃−, there is an algebra homo-
morphism

ζω : Zgr(Ot,c) → Zug(CW̃−)

such that, for all z ∈ Z(Ot,c) there exists a ∈ Ot,c satisfying

z = ζω(z) + IΓωa+ aIΓω. (42)

Proof. The proof here employs identical ideas to the proof in [5, Theorem
5.4]. By Theorem 4.8 the centre of Ot,c is polynomial in the element

S =

{

Ωosp if w0 6= (−1)V ,

IΓρ(w̃0) if w0 = (−1)V .

Furthermore, we have shown that

Ωosp = (IΓω)
2 + ρ(ω)2 − 1

4
− IΓωρ(ω)− ρ(ω)IΓω

= IΓω(
1

2
IΓω − ρ(ω)) + (

1

2
IΓω − ρ(ω))IΓω + ρ(ω)2 − 1

4
.

We split the proof, depending on w0. If w0 6= (−1)V , we conclude that if
ζω exists it must be such that ζω(Ωosp) = ρ(ω)2 − 1

4 . We define an algebra

homomorphism ζω : Zgr(Ot,c) → Zug(CW̃−) by ζω(Ω
k
osp) = (ρ(ω)2 − 1

4)
k and
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extend linearly. We will prove that ζω satisfies condition (42). Since this
condition is linear and Ωk

osp is a basis for Zgr(Ot,c), we are left to prove that
there exists an ak ∈ Ot,c such that

Ωk
osp = IΓωak + akIΓω +

(

ρ(ω)2 − 1

4

)k

.

We prove this by induction, let ak−1 be such that Ωk−1
osp = IΓωak−1+ak−1IΓω+

(ρ(ω)2− 1
4)

k−1. Let us multiply by the equality Ωosp = IΓωa1+a1IΓω+ρ(ω)2−
1
4 . We now have that Ωk

osp is equal to:

(

IΓωak−1 + ak−1IΓω + (ρ(ω)2 − 1
4 )

k−1
)

(

IΓωa1 + a1IΓω + ρ(ω)2 − 1

4

)

so that

Ωk
osp = IΓωak + akIΓω + (ρ(ω)2 − 1

4
)k

where ak = ak−1(ρ(ω)
2 − 1

4) + a1(ρ(ω)
2 − 1

4)
k−1 + 2ak−1IΓωa1 + ak−1(1 −

ǫ(ρ(ω)))ρ(ω)IΓω . We have proved that, if w0 6= (−1)V then ζω satisfies
condition (42).

If w0 = (−1)V , then the generator of Zgr(Ot,c) is equal to IΓρ(w̃0). Using
the definition (5.7) of IΓω we have the equality

S = IΓρ(w̃0) = −ρ(ω)ρ(w̃0) + IΓωρ(w̃0).

Here −ρ(ω)ρ(w̃0) ∈ Zug(W̃−). We conclude that if ζω exists it would be
such that ζω(IΓρ(w̃0)) = −ρ(ω)ρ(w̃0) ∈ Zug(CW̃−). To check that ζω can
be extended to a homomorphism with property (42) is identical to the part
above when w0 was not equal to (−1)V and we omit the details.

5.1 Unitary structures

In this section we define the notion of •-Hermitian, introduce IΓω-cohomology
and prove that, when non-zero, the IΓω-cohomology dictates that the central
character of a Ot,c-module (π,X) matches a character of any W̃ submodule
of the given cohomology.

Definition 5.11. Let (π,X) be an Ot,c-module. A sequilinear form (−,−)X
on X is called •-hermitian if

(π(η)x1, x2)X = (x1, π(η
•)x2)X for every x1, x2 ∈ X, η ∈ Ot,c.

Furthermore, (π,X) is called •-unitary if there exists a positive definite •-
Hermitian form on X.

Remark 5.12. If (π,X) is a module restricted from a •-Hermitian Ht,c⊗C-
module then (π,X) is also •-Hermitian.
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Proposition 5.13. If (π,X) is a •-Hermitian Ot,c-module, then the oper-
ators π(IΓ ) and π(IΓω), for admissible ω, are self-adjoint. Furthermore, if
(π,X) is •-unitary, then

(IΓ 2
ω(x), x)X ≥ 0

for all x ∈ X.

Proof. For x ∈ X, since (−,−)X is positive definite, (IΓω(x), IΓω(x))X ≥ 0.
Using that IΓω is self adjoint proves that (IΓ 2

ω(x), x)X ≥ 0.

Definition 5.14. Let (π,X) be an Ot,c-module and ω be an admissible ele-
ment in Zǫ(CW̃−). The IΓω-cohomology is defined by

H(X,ω) =
ker(πIΓω)

ker(πIΓω) ∩ im(πIΓω)
.

Proposition 5.15. The IΓω-cohomology of ω is a W̃ -module. Moreover, if
X is a •-unitary Ot,c-module, then H(X,ω) = ker(IΓω).

Proof. Since, the element IΓω ǫ-commutes with CW̃− the vector spaces
ker(πIΓω) and im(πIΓω) carry a W̃ -action. Hence H(X,ω) is a W̃ -module.
If X is •-Hermitian then the image and kernel of IΓω are orthogonal with
respect to (−,−)X and hence ker(πIΓω) ∩ im(πIΓω) = 0

Definition 5.16. Let ω be an admissible element and ζω : Zgr(Ot,c) →
Zug(CW̃ ) be the homomorphism of Theorem 5.10. For any irreducible W̃ -
representation τ̃ , define the homomorphism χτ̃ : Zgr(Ot,c) → C via

χτ̃ (z) =
1

dim τ̃
Tr(τ̃ (ζω(z))),

for any z in Zgr(Ot,c).

Theorem 5.17. Let ω be an admissible element, τ̃ be an irreducible CW̃−

representation and (π,X) be an Ot,c-module with central character χ. Sup-
pose that

HomW̃ (τ̃ , H(X,ω)) 6= 0.

Then, χ = χτ̃ .

The proof of this theorem, given Theorem 5.10, is identical to [5, Theorem
5.11] and [1, Theorem 4.5]. We refer the reader to [5] if they wish to see
details. We can conclude that if the IΓω cohomology of X is non-zero then
we are able to describe the central character χ using the W̃ module structure
of X.

6 Admissible elements

The final part of this paper compiles descriptions of admissible elements and
a criterion for non-zero IΓω-cohomology of •-unitary modules.
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6.1 The ǫ-centre of CW̃−

Before describing the admissible elements we start with a description of the
ǫ-centre Zǫ(CW̃−). We will break this section into two parts. Depending on
whether d is even or odd. Throughout we shall need to explore the notion of
conjugacy classes “splitting” in different contexts (see [33]), so we formalize
what we need below. It is worth noting that we consider d ∈ Z to be even
and odd as well as an independent notion of g̃ ∈ W̃ even or odd. Recall that
CW̃ and CW̃− are Z2 graded algebras. Homogenous elements g̃ in CW̃ and
CW̃− are even or odd when their grading is 0 (respectively 1 ∈ C2).

Definition 6.1. Given g ∈ W , we say that the conjugacy class C(g) of
g splits in W̃ if p−1(C(g)) consists of two conjugacy classes in W̃ . The
conjugacy class C(g) does not split when p−1(C(g)) is a single conjugacy
class. Furthermore, considering the subgroup W̃0 ⊆ W̃ , we say that the
conjugacy class C(g̃) of g̃ in W̃ splits in W̃0 if the conjugacy class breaks
into more conjugacy classes in the subgroup W̃0.

Recall that ǫ is uniformly 1 when d is odd.

Proposition 6.2. Let d be odd. Then, the ǫ-centre of CW̃− is equal to its
ungraded centre. Furthermore, Zǫ(CW̃−) is spanned by elements of the form

{1 − θ

2
Tg̃ =

∑

w̃∈W̃

ρ(w̃−1g̃w̃) ∈ CW̃− : g̃ ∈ W̃}.

Proof. The ungraded centre of the group algebra CW̃ is spanned by conju-
gacy class sums; elements of the form

Tg̃ =
∑

w̃∈W̃

w̃−1g̃w̃ ∈ CW̃

for all g̃ ∈ W̃ . The ungraded centre of CW̃ projects onto Zug(CW̃−) and
1−θ
2 Tg̃ is non-zero exactly when the elements in p−1(p(g̃)) = {g̃, θg̃} are in

different conjugacy classes of W̃ .

For the rest of this section, we assume d is even. Recall that we have
ǫ(w̃) = (−1)|w̃|. To study this case, we need to introduce a new subalgebra
of CW̃ .

Definition 6.3. Let us the define the θ-centre of CW̃ ,

Zθ(CW̃ ) = {a ∈ CW̃ |aw̃ = θ|w̃|w̃a for all w̃ ∈ W̃},

where |w̃| is the parity of w̃.
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Proposition 6.4. The θ-centre of CW̃ is spanned by elements of the form

T θ
g̃ =

∑

w̃∈W̃

θ|w̃|w̃−1gw̃ =
∑

w̃∈W̃0

w̃−1g̃w̃ + θ
∑

w̃∈W̃1

w̃−1g̃w̃

for all g̃ ∈ W̃ .

Proof. Given any g̃, then T θ
g̃ is in Zθ(CW̃ ). For any a ∈ Zθ(CW̃ ) that has

a non-zero coefficient of g̃, then there exists a non-zero scalar x such that
a− xT θ

g̃ is θ-central with no coefficient of g̃. Continuing the process shows

that a is in the space spanned by T θ
g̃ .

Theorem 6.5. When d is even then ǫ(w̃) = (−1)|w̃| and the ǫ-centre of
CW̃− is the projection of the θ-centre of CW̃ :

Zǫ(CW̃−) = ρ(Zθ(CW̃ )).

Proof. Recall from (6) that the algebra CW̃ comes equipped with the idem-
potents θ± := 1

2 (1 ± θ) and that the homomorphism ρ of (7) satisfies
ρ(θ) = 1 ⊗ −1. We will write here ρ(θ) = −1. Furthermore, let [−,−]θ
denote the product [a, b] = ab− θ|b|ba, defined for any Z2-homogeneous ele-
ments a, b ∈ CW̃ . Note that a ∈ Zθ(CW̃ ) if and only of [a, w̃]θ = 0 for all
w̃ ∈ W̃ . All that said, we shall show, by double inclusion, that

ρ(Zθ(CW̃ )) = Zǫ(ρ(CW̃ )).

Given a ∈ Zθ(CW̃ ), note that for any w̃ ∈ W̃

0 = ρ([a, w̃]θ) = ρ(a)ρ(w̃)− ρ(θ)|w̃|ρ(w̃)ρ(a) = ρ(a)ρ(w̃)− (−1)|w̃|ρ(w̃)ρ(a),

showing that ρ(a) is ǫ-central. Conversely, let ρ(a) ∈ Zǫ(ρ(CW̃ )). Note that
this implies that, for all w̃ ∈ W̃ , we have

0 = ρ(a)ρ(w̃)− (−1)|w̃|ρ(w̃)ρ(a) = ρ([a, w̃]θ) = ρ([θ−a, θ−w̃]θ),

since ρ(θ−) = 1. It follows that [θ−a, θ−w̃]θ is in θ+(CW̃ ), the kernel of ρ,
and hence, we must have [θ−a, θ−w̃]θ ∈ CW̃+ ∩CW̃− = {0}, for any w̃ ∈ W̃ .
Now choose any element a′ ∈ Zθ(CW̃ ) and define b = θ+a

′ + θ−a ∈ CW̃ .
Then, for any w̃ ∈ W̃ , we have

[b, w̃]θ = [θ+a
′ + θ−a, θ+w̃ + θ−w̃]θ

= [θ+a
′, θ+w̃]θ + [θ−a, θ−w̃]θ

= 0,

where we used θ+θ− = θ−θ+ = 0, [θ+a
′, θ+w̃]θ = θ+[a

′, w̃]θ = 0 (as a′ ∈
Zθ(CW̃ )) and also [θ−a, θ−w̃]θ = 0 (from the assumption we made). Hence,
b ∈ Zθ(CW̃ ) and ρ(b) = ρ(a) ∈ Zǫ(ρ(CW̃ )), finishing the proof.
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In particular (when d is even), the ǫ-centre of CW̃− is spanned by elements
of the form

T
(−1)
g̃ =

1− θ

2
T θ
g̃ = ρ(T θ

g̃ ) =
∑

w̃∈W̃

(−1)|w̃|ρ(w̃−1g̃w̃) ∈ CW̃−.

These elements are signed sums of conjugacy class elements and are homoge-
nous. We now describe precise conditions when these spanning elements are
nonzero.

Lemma 6.6. If g̃ is odd then T
(−1)
g̃ = 0.

Proof. If g̃ is taken to be odd then ρ(g̃)−1T
(−1)
g̃ ρ(g̃) = −T

(−1)
g̃ . Isolating the

ρ(g̃) coefficient in T
(−1)
g̃ shows that it must be zero and hence T

(−1)
g̃ is zero

for every odd element g̃.

Lemma 6.7. Suppose that g̃ ∈ W̃ is even, let C(g̃) = {w̃ ∈ W̃ : w̃ =

h̃−1g̃h̃, h̃ ∈ W̃}, then the element T
(−1)
g̃ is non zero if and only if the conju-

gacy class C(g̃) splits into two conjugacy classes in W̃0.

Proof. First assume that C(g̃) splits in W̃0 and let g = p(g̃). We divide
the proof of this implication depending on whether or not C(g) splits in
W̃ . First assume that C(g) does not split in W̃ but C(g̃) splits in W̃0, then
the conjugacy class of g̃ in W̃ is C(g̃) = C+(g̃) ∪ C−(g̃), where C±(g̃) are
conjugacy classes in W̃0 and C±(g̃) = θC∓(g̃). Then

T θ
g̃ =

∑

h̃∈C+(g̃)

h̃+ θ
∑

h̃∈C−(g̃)

h̃ = 2
∑

h̃∈C+(g̃)

h̃

and the projection T
(−1)
g̃ = 2

∑

h̃∈C+(g̃) ρ(h̃) is non-zero in Zǫ(CW̃−).

Now suppose that C(g) splits in W̃ into C(g̃) and C(θg̃) = θC(g̃), where
{g̃, θg̃} = p−1(g). Then, by the assumptions of the lemma each of these
conjugacy classes splits into two conjugacy classes C±(g̃) and C±(θg̃) in W̃0.
Then T θ

g̃ =
∑

h̃∈C+(g̃) h̃+ θ
∑

h̃∈C+(θg̃) h̃ and

T
(−1)
g̃ =

∑

h̃∈C+(g̃)

ρ(h̃)−
∑

h̃∈C+(θg̃)

ρ(h̃),

which is non-zero since ρ(C+(g̃)) and ρ(C+(θg̃)) are sums over linearly in-
dependent elements in CW̃−.

Suppose now, that C(g̃) in W̃ remains a conjugacy class in W̃0 then
T θ
g̃ =

∑

w̃∈W̃0
w̃−1g̃w̃ + θ

∑

w̃∈W̃1
w̃−1g̃w̃ and

T θ
g̃ = (1 + θ)

∑

w̃∈W̃0

w̃−1g̃w̃.

Hence T
(−1)
g̃ = 1−θ

2 T θ
g̃ = 0 because (1 + θ)(1− θ) = 0.
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6.2 The real subspace of admissible elements

We have now described the ǫ-centre of CW̃−. The following two propositions
(split into d even and d odd), describe the set A of admissible elements
(Definition 5.7). That is, the elements that are ǫ-central and self-adjoint.

Proposition 6.8. Let d be odd. In this case ǫ(w) = 1 for all w. Then
A = Zug

0
(RW̃−) + iZug

1
(RW̃−).

Proof. If d is odd then the set of admissible elements A is the intersection of
Zug(CW̃−) and the self adjoint elements in CW̃−. Fix a basis B = {∏ sα ⊗
α/|α| : w ∈ W,w =

∏

sα is a fixed word for w with α simple} of ρ(CW̃ ) ∼=
CW̃−. Note that B has size |W |. Since (α/|α|)• = −α/|α| and B = B0∪B1

consists of homogeneous elements then B•
0
= B0 and B•

1
= −B1. We can

conclude that (iB1)
• = iB1. Given that B0 ∪ iB1 is a •-invariant basis and,

for any admissible element, its odd and even part are admissible, then the
result follows.

The ungraded centre of the group algebra CW̃ is spanned by the conju-
gacy class sums. The algebra CW̃− is a quotient and a subalgebra of CW̃ .
The ungraded centre of CW̃− is exactly 1−θ

2 Zug(CW̃ ).

Lemma 6.9. The space Zǫ
1
(CW̃−) is zero.

Proof. The space Zgr
1 (CW̃ ) is the span of the elements T

(−1)
g̃ for odd g̃.

However, Lemma 6.6 shows that these elements are always zero.

Proposition 6.10. Let d be even and let A be the set of the admissible ele-
ments in CW̃−. In this case ǫ(w) = −1 for all odd w. Then A = Zǫ

0
(RW̃−).

Proof. The same mechanism as the proof of Lemma 6.8 apply here. Noting
that the ǫ-centre splits into homogenous parts; Zǫ(CW̃−) = Zanti

0
(CW̃−) ⊕

Zgr

1
(CW̃−). The Lemma follows from intersecting with the real subspace

of self adjoint elements and Lemma 6.9 which states that Zgr

1
(CW̃−) =

Zǫ
1
(CW̃−) = 0.

Theorem 6.11. Let d be odd. Let Ssplit be the a set of representatives of
conjugacy classes in W which split in W̃ . That is,

Ssplit = {Representatives of conjugacy classes}∩{g ∈ W : C(g) splits in W̃}

Then the admissible elements in CW̃− is equal to the real span of the linearly
independent set

{
√
−1

|g̃|1− θ

2
Tg̃ : g ∈ Ssplit}.
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Proof. By Lemma 6.8 the admissible elements are the real spans of the even
ungraded centre plus the imagine span of the odd ungraded centre. The
proof follows from the observation that the ungraded centre ZugCW̃− is
spanned by {1−θ

2 Tg̃ : g̃ ∈ Ssplit}.

When d is odd the real dimension of the admissible elements is equal to
the number of irreducible, genuine projective representation of W . That is,
the representations of W̃ , which do not factor through CW .

Theorem 6.12. Let d be even. Let Sǫ
split be the a set of representatives of

conjugacy classes in W̃ which split in W̃0. Then the admissible elements in
CW̃− has real basis

{T (−1)
g̃ : g̃ ∈ Sǫ

split}.
Proof. Similar to the proof of Theorem 6.11. In this setting the admissible
elements are the real spans of the even ǫ-central elements plus the imaginary
spans of the odd ǫ-central elements, of which there are none (by Lemma 6.9).
The even ǫ-central elements are spanned by

{T (−1)
g̃ : C(g̃) ⊂ W̃ splits into two conjugacy classes in W̃0}.

The Theorem follows.

For n ∈ Z, we state a couple of theorems describing when conjugacy
classes of the symmetric group Sn split when considered in S̃n and Ãn. We
then draw a corollary (6.16) from Theorems 6.11 and 6.12 describing the
admissible elements in CW̃−, for W = Sn acting on any vector space V ∼= Cd.
Note that the W -module V need not be irreducible or essential.

Theorem 6.13. [32, p. 1721] The conjugacy classes of Sn which split into
two conjugacy classes of S̃n are precisely those with all cycles of odd length
or those that are odd and have distinct cycles .

Theorem 6.14. [32] [33, Theorem 2.7] Let λ be an even partition of n. The
S̃n conjugacy classes Cλ (or C±

λ ) if already split) split into two Ãn conjugacy
classes iff λ ∈ DP+

n . Here DP+
n is the set of distinct partitions of n which

are even.

Corollary 6.15. Let W = Sn and let {g} be the set of elements in Sn

associated to an even partition λ which has distinct cycles. Then C(g̃) splits

in Ãn = (S̃n)0. Then from Lemma 6.7, T
(−1)
g 6= 0 and is an admissible

element.

Corollary 6.16. Let d be odd and W = Sn acting on V ∼= Cd, then the
admissible elements in CW̃− is equal to the real span of the set

{Tg̃ : g has partition with no even cycles}.
Let d be even and W = Sn, then the admissible elements in CW̃− is equal

to the real span of the set {T (−1)
g̃ : g has partition λ ∈ DP+

n }.
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6.3 Non-zero IΓω-cohomology

Proposition 6.17. Suppose that (π,X) is •-unitary. Since Ωosp and ω are
self adjoint they must have positive real eigenvalues.

Proposition 6.18. Let (π,X) be a •-unitary module for Ot,c. Suppose that
there exists an admissible element ω such that π(ρ(ω)) 6= 0. Then, there
exists an admissible ω ∈ CW̃− such that H(X,ω) 6= 0.

Proof. Since X is Hermitian then H(X,ω) = ker(IΓC) = ker(IΓ 2
C). We

study the kernel of the operator (IΓω − 2ρ(ω)))IΓω = Ωosp + 1
4 + ρ(ω)2.

The elements Ωosp and ρ(ω) commute, hence have simultaneous eigenvalues.
Given π(ρ(ω)) 6= 0 it has a positive real eigenvalues. One can modify IΓω to
IΓλω to ensure that

Ωosp +
1

4
+ λ2ρ(ω)2

has a non-zero kernel. This then proves that there exists a non-zero kernel
for the operator (IΓω − (1 + ǫ(ρ(ω))ρ(ω))IΓω . It is impossible for both IΓω

and IΓω − (1 + ǫ(ρ(ω))ρ(ω) = IΓ−(ǫ(ρ(ω))ω to have zero kernel. Hence there
exists an admissible element which gives non-zero IΓω-cohomology.

If W = Sd, then Zug

0
(RW̃−) is the symmetric polynomials in the squares

of the Jucys-Murphy elements. Furthermore, Zug

1
(RW̃−) is the projection

of odd central elements in CW̃ , which since CW̃ is a group algebra can be
written as conjugacy class sums. It is shown in [34] and [3] that these central
elements act by a positive integer or half integer on irreducible modules.
This observation, in combination with Proposition 6.18 proves that if W =
Sd, for every •-Hermitian module X, there exists a IΓω with non-zero IΓω-
cohomology.

Example 6.19. Let W contain (−1)V , let us show that the action of the
admissible element w0 ⊗ Γ acts on Ot,c representations with nonzero eigen-
values. We note that w0 ⊗ Γ is invertible and self adjoint. Therefore, on
any •-Hermitian module (π,X) the eigenvalues of π(w0⊗Γ) must be positive
reals. Therefore, if d is even and (−1)V ∈ W , any •-Hermitian Ot,c-module
(π,X) has non-zero Γ-cohomology for the correct choice of ω.
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pair in Hermitean Clifford analysis. Rev. Mat. Iberoam., 26(2):449–479,
2010.

[3] K. Calvert. Dirac cohomology, the projective supermodules of the sym-
metric group and the vogan morphism. The Quarterly Journal of Math-
ematics, 70(2):535–563, 2019.

[4] K. Calvert. Dirac cohomology of the Dunkl-Opdam subalgebra via
inherited drinfeld properties. Communications in Algebra, 48(4):1476–
1498, 2020.

[5] K. Calvert and M. De Martino. Dirac operators for the Dunkl angular
momentum algebra. SIGMA, 18(040):1–18, 2022.

[6] K. Y. Chan. Dirac cohomology for degenerate affine Hecke-Clifford
algebras. Transformation Groups, 22(1):125–162, 2017.

[7] S.-J. Cheng, J.-H. Kwon, and W. Wang. Kostant homology formulas for
oscillator modules of Lie superalgebras. Adv. Math., 224(4):1548–1588,
2010.

[8] S.-J. Cheng and W. Wang. Dualities and representations of Lie super-
algebras, volume 144 of Graduate Studies in Mathematics. American
Mathematical Society, Providence, RI, 2012.

[9] D. Ciubotaru. Dirac cohomology for symplectic reflection algebras. Se-
lecta Mathematica, 22(1):111–144, 2016.

[10] D. Ciubotaru and M. De Martino. Dirac induction for rational
Cherednik algebras. International Mathematics Research Notices,
2020(17):5155–5214, 2020.

[11] D. Ciubotaru and M. De Martino. The Dunkl-Cherednik deformation
of a Howe duality. J. Alg., 560(15):914–959, 2020.

[12] H. De Bie, V. X. Genest, and L. Vinet. The Zn
2 Dirac-Dunkl operator

and a higher rank Bannai-Ito algebra. Adv. Math., 303:390–414, 2016.

25



[13] H. De Bie, A. Langlois-Rémillard, R. Oste, and J. Van der Jeugt. Finite-
dimensional representations of the symmetry algebra of the dihedral
Dunkl-Dirac operator. J. Algebra, 591:170–216, 2022.

[14] H. De Bie, B. Ørsted, P. Somberg, and V. Souček. Dunkl operators
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