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Abstract

We consider a new combined truck-drone routing problem with time windows in the context of last-mile logistics. A

fleet of trucks, each equipped with an identical drone, is scheduled to provide both pickup and delivery services to a set

of customers with minimum cost. Some customers are paired, in that the goods picked up from one must be delivered

to the other on the same route. Drones are launched from and retrieved by trucks at a pool of designated stations,

which can be used multiple times. Each drone can serve multiple customers in one flight. We formulate this problem as

a large-scale mixed-integer bilinear program, with the bilinear terms used to calculate the load-time-dependent energy

consumption of drones. To accelerate the solution process, multiple valid inequalities are proposed. For large-size

problems, we develop a customised adaptive large neighbourhood search (ALNS) algorithm, which includes several

preprocessing procedures to quickly identify infeasible solutions and accelerate the search process. Moreover, two

feasibility test methods are developed for trucks and drones, along with an efficient algorithm to determine vehicles’

optimal waiting time at launch stations, which is important to consider due to the time windows. Extensive numer-

ical experiments demonstrate the effectiveness of the valid inequalities and the strong performance of the proposed

ALNS algorithm over two benchmarks in the literature, and highlight the cost-savings of the combined mode over the

truck-only mode and the benefits of allowing multiple drone visits.
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1. Introduction

In recent years, the development of technologies makes it possible to use unmanned aerial vehicles,

also referred to as drones, in last-mile logistics (Tamke & Buscher, 2021; Masmoudi et al., 2022; Kloster

et al., 2023). Drone delivery has been well studied in the literature and implemented by some pioneering

companies due to the benefits of lower cost, faster speed, directness of travel, and fewer pollution concerns

compared to traditional road vehicle deliveries (Sacramento et al., 2019). Drone pickup, although still in

the early stage, has recently been implemented in operations such as healthcare (Poljak & Šterbenc, 2020)

and urban retail (Shen, 2022). A third service, which involves picking up goods from one customer and

delivering them directly to another without warehousing, has emerged due to the boom in instant retail

and food delivery. The main advantages of such a one-to-one (or pair) service are the reduced delivery time

and increased customer satisfaction. For example, in Shenzhen, China, drones have been used to provide

pickup and delivery services directly between local stores and residents around the business district (Shen,

2022). The pair service is also studied in Luo et al. (2022), where multiple trucks and drones are deployed

to provide one-to-one pickup and delivery services in a food delivery setting.

Despite these benefits, drones are limited by their short flight range and low carrying capacity (Tamke

& Buscher, 2021), which could be offset by a multi-modal solution that combines drones with trucks. In the

combined mode, each truck is equipped with one or more drones, which are dispatched from and retrieved

by the truck to perform multiple flights. Before each dispatch, the drones’ batteries are replaced with fully

charged ones. Dispatching/retrieving can take place at different locations, such as customer locations (Meng

et al., 2023). However, drone launch and retrieval usually require a spacious area and specialised devices,

e.g., unmanned aprons/hubs, which cannot be easily provided at customer locations (Wang & Sheu, 2019).

Therefore it is more practical and safer to designate some dedicated locations (or stations) that trucks can

use for drone launch/retrieval. Moreover, the stations may act as resupply centres where batteries can be

stored/charged and shared by multiple vehicles.

This paper concerns a truck-drone combined pickup and delivery routing problem with time windows,

an important feature to consider due to the growing focus on service quality in e-commerce (Wang et al.,

2020b). Each truck is equipped with a single drone (i.e., a vehicle pair) and both can serve customers. A

drone can visit multiple customers during each flight (i.e., multi-visit). Both vehicles must rendezvous at

designated stations for dispatching, retrieval and battery replacement. We consider three types of services:

pickup only, delivery only, and pair service. Our aims are to (i) select the optimal launch and retrieval nodes

from a pool of stations and (ii) determine the optimal number of vehicle pairs to deploy and the optimal

routes/flights for each vehicle pair so that all customer demands are satisfied with the minimal total cost,

which includes the fixed cost for deployed vehicles and the operational cost of both trucks and drones.

An essential problem to consider for drones is their energy consumption, which we model into four

components corresponding to different drone manoeuvres: flying, serving, hovering over customer locations
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and hovering over retrieval stations. The energy consumption of each manoeuvre is usually modelled as

a function of the payload and time duration (Torabbeigi et al., 2020), which could result in a nonlinear

relationship when both payload and duration are dependent upon the routing decisions. Note that this is

not an issue for delivery only problems, as the payload is always zero while hovering before being retrieved

by a truck, while the flying speed and service time are usually assumed to be constant. However, as

we simultaneously consider pickup and delivery services, both the payload and duration of hovering are

unknown a priori but determined by the route and flight decisions, leading to a more complicated energy

consumption calculation. Few studies have taken such detailed and realistic energy consumption modelling

into consideration. The only similar work avoided the complication by approximating energy consumption

as a weighted sum of payload and duration (Luo et al., 2022), begging the question of its applicability.

Moreover, as we consider time windows, the possible energy consumed while hovering at customer locations

before their time windows open must be considered and optimised. The dispatching time at the launch

stations is therefore an important and complex decision that plays a key role in the total energy consumption,

as it directly affects the energy that drones may consume at each customer location and at the retrieval

stations. As a result, flights with the same visit sequence may consume different amounts of energy.

Furthermore, due to the precedence constraints imposed by the paired customers, the routes in opposite

directions or with different types of customers may result in different energy consumption or become infea-

sible. We demonstrate the challenges with an example in Figure 1, where customer 1 has a pickup demand

of 2 kg while customer 2 has a delivery demand of 2 kg. Let the maximum load capacity of drones be 3 kg.

Assume customers 1 and 2 are not paired. If the drone visits customer 1 first, it will consume more energy

and the route is even infeasible due to overload (see left graph). However, if customer 2 is visited first, as

shown in the middle graph, the drone will consume less energy and the route is load feasible. In contrast,

if customers 1 and 2 are paired, customer 1 must be visited first and the route becomes load feasible and

consumes the least amount of energy, as an empty drone is launched from the station (see right graph).

Figure 1. Routes in opposite directions and with different types of customers.

In addition, for pair services, the parcel from the pickup node (1p) must be delivered to its counterpart

(2d) on the same route. That is, only when the parcel from node (1p) has been picked up can node (2d)

be served. Therefore, as shown in Figure 2, a customer pair cannot be served in parallel by two sub-routes

(Figure 2 (a)). At least one station must be visited in-between the customer pair if they are to be served

separately by a drone and its truck (Figure 2 (b)). There is no such a requirement if they are both served

by either the truck or drone.

Therefore, considering the energy consumption of drones, payload variation at each node, the precedence
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Figure 2. Feasibility of routes for serving customer pairs. For each truck-drone, the sub-routes denote the parallel
drone flight and the truck route from the same launch station till their rendezvous at the retrieval station.

constraints of paired customers and the time windows, the problem is significantly more complex than the

previous vehicle routing problems with drones (VRP-D). To the best of our knowledge, this is the first work

addressing these challenges in the literature. Most previous studies focused on delivery only services (Wang

et al., 2017; Kitjacharoenchai et al., 2020), and few investigated both pickup and delivery. One such recent

work by Meng et al. (2023) considered a multi-visit drone-routing problem for pickup and delivery services.

They formulated the problem as a mixed-integer program and developed a simulated annealing heuristic for

large problem instances. However, they assumed that drones can be launched and retrieved at any customer

location, and they did not consider either pair service or time windows. Luo et al. (2022) studied pair service

with multiple trucks and drones but did not consider the other two types of customers or time windows.

The latest work that considered time windows in the context of VRP-D is due to Yin et al. (2023), who

explored a combined delivery problem with time windows but did not consider either the pickup or pair

service. A comprehensive review of the related literature is provided in Section 2.

In summary, we make the following contributions to the literature. First, to the best of our knowledge,

this is the first study to consider three types of customers with time windows in a VRP-D framework.

The consideration of both pair service and time windows makes the problem significantly more complicated

than those considered in previous works, as mentioned above. Second, we formulate the problem as a

large-scale mixed-integer bilinear program (MIBP) with a linear objective function. All the constraints are

linear except those concerning the hovering energy consumption for drones, which is the product of the

payload and hovering time; both are continuous variables. Even though in principle MIBP can be solved to

global optimality by commercial solvers such as Gurobi, we introduce multiple valid inequalities based on

the problem structure to accelerate the solution process and allow larger problem instances to be amenable

to solvers. Third, for large-size instances, we develop an adaptive large neighbourhood search (ALNS)

metaheuristic with problem-tailored operators, pre-processing procedures, and two feasibility test methods

for trucks and drones. The results of our extensive numerical experiments demonstrate the effectiveness of

the valid inequalities in reducing the solver’s run time and the strong performance of the proposed ALNS in

obtaining high-quality solutions over two benchmarks in the literature. The results also show the significant

cost savings of the combined mode compared against the truck-only mode and the remarkable benefit of

allowing multiple visits of drones. We believe the proposed methodologies and resulting managerial insights

will help practitioners better manage truck-drone pickup and delivery operations.

The remainder of this paper is organised as follows. Section 2 briefly reviews the related literature.
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Section 3 introduces the proposed mathematical model. In Section 4, an ALNS heuristic is developed to

handle large-size instances. Section 5 reports a series of numerical experiments and feature analyses. The

conclusion is presented in Section 6.

2. Related literature

The combined mode VRP-D has attracted considerable interest in the vehicle routing research com-

munity and various applications of drones in last-mile logistics have been investigated. The majority of

the literature concerns delivery only operations, while very few studies consider both pickup and delivery

services, despite the importance in real-world logistics (Wang et al., 2020a). After a review of these two

bodies of literature, we move on to the problems concerning pair service in both the VRP-D and traditional

vehicle routing problems (VRP), followed by a summary of VRP-D with time windows. A summary of the

most related studies is presented in Supplementary material A.

2.1. VRP-D with delivery and/or pickup services

Wang et al. (2017) pioneered the vehicle routing problem with drones, which considers a fleet of trucks,

each carrying a set of drones with the capability of one parcel delivery per flight (i.e., a single visit), for

delivering all parcels with the minimal completion time, demonstrating the practical benefits of the VRP-

D. Several researchers have studied the VRP-D and its variants. Sacramento et al. (2019) explored the

operational cost of the VRP-D and Schermer et al. (2019) extended the VRP-D with en route operations.

Both exact methods (Najy et al., 2023; Tamke & Buscher, 2021; Zhen et al., 2023) and heuristics (Rave et al.,

2023; Sacramento et al., 2019; Schermer et al., 2019) have been developed to solve the VRP-D. For example,

Najy et al. (2023) incorporated the VRP-D into an inventory routing problem and proposed a branch-and-

cut algorithm to solve instances with up to 50 customers within 3 h. Rave et al. (2023) extended the VRP-D

by assuming that drones can be launched not only from customer locations, but also from microdepots or

stations. A specialised ALNS algorithm was developed to solve instances with up to 200 customers.

Some works have extended the VRP-D with multi-visit, allowing drones to serve multiple customers per

flight. For example, Kitjacharoenchai et al. (2020) extended the VRP-D with multi-visit consideration and

developed a two-staged algorithm to handle instances containing 70 customers. In a follow-up paper, Gu

et al. (2022) proposed a hybrid iterative local search heuristic and variable neighbourhood descent procedure

to solve the VRP-D with multiple visits, in which a battery endurance model of drones related to payload

and time was employed.

Some researches have addressed station launch and retrieval. Dukkanci et al. (2021) studied the energy-

minimising and range-constrained drone delivery problem, in which trucks act only as launch pads to dispatch

drones at a potential set of sites to serve all customers. Specifically, a nonlinear model of the problem was

initially formulated, and then linearised by second-order cone programming and enhanced by perspective
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cuts, allowing it to be exactly solved by optimisation software. Later, Kyriakakis et al. (2022) considered the

electric vehicle routing problem with drones, in which each EV dispatches drones at pre-designated locations,

where it stops and waits for all its drones to return before proceeding to the next location. Moreover, a

payload-based energy consumption model for both types of vehicles was considered, and four algorithms

based on the ant colony optimisation framework were utilised to tackle the problem. Kloster et al. (2023)

introduced the multiple travelling salesman problem with stations, where the autonomous vehicles (drones

or robots) are dispatched and retrieved for multiple single visit round trips. The developed metaheuristic

algorithms can solve instances with up to 120 customers and 6 stations.

Very few studies have considered combined pickup and delivery services. Karak & Abdelghany (2019)

proposed a hybrid vehicle-drone routing problem for pickup and delivery services, in which a single vehicle

launches and retrieves multiple drones at a set of pre-specified stations to serve all customer demands. They

extended the Clarke and Wright algorithm to solve instances with up to 100 customers and 24 stations.

More recently, Meng et al. (2023) proposed the multi-visit drone routing problem for pickup and delivery,

in which multiple trucks launch and retrieve drones at customer nodes to provide simultaneous pickup and

delivery services. They proposed a two-stage approach to solve instances consisting of 100 customers. Jiang

et al. (2023) studied a similar pickup and delivery problem, but assumed that drones can return to any truck

nearby to minimise the travelling cost. The proposed metaheuristic can solve instances with 100 requests.

2.2. Consideration of pair service

To the best of our knowledge, the only study concerning drone-assisted one-to-one pair service is Luo

et al. (2022). In their work, trucks launch and retrieve drones at customer nodes they serve, providing

one-to-one pickup and delivery services to minimise the total cost. However, they did not consider station

selection and use, pickup and delivery only services, or time windows. They used a similar but simpler

energy consumption model of drones, which does not need to concern the energy consumption of hovering

over customer locations as time windows are not considered. They did consider hovering at retrieval nodes,

but approximated the energy consumption as a weighted sum of payload and duration. Such a simplification

was not justified but allowed them to formulate the problem as a mixed-integer linear program. An iterated

local search algorithm was proposed for larger problem instances.

The pair service has been well studied in the traditional VRP literature. For example, Wolfinger (2021)

studied a variant of the one-to-one pickup and delivery problem (PDP) with time windows, split loads and

transshipments, where a fleet of capacitated vehicles is deployed to serve each customer, whose location can

be visited multiple times to minimise the sum of travel and transshipment costs. The problem was modelled

via an arc-based mixed-integer formulation and solved by a large neighbourhood search metaheuristic.

Dragomir et al. (2022) considered the PDP with alternative locations and overlapping time windows in the

C2C setting, in which each request has multiple roaming pickup and delivery locations, and the pickup

and delivery of each request are paired. They proposed a multi-start, adaptive, large neighbourhood search
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to minimise the travel time. Yu et al. (2022) investigated a two-echelon van-based robot last-mile pickup

and delivery system, in which vans, with a no-go area constraint, dispatch and/or collect robots at parking

nodes, providing pickup, delivery or pair service to minimise travel costs. The problem was modelled as a

mixed-integer program and solved by an ALNS algorithm.

2.3. Consideration of time windows

The pioneering work considering time windows in the VRP-D was by Di Puglia Pugliese & Guerriero

(2017). They addressed a truck-drone delivery problem with time windows, in which a set of trucks are

equipped with a given number of drones to make deliveries. Drones can perform exactly one delivery per

flight. Kuo et al. (2022) studied the travelling costs of the VRP-D with time windows. Each truck carries

a drone with the capability of a single visit. They proposed an improved variable neighbourhood search

heuristic to solve instances with up to 50 customers. Meanwhile, Wang et al. (2022) studied a truck–drone

combined routing problem with time-dependent road travel time and designed an iterated local search

heuristic to minimise the total cost. More recently, Yang et al. (2023) considered the uncertainty in ground

traffic networks and assumed that the vehicle pair does not have to serve the customers whose time windows

cannot be met anymore. They developed a branch-and-price algorithm to maximise the profit of instances

with up to 40 requests.

Some works have extended the VRP-D with time windows to allow multiple visits of drones. In partic-

ular, Li et al. (2020) proposed a two-echelon vehicle routing problem with time windows, in which trucks

act as mobile satellites. They park at customer locations, waiting for drone departures and returns. Mas-

moudi et al. (2022) introduced the VRP-D with multi-package payload compartments and time windows,

in which drones with the capability of multiple visits can return to any truck to maximise total profit. The

authors proposed an adaptive multi-start simulated annealing algorithm to solve instances containing 200

customers. Yin et al. (2023) considered a truck-drone routing problem with time windows, which assumes

that drones can make multiple visits. They developed an enhanced branch-and-price-and-cut algorithm to

solve instances with 45 customers within 3 hours. It is worth mentioning that all of the previous works have

considered time windows only with delivery service.

3. Problem description and formulation

We first present the problem description and all the notation used in the model in Section 3.1 and

Section 3.2, respectively. The mathematical model is introduced in detail in Section 3.3, followed by the

valid inequalities in Section 3.4.

7



3.1. Problem description

Consider a fleet of identical truck-drone vehicle pairs. If deployed, each pair would start from and

return to a single depot, en route serving a set of customers with either pickup or delivery demand within

the specified time windows. Each customer must be served exactly once by either a truck or a drone. Some

of the customers are paired with each other, where the pickup customer in each pair must be visited before

their delivery counterpart, and they must be served by the same vehicle pair. Each drone can serve multiple

customers per flight, as long as its load and battery capacities permit. If a drone arrives before the time

window of the customer it serves, it spends additional energy hovering before commencing service.

A number of rendezvous stations work as resupply facilities that allow trucks to stop for drone launch

and/or retrieval and battery replacement. Each station can be visited multiple times, but at most once by

each vehicle pair (Wang & Sheu, 2019). Once a truck launches its drone, it must move to another station for

retrieval. When a drone and its truck reconvene at a station, the one that arrives earlier must wait for the

other; if the drone arrives earlier, it consumes extra energy hovering and must be retrieved before its energy

depletes. Once a drone is retrieved, its battery is replaced with a fully charged one. The objective is to

find the optimal number of vehicle pairs to deploy and the optimal routes/flights for each deployed vehicle

pair to serve all customers with the minimal total cost, which includes the fixed cost for deployed vehicle

pairs and the operational cost. For trucks, the operational cost is proportional to the travelling distance,

while for drones, the cost is proportional to their energy consumption. Considering an actual road network,

the travel distances for trucks and drones are measured by the Manhattan metric and Euclidean metric,

respectively (Zhen et al., 2023). We call this problem the “multi-visit drone-assisted pickup and delivery

problem with time windows” (mDPD-T) henceforth. In Figure 3, we depict a feasible solution of a small

running example that involves 15 customers served by 2 truck-drone pairs and 5 rendezvous stations. The

detailed parameters of this example can be found in Section 5.1.

Figure 3: An illustration of the truck-drone combined system of a running example. The filled nodes denote truck-only
customers who are not eligible for drone service due to practical requirements such as overweight packages or customer
preferences; the non-filled nodes denote drone-eligible customers who can be served by either trucks or drones.
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3.2. Notation

The mDPD-T problem alluded to in the previous section can be described by a directed graph G =

(N,A), where N is the set of nodes and A is the set of arcs. Node set N = {0} ∪Nc ∪Ns ∪ {n+m+ 1} =

{0, 1, .., n + m + 1} includes the starting depot (0), the customer set Nc = {1, 2, ..., n}, the station set

Ns = {n+1, ..., n+m}, and the ending depot (n+m+1). Set Nc contains three types of customers. For paired

customers, let the pickup ones be denoted by Ncp = {1, ..., B} and delivery ones by Ncd = {B + 1, ..., 2B},

where B is the number of customer pairs. Note that for each pickup customer i ∈ Ncp, its delivery counterpart

is indexed by i+ B. The pickup only customers and delivery only customers are denoted by Nop and Nod,

respectively. Thus, we have Nc = Ncp ∪Ncd ∪Nop ∪Nod. Let Nt be the set of truck-only customers and Nd

be the set of drone-eligible customers. Moreover, let No = N \{n+m+1} be the set of outbound nodes and

Ne = N \{0} be the set of inbound nodes; thus, we have the set of all arcs A = {(i, j)|i ∈ No, j ∈ Ne, i ̸= j}.

For trucks, we let Ñt = Nc ∪ Ns and At = {(i, j)|i, j ∈ Ñt, i ̸= j} be the sets of nodes and arcs that

trucks can visit or traverse by themselves, respectively. Similarly, for drones, we let Ñd = Nd ∪ Ns and

Ad = {(i, j)|i, j ∈ Ñd, i ̸= j} be the sets of nodes and arcs that drones can visit or traverse by themselves,

respectively. K denotes the set of available vehicle pairs, each indexed by k ∈ K. For brevity, we list all

other parameters in Table 1.

Note that di < 0 indicates the demand of a pickup customer and di > 0 the demand of a delivery

customer. The time windows of the depot and all the stations are set at [0, lmax], where lmax is the latest

return time for all vehicle pairs back to the depot.

Table 2 lists all the decision variables. Some variables apply to both trucks and drones. For simplicity,

we use the same notation but add the hat accent to those for drones.

Note that the hovering energy consumption of a drone at a retrieval node (j) is dependent on the last

customer it serves (i) before retrieval. This is because the payload while hovering over the retrieval node

is given by the departure payload from customer i. The variable Sk
i,j is used to avoid infeasible routes and

flights for serving customer pairs; a more detailed explanation can be found in Section 3.3.2.

3.3. The model

In what follows, we formulate the problem into an MIBP, in which the two constraints on the hovering

energy consumption of drones are bilinear, while all the other constraints and the objective function are

linear. The objective function is presented in Section 3.3.1. The routing constraints and timing constraints

are introduced in Section 3.3.2 and Section 3.3.3, respectively, followed by the energy consumption con-

straints of drones in Section 3.3.4. Finally, the demand flow constraints of drones and trucks are introduced

in Section 3.3.5 and Section 3.3.6, respectively.
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Table 1: Sets and parameters.
Notation Description
Sets
Ncp Set of pickup pair customers, Ncp = {1, ..., B}
Ncd Set of delivery pair customers, Ncd = {B + 1, ..., 2B}
Nop Set of pickup only customers
Nod Set of delivery only customers
Nc Set of all customers, Nc = Ncp ∪Ncd ∪Nop ∪Nod = {1, 2, ..., n}
Ns Set of stations for drone launch/retrieval, Ns = {n+ 1, ..., n+m}
N Set of all nodes, N = {0} ∪Nc ∪Ns ∪ {n+m+ 1} = {0, 1, ..., n+m+ 1}
No Set of outbound nodes for arc starting, No = N \ {n+m+ 1}
Ne Set of inbound nodes for arc ending, Ne = N \ {0}
Nt Set of truck-only customers
Nd Set of drone-eligible customers
Ñt Set of nodes (stations and customers) that trucks can visit by themselves, Ñt = Nc ∪Ns

Ñd Set of nodes (stations and customers) that drones can visit by themselves, Ñd = Nd ∪Ns

A Set of all arcs, where A = {(i, j)|i ∈ No, j ∈ Ne, i ̸= j}
At Set of arcs that trucks can traverse by themselves, At = {(i, j)|i, j ∈ Ñt, i ̸= j}
Ad Set of arcs that drones can traverse by themselves, Ad = {(i, j)|i, j ∈ Ñd, i ̸= j}
K Set of available vehicle pairs; each pair is indexed by k ∈ K
Parameters
w0 Curb weight of each drone, i.e., drone’s no-load weight, including drone mass and drone battery

mass (unit: kg)
η Energy consumption of drones per kilogram per minute (unit: Wh/(kg·min))
E Maximum battery capacity of each drone (unit: Wh)
Qt Maximum available load capacity of each truck, i.e., total load capacity minus drone supporting

material weight (unit: kg)
Qd Maximum load capacity of each drone (unit: kg)
vt Constant speed of each truck (unit: km/h)
vd Constant speed of each drone (unit: km/h)
c0 Fixed cost of deploying a vehicle pair (unit: $)
ct Cost per kilometre for each truck (unit: $/km)
cd Cost per watt hour for each drone (unit: $/Wh)
rtij Manhattan distance of arc (i, j) (unit: km)
rdij Euclidean distance of arc (i, j) (unit: km)
di Demand of customer i (unit: kg)
[ui, li] Time window at node i (unit: min)
si Required service time at node i (unit: min)
Sl Setup time required for drone launch (including parcel loading time) (unit: min)
Sr Setup time required for drone retrieval (including parcel unloading and battery swapping times)

(unit: min)
M A sufficiently large integer

3.3.1. Objective function

min ct
∑
k∈K

 ∑
(i,j)∈A

xkij +
∑

(i,j)∈At

ykij

 rtij+

cd
∑
k∈K

 ∑
(i,j)∈Ad

ef,kij +
∑
j∈Nd

(es,kj + eh,kj ) +
∑
i∈Nd

∑
j∈Ns

eh,kij

+ c0
∑
k∈K

∑
j∈Ñt

xk0j (1)

The objective function (1) minimises the total costs. The first part is the travelling cost of trucks. The

second part is the total energy cost of drones, which includes the flying energy cost, the service and hovering

energy cost at the served customers, and the hovering energy cost of drones at retrieval stations. The last

term is the fixed cost of deployed vehicle pairs.
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Table 2: Decision variables.
Notation Description
xk
ij ∈ {0, 1} Equal to 1 if truck k traverses arc (i, j) ∈ A with its drone on board and 0 otherwise

ykij ∈ {0, 1} Equal to 1 if truck k traverses arc (i, j) ∈ At independently and 0 otherwise
ŷkij ∈ {0, 1} Equal to 1 if drone k traverses arc (i, j) ∈ Ad independently and 0 otherwise
wk

i ∈ [0, Qt] Payload of truck k leaving from node i
ŵk

i ∈ [0, Qd] Payload of drone k leaving from node i

ŵd,k
i ∈ [0, Qd] Delivery weight of drone k leaving from node i

eki ∈ [0, E] Energy having consumed by drone k upon leaving from node i in a flight
ef,kij ∈ [0, E] Energy consumption of drone k flying over arc (i, j)

es,ki ∈ [0, E] Energy consumption of drone k serving customer node i

eh,ki ∈ [0, E] Energy consumption of drone k hovering at customer node i

eh,kij ∈ [0, E] Energy consumption of drone k hovering at retrieval node j, directly from customer i

hk
i ∈ [0, E/(η · w0)] Hovering duration of drone k at node i, which can be either a station or a customer

τki ∈ [0, lmax] Arrival time of truck k at node i
τ̂ki ∈ [0, lmax] Arrival time of drone k at node i
ωi ∈ [ui, li] The start time of service at customer i, either by a truck or a drone
ωk
i = {0, ωi} The start time of service at customer i by either the truck or drone in vehicle pair k. It

equals ωi if i is served by k and 0 otherwise
υk
i ∈ [0, lmax] Departure time of vehicle pair k at station i or depot 0

Sk
i,j ∈ {0, 1} Equal to 1 if station j is visited by vehicle pair k in-between the service of the pickup pair

customer i and its delivery counterpart and 0 otherwise
V k
i ∈ {0, 1} Equal to 1 if a pickup pair customer i and its delivery counterpart are both served in the

same flight by drone k and 0 otherwise

3.3.2. Routing constraints∑
i∈No

xkij =
∑
i∈Ne

xkji, j ∈ Nc, k ∈ K (2a)

∑
i∈Ñt

ykij =
∑
i∈Ñt

ykji, j ∈ Nc, k ∈ K (2b)

∑
i∈Ñd

ŷkij =
∑
i∈Ñd

ŷkji, j ∈ Nd, k ∈ K (2c)

∑
i∈No

xkij +
∑
i∈Ñt

ykij =
∑
i∈Ne

xkji +
∑
i∈Ñt

ykji ≤ 1, j ∈ Ns, k ∈ K (3a)

∑
i∈No

xkij +
∑
i∈Nd

ŷkij =
∑
i∈Ne

xkji +
∑
i∈Nd

ŷkji ≤ 1, j ∈ Ns, k ∈ K (3b)

∑
i∈No

xkij +
∑
i∈Ñt

ykij +
∑
i∈Ñd

ŷkij =
∑
i∈No

xki,j+B +
∑
i∈Ñt

yki,j+B +
∑
i∈Ñd

ŷki,j+B, j ∈ Ncp, k ∈ K (4)

∑
j∈Ne

xk0j =
∑
j∈No

xkj,n+m+1 = 1, k ∈ K (5)

∑
k∈K

∑
i∈No

xkij +
∑
k∈K

∑
i∈Ñt

ykij +
∑
k∈K

∑
i∈Ñd

ŷkij = 1, j ∈ Nc (6a)

∑
k∈K

∑
i∈No

xkij +
∑
k∈K

∑
i∈Ñt

ykij = 1, j ∈ Nt (6b)

∑
j∈Nd

ŷkij ≤
∑
j∈Ñt

ykij ,
∑
j∈Nd

ŷkji ≤
∑
j∈Ñt

ykji, i ∈ Ns, k ∈ K (7)

∑
j∈No

xkji +
∑
j∈Ñt

ykji ≤
∑
j∈Nd

ŷkij +
∑
j∈Nd

ŷkji, i ∈ Ns, k ∈ K (8)
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∑
j∈Nd

ŷkij ≤
∑
j∈No

xkji +
∑
j∈Nd

ŷkji, i ∈ Ns, k ∈ K (9)

Sk
i,j ≥ P k

i,j − P k
i+B,j , i ∈ Ncp ∩Nd, j ∈ Ns, k ∈ K (10a)

Sk
i,j ≤ P k

i,j , S
k
i,j ≤ 1− P k

i+B,j , i ∈ Ncp ∩Nd, j ∈ Ns, k ∈ K (10b)

τkj ≥ ωk
i −M(1− P k

i,j), ω
k
i ≥ τkj −M · P k

i,j , i ∈ Nc, j ∈ Ns, k ∈ K (10c)∑
j∈Ns

Sk
i,j ≥

∑
j∈Ñd

ŷkji +
∑
j∈Ñt

ykj,i+B − 1, i ∈ Ncp ∩Nd, k ∈ K (11a)

∑
j∈Ns

Sk
i,j ≥

∑
j∈Ñt

ykji +
∑
j∈Ñd

ŷkj,i+B − 1, i ∈ Ncp ∩Nd, k ∈ K (11b)

Constraints (2a)-(2c) ensure vehicle flow conservation at each customer node. Similarly, the flow con-

servation at each station is imposed by (3a) and (3b). Constraint (4) ensures that each customer pair is

served by the same vehicle pair. Constraint (5) ensures that each vehicle pair departs from and returns

to the depot once. Constraint (6a) restricts that each customer is served exactly once by either a truck

or a drone. Constraint (6b) ensures the truck-only customers are indeed served only by trucks. Moreover,

Constraint (7) ensures that if a drone is launched or retrieved at a station, its truck must visit the same

station. Similarly, Constraint (8) guarantees that a truck visits a station only if the station is assigned to

launch/retrieve its drone. Constraint (9) requires that a drone can only be launched if it is already on its

truck or has been retrieved.

Moreover, Constraints (10a) and (10b) ensure that if vehicle pair k visits station j in-between the service

of a customer pair (i, i+B), the variable Sk
i,j = 1, where auxiliary variable P k

i,j ∈ {0, 1} is defined in (10c),

which is 1 if station j is visited by vehicle pair k after customer i and 0 otherwise. Constraints (11a) and

(11b) ensure that if one of a customer pair (i, i + B) is served by truck (drone) k while the other is served

by its drone (truck), at least one station must be visited between them, that is, a customer pair cannot be

parallelly served by two sub-routes (as described in Figure 2).

3.3.3. Timing constraints

ωi + si ≤ ωi+B, i ∈ Ncp (12)

ui ≤ ωi ≤ li, i ∈ Nc (13a)

0 ≤ ωk
i ≤ M(

∑
j∈No

xkji +
∑
j∈Ñt

ykji +
∑
j∈Ñd

ŷkji), i ∈ Nc, k ∈ K (13b)

ωi −M(1−
∑
j∈No

xkji −
∑
j∈Ñt

ykji −
∑
j∈Ñd

ŷkji)

≤ ωk
i ≤ ωi +M(1−

∑
j∈No

xkji −
∑
j∈Ñt

ykji −
∑
j∈Ñd

ŷkji), i ∈ Nc, k ∈ K (13c)

τ̂ki −M(1−
∑
j∈Ñd

ŷkji) ≤ ωk
i , i ∈ Nd, k ∈ K (14a)
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τki −M(1−
∑
j∈No

xkji −
∑
j∈Ñt

ykji) ≤ ωk
i , i ∈ Nc, k ∈ K (14b)

υk0 +
rt0i
vt

−M(1− xk0i) ≤ τki ≤ υk0 +
rt0i
vt

+M(1− xk0i), i ∈ Ne, k ∈ K (15)

ωk
i + si +

rdij
vd

−M(1− ŷkij) ≤ τ̂kj ≤ ωk
i + si +

rdij
vd

+M(1− ŷkij), i ∈ Nd, j ∈ Ñd, k ∈ K (16a)

ωk
i + si +

rtij
vt

−M(1− xkij − ykij) ≤ τkj , i ∈ Nc, j ∈ Ne, k ∈ K (16b)

υki ≥ τki + Sl

∑
p∈Nd

ŷkip + Sr

∑
p∈Nd

ŷkpi −M(1−
∑
j∈No

xkji −
∑
j∈Ñt

ykji), i ∈ Ns, k ∈ K (17a)

υki ≥ τ̂ki + Sl

∑
p∈Nd

ŷkip + Sr −M(2−
∑
j∈Ñt

ykji −
∑
p∈Nd

ŷkpi), i ∈ Ns, k ∈ K (17b)

υki +
rdij
vd

−M(1− ŷkij) ≤ τ̂kj ≤ υki +
rdij
vd

+M(1− ŷkij), i ∈ Ns, j ∈ Nd, k ∈ K (18a)

υki +
rtij
vt

−M(1− xkij − ykij) ≤ τkj , i ∈ Ns, j ∈ Ne, k ∈ K (18b)

τkn+m+1 ≤ lmax

∑
i∈No

xki,n+m+1, k ∈ K (19)

Constraint (12) ensures that each pickup pair customer is served before its delivery counterpart. Con-

straint (13a) ensures that services must start within time windows. Constraints (13b) and (13c) enforce that

if vehicle pair k visits customer i, we have ωk
i = ωi, and 0 otherwise. Constraints (14a) and (14b) ensure

that the service does not start until the vehicle arrives. Constraint (15) tracks the arrival time at each node

from the depot. If a truck or drone traverses arc (i, j), the arrival time at j is calculated by Constraints

(16a) or (16b) if i is a customer node. It is more involved to derive the arrival times if i is a station, as

shown by the following constraints. Constraint (17a) ensures that the departure time of vehicle pair k at

station i is not earlier than the arrival time of truck k at node i plus the possible launch time (if i is a launch

node) and retrieval time (if i is a retrieval node). Moreover, if node i is used for retrieval, Constraint (17b)

ensures that the departure time of vehicle pair k is not earlier than the arrival time of drone k at the station

plus the retrieval time and possible launch time (if i is also used for launch). Constraints (18a) and (18b)

track the arrival time of drones and trucks at each node from a station, respectively. Lastly, Constraint

(19) guarantees that all vehicle pairs must return to the depot before lmax.

3.3.4. Energy consumption constraints of drones

Given that the energy consumption of drones is sensitive to flight operations, it is essential to develop

an appropriate energy consumption estimate for feasible and efficient routing. In view of the important

role of payload and duration in the energy consumption of drones (Torabbeigi et al., 2020), we provide the

following drone energy consumption model for energy calculation.

• The energy required for drone k to traverse arc (i, j) is calculated as η ·(w0+ŵk
i ) ·rdij/vd, assuming that

drones fly at a constant speed between two locations (Zhen et al., 2023). Some works have considered

the energy consumption with varying drone speed; see e.g., Dukkanci et al. (2021).
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• The energy required for drone k to serve customer i is calculated as η · (w0 + ŵk
i + di) · si.

• The energy required for hovering at customer i is calculated as η · (w0 + ŵk
i + di) · hki .

• The energy required for hovering at retrieval station i is calculated as η · (w0+ ŵk
i′) ·hki , where i′ is the

last customer drone k visits before returning to station i.

The energy consumption constraints of drones are introduced as follows.

0 ≤ ef,kij ≤ E · ŷkij , (i, j) ∈ Ad, k ∈ K (20a)

η(w0 + ŵk
i )
rdij
vd

− E(1− ŷkij) ≤ ef,kij ≤ η(w0 + ŵk
i )
rdij
vd

, (i, j) ∈ Ad, k ∈ K (20b)

0 ≤ hki ≤ M ·Hk
i , i ∈ Nd, k ∈ K (21a)

ωk
i − τ̂ki −M(1−Hk

i ) ≤ hki ≤ ωk
i − τ̂ki , i ∈ Nd, k ∈ K (21b)

ωk
i ≥ τ̂ki −M(1−Hk

i ), ω
k
i ≤ τ̂ki +M ·Hk

i , i ∈ Nd, k ∈ K (21c)

0 ≤ es,ki + eh,ki ≤ E ·
∑
j∈Ñd

ŷkji, i ∈ Nd, k ∈ K (22a)

η(w0 + ŵk
i + di)(si + hki )− E(1−

∑
j∈Ñd

ŷkji) ≤ es,ki + eh,ki ≤ η(w0 + ŵk
i + di)(si + hki ), i ∈ Nd, k ∈ K (22b)

0 ≤ hki ≤ M · H̃k
i , i ∈ Ns, k ∈ K (23a)

τki − τ̂ki −M(1− H̃k
i ) ≤ hki ≤ τki − τ̂ki , i ∈ Ns, k ∈ K (23b)

τki ≥ τ̂ki −M(1− H̃k
i ), τ

k
i ≤ τ̂ki +M · H̃k

i , i ∈ Ns, k ∈ K (23c)

0 ≤ eh,kij ≤ E · ŷkij , i ∈ Nd, j ∈ Ns, k ∈ K (24a)

η(w0 + ŵk
i ) · hkj − E(1− ŷkij) ≤ eh,kij ≤ η(w0 + ŵk

i ) · hkj , i ∈ Nd, j ∈ Ns, k ∈ K (24b)

0 ≤ eki ≤ M(1−
∑
j∈Nd

ŷkij), i ∈ Ns, k ∈ K (25a)

eki + ef,kij + es,kj + eh,kj −M(1− ŷkij) ≤ ekj , i ∈ Ñd, j ∈ Nd, k ∈ K (25b)

eki + ef,kij + eh,kij −M(1− ŷkij) ≤ E, i ∈ Nd, j ∈ Ns, k ∈ K (25c)

Constraints (20a) and (20b) define the energy consumption of drone k flying over arc (i, j). Constraints

(21a)-(21c) linearise the hovering time hki = max{0, ωk
i − τ̂ki } of drone k at each customer it serves, where Hk

i

is an auxiliary binary variable and takes 1 if drone k arrives at customer i before the time window opens,

and 0 otherwise. Constraints (22a) and (22b) define the energy consumption of drone k at a customer

node. Similarly, Constraints (23a)-(23c) linearise the hovering time hki = max{0, τki − τ̂ki } of drone k at

station i, where (23c) defines that if truck k arrives at station i later than its drone, auxiliary binary

variable H̃k
i = 1, and 0 otherwise. Constraints (24a) and (24b) define the energy consumption of drone k

hovering at a retrieval station. Last, Constraint (25a) ensures that the battery is full when the drone is

launched. Constraint (25b) tracks the energy consumption of drone k after serving a customer in a flight,

and Constraint (25c) guarantees that the drone’s battery does not run out when it is retrieved. Note that

Constraints (22b) and (24b) are bilinear.
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3.3.5. Demand flow constraints of drones

V k
i ≥ 1−M(2−

∑
j∈Ñd

ŷkji −
∑
j∈Nd

ŷkj,i+B +
∑
j∈Ns

Sk
i,j), i ∈ Ncp ∩Nd, k ∈ K (26)

ŵd,k
i −M(1−

∑
j∈Nd

ŷkij) ≤ ŵk
i ≤ ŵd,k

i +M(1−
∑
j∈Nd

ŷkij), i ∈ Ns, k ∈ K (27a)

ŵd,k
i ≤ Qd(1−

∑
j∈Ns

ŷkij), i ∈ Nd, k ∈ K (27b)

ŵk
i − dj −M(1− ŷkij) ≤ ŵk

j ≤ ŵk
i − dj +M(1− ŷkij), i ∈ Ñd, j ∈ Nd, k ∈ K (28a)

ŵd,k
i − dj −M(1− ŷkij) ≤ ŵd,k

j ≤ ŵd,k
i − dj +M(1− ŷkij), i ∈ Ñd, j ∈ Nod ∩Nd, k ∈ K (28b)

ŵd,k
i −M(2− V k

j−B − ŷkij) ≤ ŵd,k
j ≤ ŵd,k

i +M(2− V k
j−B − ŷkij), i ∈ Nd, j ∈ Ncd ∩Nd, k ∈ K (28c)

ŵd,k
i − dj −M(1 + V k

j−B − ŷkij) ≤ ŵd,k
j ≤ ŵd,k

i − dj +M(1 + V k
j−B − ŷkij), i ∈ Ñd, j ∈ Ncd ∩Nd, k ∈ K

(28d)

ŵd,k
i −M(1− ŷkij) ≤ ŵd,k

j ≤ ŵd,k
i +M(1− ŷkij), i ∈ Ñd, j ∈ Nop ∪Ncp ∩Nd, k ∈ K (28e)

Constraint (26) ensures that V k
i = 1 only if the customer pair (i, i + B) are both served by drone k

in a single flight. Constraints (27a) and (27b) ensure that for each drone, the pickup weight from a launch

node and the delivery weight to a retrieval node are both zero. Constraint (28a) tracks the payload of drone

k after serving each customer. Constraint (28b) tracks the delivery weight of drone k after serving each

delivery only customer. The next two constraints track the delivery weight of drone k after serving each

delivery pair customer, if its pickup counterpart is served in the same flight (28c) or not (28d). Constraint

(28e) tracks the delivery weight of drone k after serving each pickup customer.

3.3.6. Demand flow constraints of trucks∑
i∈No

∑
j∈Nod

xkijdj +
∑
i∈Ñt

∑
j∈Nod

ykijdj +
∑
i∈Ñd

∑
j∈Nod∩Nd

ŷkijdj + w0 ≤ wk
0 ≤ Qt, k ∈ K (29a)

wk
i − dj −M(1− xkij − ykij) ≤ wk

j ≤ wk
i − dj +M(1− xkij − ykij), i ∈ No, j ∈ Nc, k ∈ K (29b)

wk
i − w0 − ŵk

j −M(2− xkij −
∑
i∈Nd

ŷkji +
∑
i∈Nd

ŷkij) ≤ wk
j

≤ wk
i − w0 − ŵk

j +M(2− xkij −
∑
i∈Nd

ŷkji +
∑
i∈Nd

ŷkij), i ∈ No, j ∈ Ns, k ∈ K (29c)

wk
i + w0 + ŵk

i′ −M(2− ykij − ŷki′j +
∑
i∈Nd

ŷkji) ≤ wk
j

≤ wk
i + w0 + ŵk

i′ +M(2− ykij − ŷki′j +
∑
i∈Nd

ŷkji), i ∈ No, i
′ ∈ Nd, j ∈ Ns, k ∈ K (29d)

wk
i + ŵk

i′ − ŵk
j −M(3− ykij − ŷki′j −

∑
i∈Nd

ŷkji) ≤ wk
j

≤ wk
i + ŵk

i′ − ŵk
j +M(3− ykij − ŷki′j −

∑
i∈Nd

ŷkji), i ∈ No, i
′ ∈ Nd, j ∈ Ns, k ∈ K (29e)
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Constraint (29a) ensures that the total load carried by each truck from the depot does not exceed its

load capacity. Constraint (29b) ensures the demand flow balance of each truck at customer nodes, while

(29c)-(29e) ensure the demand flow balance at stations where launch-only, retrieval-only, or both operations

are undertaken, respectively.

Remark 1 (Multiple Uses of Stations by Each Vehicle Pair). The assumption that a station can be

used by each vehicle pair at most once can be easily relaxed by replicating the stations into multiple virtual

copies (see also Yu et al., 2022). Each station and their virtual copies can still be used at most once but

collectively they would allow multiple uses of the same station. Our model and algorithm can then be readily

applied to the augmented network. For the running example, we solved it (by the heuristic introduced in

Section 4) in two scenarios, where each vehicle pair can use the same station at most once (“single-use”)

or twice (“double-use”). The best solutions are shown in Figure 4. Overall, one vehicle pair is deployed in

both scenarios. In the “single-use” case, as shown in the left figure, the total cost is $45.25, the truck travels

38.00 km, and drone serves 10 customers in 4 flights. In the “double-use” case, the total cost decreases to

$37.73, the distance travelled by truck reduces to 27.80 km, and all drone-eligible customers (13) are served

by drone in 6 flights. Three stations (16,19 and 20) are used twice. The cost reduction is at the expense

of longer computational time, which increases quickly from 189.34 s to 835.25 s but is still reasonable.

However, our analysis shows that allowing three or more uses of the stations no longer leads to meaningful

cost reduction in most cases considered, while the computational time increases significantly and quickly

becomes unmanageable. In general cases it could be worth visiting some stations more than twice, but their

marginal benefits will gradually diminish.

Figure 4. The best solutions in the“single-use” and “double-use” cases for the running example. For clarity, we use
two coloured dotted lines to denote different flights.

3.4. Valid inequalities

In this section, we exploit the problem structure and add additional constraints to tighten the model

and accelerate the solution procedure.
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Drone flights between unpaired customers

The following proposition restricts the drone flights between any two unpaired customers based on their

demand quantities and the capacity of drones.

Proposition 1. For any two unpaired drone-eligible nodes i and j, if max{0,−di, dj}− 2min{0,−di, dj}+

min{−di, dj} > Qd, then ŷkij = 0, i.e., no drones can serve customers i and j in succession.

The linearisation of Proposition 1 is given by the following set of valid inequalities, where Dij , Dij

and D̃ij are auxiliary binary variables. The proof and further details can be found in the Supplementary

material G.

Qd ≥ di + dj −M(1−Dij), i, j ∈ Nod ∩Nd (30a)

Qd ≤ di + dj +M ·Dij , di + dj ̸= Qd, i, j ∈ Nod ∩Nd (30b)

ŷkij ≤ 2 +Dij − zki − zkj , i, j ∈ Nod ∩Nd, k ∈ K (30c)

Qd ≥ −di + dj −M(1−Dij), i ∈ Nop ∩Nd, j ∈ Nod ∩Nd (30d)

Qd ≤ −di + dj +M ·Dij ,−di + dj ̸= Qd, i ∈ Nop ∩Nd, j ∈ Nod ∩Nd (30e)

ŷkij ≤ 2 +Dij − zki − zkj , i ∈ Nop ∩Nd, j ∈ Nod ∩Nd, k ∈ K (30f)

Qd ≥ −di − dj −M(1− D̃ij), i, j ∈ Nop ∩Nd (30g)

Qd ≤ −di − dj +M · D̃ij ,−di − dj ̸= Qd, i, j ∈ Nop ∩Nd (30h)

ŷkij ≤ 2 + D̃ij − zki − zkj , i, j ∈ Nop ∩Nd, k ∈ K (30i)

These valid constraints on the load capacity of drones play an important role in the efficiency of the

solution process because the load capacity of drones is relatively small compared to that of trucks, providing

tighter constraints for the whole model.

Visiting sequence for customer pairs

The following cuts tighten the relationship between variables Sk
i,j and V k

i for customer pairs.∑
j∈Ns

Sk
i,j ≤ 1− V k

i , i ∈ Ncp ∩Nd, k ∈ K (31a)

V k
i ≤ 1−min{1,

∑
j∈Ns

Sk
i,j}, i ∈ Ncp ∩Nd, k ∈ K (31b)

Cut (31a) imposes that if a customer pair are served by the same flight, there should be no station

visited between them. Cut (31b) imposes that if a station is visited between a customer pair, they cannot

be served by the same flight. Cut (31b) can be linearised as

V k
i ≤ 1− S̃k

i , i ∈ Ncp ∩Nd, k ∈ K (32a)∑
j∈Ns

Sk
i,j ≥ 1−M(1− s̃ki ), i ∈ Ncp ∩Nd, k ∈ K (32b)

∑
j∈Ns

Sk
i,j ≤ 1 +M · s̃ki , i ∈ Ncp ∩Nd, k ∈ K (32c)

17



1−M(1− s̃ki ) ≤ S̃k
i ≤ 1, i ∈ Ncp ∩Nd, k ∈ K (32d)∑

j∈Ns

Sk
i,j −M · s̃ki ≤ S̃k

i ≤
∑
j∈Ns

Sk
i,j , i ∈ Ncp ∩Nd, k ∈ K (32e)

where auxiliary variable s̃ki ∈ {0, 1} is defined in (32b) and (32c), which takes value of 1 if one or more

stations are visited by vehicle pair k in-between the service of the pickup pair customer i and its delivery

counterpart, i.e.,
∑

j∈Ns
Sk
i,j ≥ 1, and 0 otherwise. (32d) further ensures that if s̃ki = 1, the auxiliary binary

variable S̃k
i = 1. Otherwise, as stated in Constraint (32e), if s̃ki = 0, S̃k

i =
∑

j∈Ns
Sk
i,j ≤ 1.

Operations at the stations∑
j∈Ne

xkij ≤
∑
j∈Nd

ŷkji, i ∈ Ns, k ∈ K (33a)

∑
i∈No

xkij ≤
∑
i∈Nd

ŷkji, j ∈ Ns, k ∈ K (33b)

∑
i∈No

xkij +
∑
i∈Ne

xkji ≤ 1, j ∈ Ns, k ∈ K (33c)

Cut (33a) imposes that if truck k leaves station i with its drone on board, the station must be a retrieval

node. Cut (33b) imposes that if truck k arrives at station i with its drone on board, the station must be a

launch node. Cut (33c) imposes that the inbound and outbound arcs of a station cannot both be travelled

by truck k with its drone on board.

4. Adaptive large neighbourhood search

In this section, we propose an adaptive large neighbourhood search (ALNS) for mDPD-T. The ALNS

metaheuristic has been used in many VRP variants (Sacramento et al., 2019; Yu et al., 2022) and is adaptable

to new problems. Specifically, the initial solution is progressively improved by repeatedly applying a set

of destroy (removing some nodes from the current solution) and repair operators (relocating all removed

nodes to the destroyed solution) (Ropke & Pisinger, 2006). Further details are presented in Supplementary

material B.

4.1. Initial solution construction

Considering the features of the mDPD-T, a greedy heuristic method is designed to obtain a feasible

initial solution. The construction process starts by building truck-only routes to serve all pickup only

and delivery only customers, followed by an insertion operation to assign all customer pairs to the built

routes. Then, a flight construction procedure is applied to reassign some customers to drones. Note that all

procedures are performed only if the solution is feasible. The pseudocode for the initial solution construction

is presented in Supplementary material C.

Let ϑd,k
i be the total delivery only demand truck k has served when leaving customer i, −di be the

load increase after serving customer i and ϑk
i be the sum of all load increases after truck k visits customer
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i. Therefore, if ϑd,k
i +max{0, ϑk

i }+ w0 ≤ Qt, truck k is load-feasible after visiting customer i. In addition,

max{τki , ui} captures the service start time at customer i, and max{τki , ui} + si +
rti,n+m+1

vt captures the

earliest arrival time of truck k at the depot after serving customer i. Therefore, if τki ≤ li and max{τki , ui}+

si +
rti,n+m+1

vt ≤ lmax, truck k is time-feasible after visiting customer i.

Moreover, for the operation to assign customer pairs, the following rules are applied to determine

possible insertion locations and reduce invalid searches. We define a truck route k as an ordered node set

Rk := {0, i1, i2, ..., ig, ..., iG, n+m+ 1},

where G is the number of nodes visited by the truck, and define [I lbip , I
ub
ip
] as the possible insertion section

of node ip and Imin
ip

as the minimum insertion location of node ip, i.e., if node ip ∈ Ncd, Imin
ip

refers to the

next location of its pickup counterpart. Otherwise, Imin
ip

= 1. Then,

• if uip ≥ liG , I lbip = Iubip = G+ 1;

• if lip ≤ ui1 and Imin
ip

= 1, I lbip = Iubip = 1;

• if lmin
ip

< lig ≤ uip < lig+1 , I lbip = g + 1, else, I lbip = lmin
ip

;

• if uig−1 < lip ≤ uig , Iubip = g, else, Iubip = G+ 1.

4.2. Destroy operators

Five destroy operators are developed for the current solution. Note that if all served customers in a

flight are removed, this flight and the stations it uses (not used by other flights) will be removed from the

solution as well, and if a paired node is removed, its counterpart is also removed.

1. Node removal (ND) randomly deletes ⌈5% ∗ n⌉ customers, a used station and a customer pair

from the solution.

2. Related removal (RD) considers removing customers with some similarities. A randomly selected

customer (i.e., the seed) is first removed from the solution, and then the node with the smallest relatedness

with it becomes the seed and is deleted. Customers are progressively removed and the relatedness with the

current seed is updated accordingly until ⌈10% ∗ n⌉ nodes are removed. Considering the problem features,

the relatedness between two nodes i and j is measured by α1(
rtij
vt +

rdij
vd
)+α2(|ui−uj |+ |li− lj |)+α3|di−dj |,

α1, α2, α3 ∈ [0, 1]. Preliminary experiments have obtained the following parameter tuning: (α1, α2, α3) =

(0.50, 0.42, 0.25).

3. String removal (SD) randomly deletes a string from the current solution. Note that if the removed

string also includes stations, the related flights are also deleted. If all nodes on a route are removed, the

route is deleted from the solution.

Figure 5: String removal.
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Figure 5 presents two situations in which the split nodes must be adjusted. If the randomly selected

split node is located between a pair of launch-retrieval stations (i.e., a combination) or a retrieval-only (if

it is a left split node)/launch-only station (if it is a right split node) of a flight, the left (right) split node

is adjusted to the launch (retrieval) node of this flight. Note that if a split node also serves other flights, it

will be kept on the route.

4. Cluster removal (CD) occurs in a zone around a random seed customer/used station on the

routes. A random seed node is first selected and deleted from the solution, and then one of its two nearest

nodes (a customer/used station) becomes the new seed node and is deleted. Note that the next node to be

deleted is randomly selected from the two closest nodes to the seed node in the current solution, and if a

station is to be deleted, the affected flights will be removed as well. Customers or stations are progressively

removed as above procedure until ⌈10% ∗ n⌉ nodes have been removed.

5. Worst removal (WD) focuses on removing the most-costly customers from the solution. It is

driven by a measure of the cost reduction CRi that gives the difference between the solution cost before

and after node i is removed. In particular, we repeat the step that deletes the node with the greatest cost

reduction in the current solution until ⌈10% ∗ n⌉ nodes are removed.

4.3. Repair operators

Five repair operators are deployed to repair a destroyed solution into a feasible one. For diversity,

each node to be relocated is chosen from the removed node list at random. Note that if a removed cus-

tomer/customer pair cannot be assigned to the existing routes, a new route is greedily constructed.

1. Random relocation (RR) assigns all removed customers to random feasible locations. That is,

only if the node cannot be randomly relocated to a drone flight, is flight construction or insertion into a

truck route performed at random. We repeat the above step for each randomly selected customer until all

removed customers are assigned.

2. Random insertion (RI) first randomly inserts each randomly selected node into the existing

flights until all removed nodes are assigned or attempted. Then for each remaining unassigned node (if

any), an insertion into the truck routes with the least cost increase or a new flight construction with the

most cost-saving stations is performed, whichever is better. Note that in contrast to the cost reduction, the

cost increase CIi gives the difference between the solution cost after and before node i is relocated. When

updating cost increases, we only recalculate CIi for the affected route.

3. Greedy insertion (GI) first inserts each randomly selected node into the existing flights or truck

routes with the least cost increase, until all removed customers are assigned or attempted. Then, a new

flight is randomly created for each node that is unassigned in the previous step (if any).

4. Greedy relocation (GR) considers the best relocation to the existing routes or a new route for

each removed node i, i.e., assigning node i to the position with the least cost increase CIi in the current

solution. Specifically we compute all cost increases for node i with all possible relocation positions in the
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current solution, either an existing drone flight/truck route or a newly constructed flight/route. Then, node

i is relocated to the position with the least cost increase. The cost increases for the next relocated node are

then updated, and the procedure is repeated until all removed customers have been assigned.

5. Greedy relocation with noise (GN) is a special variant of the GR operator that adds randomness,

i.e., noise, to the cost increase calculation. The cost increase of node i is calculated as CIi+ rtm ·µ · ε, where

rtm is the maximum Manhattan distance between the nodes, µ is a noise control parameter set to 0.1, and

ε is a random number generated uniformly from the continuous interval [-1, 1].

4.4. Local search

A local search (LS) with three neighbourhood operators is performed to further optimise the current

best solution. We apply the SA procedure to perform the local search. In each iteration, the three operators

are invoked in sequence to generate neighbourhood solutions, and the best-feasible one is set to the candidate

solution.

• Truck node insertion randomly removes a node served by trucks from the current solution and then

relocates it randomly to another feasible position on the original or another truck route. If the removed

node cannot be inserted into other locations on the truck routes, the old solution is reverted.

• Drone node insertion randomly removes a node served by drones from the current solution and then

relocates it randomly to the same flight (other locations) or another flight on the original or another

route. Similarly, if all the above attempts are not feasible, the operator reverts to the original one.

• Station exchange invokes a position exchange between two randomly selected stations, at least one of

which is used in the solution. Note that if one of the two selected stations is not being used by the

current solution, we replace the other station with this one in the current solution.

4.5. Shake procedure

When the total number of iterations reaches a threshold, the shake procedure begins. The shake

procedure (SP) randomly removes max {2, ⌈20% ∗ F ⌉} flights from the current solution, with F being the

number of flights in the solution, and then relocates them to other random-feasible positions, deploying

newly selected stations with minimal cost. If no new feasible solution is found in this procedure, the old

solution is returned.

4.6. Preprocessing procedure

Based on the characteristics of mDPD-T, some preprocessors are used to accelerate the algorithm by

removing some searches that inevitably result in infeasible solutions. Before proceeding, we define virtual

time windows for each deployed station.

The truck route of vehicle pair k is redefined as an ordered node set

Rk := {0, i1, i2, ..., ig, ..., ig̃, ..., iG, n+m+ 1},
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and the corresponding drone flights are defined as an ordered arc set

F k := {(r1, j11 , ..., j1H1
, r̃1), (r2, j21 , ..., j

2
H2

, r̃2), ..., (ig, j
d
1 , ..., j

d
hd
, ..., jdHd

, ig̃), ..., (r
D, jD1 , ..., jDHD

, r̃D)},

where D is the number of flights of vehicle pair k, (ig, ig̃) is a combination of a flight and (ig, ig̃) ≡ (rd, r̃d).

The virtual time window for each deployed station is defined as follows. For launch-only station ig,

the virtual time window [uig , lig ] is uig = uig−1 + sig−1 and lig = ljd1
− sig . For retrieval-only station ig̃,

uig̃ = ujdHd

+sjdHd

; if its next node ig̃+1 is a customer node/depot, lig̃ = lig̃+1 −sig̃ ; otherwise, lig̃ = ljd+1
1

−sig̃ .

For a launch station ig that also hosts drone retrieval, uig = ujd−1
Hd−1

+ sjd−1
Hd−1

and lig = ljd1
− sig .

4.6.1. Rules for station selection and insertion

For any vehicle pair k, let o(i) be the index of flight using station i. We introduce the following rules.

1. The combinations (r, r̃) that both r and r̃ are on the route and o(r) + 1 < o(r̃) cannot be used to

build a new flight for any customer i.

2. For the possible insertion sections (i.e., [I lb
rd
, Iub

rd
] and [I lb

r̃d
, Iub

r̃d
]) of a combination (rd, r̃d) of a new

flight (rd, jd1 , ..., j
d
hd
, ..., jdHd

, r̃d), if uig−1 ≤ ljd1
≤ uig , Iubrd = g; if lig ≤ ujdHd

< lig+1 , I lbr̃d = g + 1.

3. To accelerate the insertion of a new combination (r, r̃), we modify the truck route. As shown in

Figure 6, we modify the route by folding the red arcs into their launch stations, as insertions into them

must lead to infeasibility. Moreover, once the new launch station r is relocated, the retrieval node r̃ must

be inserted into the arcs between station r and the next launch station/the ending depot. For example, the

possible insertion arcs for the retrieval station of node 15 are (15, 5) and (5, 13).

Figure 6: Truck route modification.

4.6.2. Rules for customer insertion

In addition to the rules introduced in Section 4.1, the following rules are added to determine the possible

insertion locations of customer i in vehicle pair k.

1. If a pickup pair customer i is in a flight retrieved at station j, then only if li+B > υkj , can its delivery

counterpart i+B be inserted into the truck route. Otherwise, it may only be inserted into the same flight.

2. If ui + si +
rdij
vd

> lj and customer i is served by a flight, then customer j cannot be inserted into this

flight after customer i.

3. ϱs1 and ϱs2 denote the total demand of delivery only and pickup only customers of flight s =

(rd, jd1 , ..., j
d
hd
, .., jdHd

, r̃d), respectively. For customer i to be inserted into s, the following rules apply

• If li ≤ urd or ui ≥ lr̃d , customer i cannot be inserted into flight s.

• If i ∈ Ncd, its pickup counterpart is not in s, and ϱs1 + di > Qd, customer i cannot be inserted into

flight s.
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• If i ∈ Ncp, its delivery counterpart is not in s, and |ϱs2 + di| > Qd, customer i cannot be inserted into

flight s.

• If i ∈ Nod and ϱs1 + di > Qd, customer i cannot be inserted into flight s.

• If i ∈ Nop and |ϱs2 + di| > Qd, customer i cannot be inserted into flight s.

4. The following rules apply to determine the possible insertion section of customer i into flight s. Note

that if i /∈ Ncd or i ∈ Ncd, its pickup counterpart i− B is not in flight s, Imin
i = 1. Otherwise, Imin

i equals

the next location of customer i−B in flight s.

• If ljdHd

≤ ui or Imin
i = Hd + 1, I lbi = Iubi = Hd + 1.

• If ujd1 ≥ li and Imin
i = 1, I lbi = Iubi = 1.

• If Imin
i < ljdhd

≤ ui < ljdhd+1

, I lbi = hd + 1; otherwise, I lbi = Imin
i .

• If ujdhd−1

< li ≤ ujdhd
, Iubi = hd; otherwise, Iubi = Hd + 1.

4.7. Load feasibility test on trucks

In addition to the constraints of time windows, the load capacity of trucks at each node must be

respected in each iteration. We adopt the method designed by Meng et al. (2023) and present the details in

Supplementary material D.

4.8. Feasibility test on drones

The feasibility of drones involves payload, energy consumption and time window constraints. Since the

load feasibility is straightforwards, we focus on the battery capacity feasibility, which is more complex, as

it is closely related to time windows and the entire route schedule. The pseudocode for the drone feasibility

test for each vehicle pair is presented in Supplementary material E.

Let Tp be the last arrival time at launch station p, which includes two cases: if p is a launch-only station,

Tp = τp, and if p is a retrieval station, Tp = max{τp, τ̂p}+Sr. Tw
p is the waiting time at station p from time

Tp to drone launch.

For each vehicle pair k, we traverse every station p along truck route Rk and calculate the arrival time

τp of truck k at station p. If p is a launch-only station of flight s, we perform a “launch check”: The best

waiting time Tw
p at node p is calculated (detailed in Section 4.9), the load feasibility of flight s is verified,

and whether the energy es consumed when arriving at the retrieval station exceeds the battery capacity

is checked. If feasible, we record the energy consumption es, drone arrival time τ̂ s, and payload ŵs of

drone k at the retrieval station of flight s. Otherwise, if node p is a retrieval-only station, we perform

a “retrieval check”: conducting a feasibility test on total energy consumption e′s by adding the hovering

energy consumption at node p to es. Otherwise, we first conduct a “retrieval check”, update Tp, and then

perform a “launch check”.
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4.9. Waiting time optimisation

The waiting time at each launch station directly affects flight feasibility and energy consumption. This

section discusses the waiting time optimisation.

As the number of customers served by a single flight is limited, the waiting time at each launch node can

be solved by Gurobi. The detailed models are presented in Supplementary material F. However, as waiting

time optimisation must be performed at every launch node in each iteration, the overall computational time

of Gurobi increases prohibitively. Therefore, we design the following algorithm to solve this problem.

For each flight s = (p, p1, ..., pz, pz+1), let r = (p, p̃1, ..., p̃z̃, pz+1) be the truck sub-route of flight s. The

definitions of other variables are the same as those in the model but without index k, i.e., for any s and r.

Case 1. The truck travels arc (p, pz+1) directly without serving any customers (i.e., z̃ = 0).

Proposition 2. For z = 1, z̃ = 0, if max{up1 − Tp − Sl −
rdp,p1
vd

, 0} ≤ Tw
p ≤ lp1 − Tp − Sl −

rdp,p1
vd

, the energy

consumption of flight s is minimised and independent of the value of Tw
p .

In view of Proposition 2, if z = 1, we set Tw
p = max{up1 − Tp − Sl −

rdp,p1
vd

, 0}.

Proposition 3. For z = 2, z̃ = 0, the earliest time that the service starts at customer p1 is up1+max{up2−
rdp1,p2
vd

− sp1 − up1 , 0} −max{up2 −
rdp1,p2
vd

− sp1 − lp1 , 0}, allowing minimum waiting time at customers.

Corollary 1. For z = 2, z̃ = 0, if the service start time at customer p1 is up1 +max{up2 −
rdp1,p2
vd

− sp1 −

up1 , 0}−max{up2−
rdp1,p2
vd

−sp1−lp1 , 0} and rtp,p3
vt ≤ up2+sp2+

rdp2,p3
vd

−(lp1−
rdp,p1
vd

)−min{up2−
rdp1,p2
vd

−sp1−lp1 , 0},

the energy consumption of flight s is minimised and independent of the value of Tw
p . Additionally, the service

start time at customer p2 is up2 −min{up2 −
rdp1,p2
vd

− sp1 − up1 , 0}.

In view of Corollary 1, for z = 2, if up2 ≥ rdp1,p2
vd

+ sp1 + lp1 and rtp,p3
vt + lp1 −

rdp,p1
vd

≤ up2 + sp2 +
rdp2,p3
vd

, we

set Tw
p = lp1 −Tp−Sl−

rdp,p1
vd

. Otherwise, if up2 <
rdp1,p2
vd

+sp1 + lp1 and rtp,p3
vt ≤ sp2 +

rdp2,p3
vd

+
rdp,p1
vd

+
rdp1,p2
vd

+sp1 ,

we set Tw
p = max{up1 , up2 −

rdp1,p2
vd

− sp1} − Tp − Sl −
rdp,p1
vd

.

For z ≥ 2, the waiting time Tw
p is bounded by

Tw
p ≥ max{max{up1 ,min{up2 − sp1 −

rdp1,p2
vd

, lp1}} − Tp − Sl −
rdp,p1
vd

, 0} (34a)

Tw
p ≤ min{lp1 , lp2 − sp1 −

rdp1,p2
vd

} − Tp − Sl −
rdp,p1
vd

(34b)

Case 2. The truck sub-route r serves customers (z̃ > 0).

Proposition 4. For z = 1, z̃ = 1, if max{up1 − Tp − Sl −
rdp,p1
vd

, up̃1 − Tp − Sl −
rtp,p̃1
vt , 0} ≤ Tw

p ≤

min{lp1 −
rdp,p1
vd

, lp̃1 −
rtp,p̃1
vt }− Tp − Sl, the energy consumption of flight s is independent of the value of Tw

p .

In general, for z̃ ≥ 1, the bounds of waiting time Tw
p can be strengthened by

Tw
p ≥ max{min{up1 −

rdp,p1
vd

− Tp − Sl, up̃1 −
rtp,p̃1
vt

− Tp − Sl}, 0} (35a)
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Tw
p ≤ min{lp1 −

rdp,p1
vd

, lp̃1 −
rtp,p̃1
vt

} − Tp − Sl (35b)

The proofs for the above theoretical results are included in Supplementary material G.

For Case 1, if z = 1, we return the best waiting time Tw
p by Proposition 2. Otherwise, if z = 2 and

the conditions in Corollary 1 are satisfied, the best waiting time Tw
p is returned by Corollary 1. Otherwise,

the waiting time Tw
p is optimised by WT opt. _one. For Case 2, we optimise the waiting time Tw

p by WT

opt. _two. Pseudocodes for the waiting time optimisation, WT opt. _one and WT opt. _two are shown

in Supplementary material F.

5. Numerical experiments

In this section, we study the performance of our proposed model/enhancements and the ALNS heuris-

tic by conducting various computational experiments on a number of randomly generated instances. We

begin with a description of test instances in Section 5.1, followed by the detailed computational results in

Section 5.2. In Section 5.3, we analyse the impact of three key problem features. The sensitivity analysis

around the drone cost is conducted in Section 5.4. The operator analysis and sensitivity study on the ef-

fects of three parameters (number of stations, and width and density of time windows) are included in the

Supplementary materials I and K. Our algorithm is coded in Python 3.9.12; all experiments are executed on

a Windows 10 machine with an Intel(R) Core (TM) i7-10750H processor (2.60 GHz) and 32 GB of RAM.

The mathematical model is solved by Gurobi.

5.1. Test instances and parameters

In our experiments, the curb weight (w0) and load capacity (Qd) of drones are assumed to be 6 kg and

3 kg, respectively. The unit energy consumption (η) and battery capacity (E) of drones are set to 0.667

Wh/(kg·min) and 180 Wh. The average speed of trucks (vt) is 30 km/h and that of drones (vd) is 40 km/h.

Considering the features of our problem, we use light trucks (e.g., Wuling Glory S Van) that each has a

total payload of 750 kg. The available capacity of each truck (Qt), excluding the weight of drone supporting

materials (i.e., tools, auxiliary equipment, etc.), is assumed to be 650 kg. The unit distance cost for trucks

(ct) is $0.78/km, which is 8.3 times (i.e., α = 8.3) of that of a fully loaded drone (Salama & Srinivas,

2020); thus, the unit distance cost for drones is $0.094/km, which is equivalent to a unit energy cost (cd) of

$0.0104/Wh (= 0.094 ∗ 0.5 ∗ vd/E), where 0.5 h is the flying duration of a fully loaded drone. Finally, the

required times for launch and retrieval (Sl, Sr) are both set to 1 min and the service time for each customer

(si) is set to 2 min. The time window of the depot and all stations is [0, 450]. The fixed cost of deploying a

vehicle pair is set to $10. The parameters used in the ALNS are selected by a parameter tuning experiment,

which is described in Supplementary material H.

Since there are no benchmark instances available for mDPD-T, we generate 9 groups of instances with

3/5/8 stations and 15/30/50 customers (in a square with 10 km×10 km/12 km×12 km/12 km×12 km
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dimension). The locations are uniformly generated by the method in Liu et al. (2020), and the approach of

generating time windows can be found in Dellaert et al. (2019). Given drones’ load capacity, the customer

demand is generated as follows. We first randomly generate demand for 90% of the customers within the

range (0,2.3] (i.e., drone-eligible customers) and for the remaining 10% truck-only customers within the

range (3,50] (Zhen et al., 2023). Then, we set 10% of all the customers as paired ones and adjust the

demand of each pickup pair node to be the same amount as its delivery counterpart, and set 30% as pickup

only customers. The remaining ones are all delivery only customers. Each group comprises 6 instances that

include three scenarios based on different time windows:

A: for customer i, randomly generate 20 ≤ ui ≤ 260 and li = ui + 20;

B: for customer i, randomly generate 60 ≤ ui ≤ 360 and li = ui + 20;

C: for customer i, randomly generate 60 ≤ ui ≤ 360 and li = ui + 90.

In total 54 instances are generated. We use the short form “A/B/C-#.m.n” to represent each of them,

among which the instance A-1.5.15 is the running example that we have used. In addition, to evaluate

the effectiveness of our model and the performance of ALNS against the optimum, we also generate 30

small-size instances over a grid of dimensions 10 km ×10 km in scenario A, in which half of the instances

have 8 customers and 4 stations while the rest have 10 customers and 5 stations. All instances are available

for download from https://doi.org/10.17632/6x3jsjcc3r.3.

5.2. Computational results

5.2.1. Effectiveness of the valid inequalities and the performance of ALNS compared to optimality

To validate the mathematical model, study the effectiveness of the valid inequalities, and evaluate the

performance of the proposed ALNS, we compare the solutions from Gurobi and ALNS on the 30 small

instances. For each instance, the time limit of Gurobi is set to 2 h, and ALNS is repeatedly executed 5

times. Table 3 reports the best solutions from Gurobi without valid inequalities (sG1
best) and with them (sG2

best),

along with their run times cpuG1 and cpuG2 , respectively. For ALNS, the results include the best solution

obtained (sAbest) and the average run time (cpuA). The last two columns report the percentage gap between

the solver solutions with and without valid inequalities and that between the solutions of ALNS and Gurobi

with valid inequalities, i.e., Gap1% = 100(sG2
best − sG1

best)/s
G1
best and Gap2% = 100(sAbest − sG2

best)/s
G2
best. Thus,

a negative (positive) gap means better (weaker) performance of the solver solutions with valid inequalities

versus without or better (weaker) performance of ALNS versus the solver.

The results indicate the clear effects of the valid inequalities, as the run time of the solver clearly

decreases with the inclusion of these inequalities, especially for larger instances, which see a more than 30%

reduction on average. As the number of customers increases, the run time of Gurobi increases substantially.

Moreover, its performances depends on the specific instances; the run times fluctuate even for instances of

the same size. In contrast, ALNS is much more robust.

In terms of solution quality, both Gurobi and ALNS solve all considered instances with 8 customers
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and 4 stations to optimality, but ALNS requires significantly less time on average. For instances with 10

customers and 5 stations, with the inclusion of valid inequalities, the number of instances not solved to

optimality within the time limit by Gurobi decreases from 5 to 3, and better solutions are obtained for 2

of the remaining 3 instances, confirming the effectiveness of the valid inequalities. In contrast, for all but

one of these larger instances, ALNS finds the same or better solutions than Gurobi with much shorter run

times, highlighting the remarkable performance of the proposed heuristic.

Table 3: ALNS vs. the solver solution in small instances.

Inst.
Solver solution Solver solution ALNS

Gap1% Gap2%(without valid inequalities) (with valid inequalities)
sG1

best($) cpuG1(s) sG2

best($) cpuG2(s) sAbest($) cpuA(s)
A-1.4.8 32.40 111.89 32.40 70.16 32.40 12.50 0.00 0.00
A-2.4.8 37.75 104.56 37.75 72.41 37.75 27.59 0.00 0.00
A-3.4.8 41.32 273.26 41.32 221.32 41.32 19.54 0.00 0.00
A-4.4.8 38.01 376.33 38.01 209.53 38.01 27.61 0.00 0.00
A-5.4.8 35.33 101.42 35.33 79.56 35.33 25.73 0.00 0.00
A-6.4.8 48.12 146.36 48.12 132.03 48.12 32.22 0.00 0.00
A-7.4.8 36.77 141.60 36.77 116.23 36.77 22.26 0.00 0.00
A-8.4.8 34.05 163.89 34.05 138.56 34.05 29.03 0.00 0.00
A-9.4.8 38.55 549.53 38.55 346.48 38.55 38.54 0.00 0.00
A-10.4.8 33.85 185.29 33.85 95.49 33.85 26.58 0.00 0.00
A-11.4.8 40.89 203.20 40.89 201.36 40.89 28.29 0.00 0.00
A-12.4.8 40.25 109.56 40.25 72.36 40.25 36.24 0.00 0.00
A-13.4.8 34.00 389.23 34.00 251.13 34.00 41.73 0.00 0.00
A-14.4.8 34.91 172.39 34.91 138.74 34.91 34.41 0.00 0.00
A-15.4.8 40.27 119.23 40.27 81.46 40.27 36.79 0.00 0.00

Avg. 209.85 148.45 29.27
A-1.5.10 42.67 6102.03 42.67 2532.16 42.67 125.50 0.00 0.00
A-2.5.10 37.62 5841.23 37.62 3323.59 37.62 48.51 0.00 0.00
A-3.5.10 32.52 3562.19 32.52 1153.26 32.52 48.99 0.00 0.00
A-4.5.10 47.64 7200.00* 46.58 7200.00* 46.39 93.43 -2.23 -0.41
A-5.5.10 32.31 5023.89 32.31 1596.36 32.31 42.91 0.00 0.00
A-6.5.10 52.08 3004.89 52.08 1432.16 52.08 55.86 0.00 0.00
A-7.5.10 45.79 7200.00* 44.93 7200.00* 44.90 61.07 -1.88 -0.07
A-8.5.10 42.00 5123.63 42.00 3853.36 42.00 51.82 0.00 0.00
A-9.5.10 28.40 5231.09 28.40 2855.38 28.40 53.60 0.00 0.00
A-10.5.10 39.71 7200.00* 39.71 7200.00* 39.57 119.11 0.00 -0.35
A-11.5.10 34.10 7200.00* 34.10 5871.23 34.10 46.97 0.00 0.00
A-12.5.10 36.75 3125.65 36.75 1152.36 36.75 227.18 0.00 0.00
A-13.5.10 32.12 7200.00* 31.98 6852.13 31.90 56.59 -0.44 0.25
A-14.5.10 29.38 1526.36 29.38 896.49 29.38 48.68 0.00 0.00
A-15.5.10 34.89 3148.26 34.89 2103.93 34.89 69.06 0.00 0.00

Avg. 4168.92 2801.87 76.62

*Gurobi does not find an optimal solution in the 2 h time limit.

5.2.2. Performance analysis of ALNS on large-size instances

In this section, we evaluate the performance of ALNS on the 54 large-size instances generated in Section

5.1. Table 4 summarises the complete results. In addition to the best/average costs among 5 runs (cbest/cavg)

and the truck-only cost (ct), the initial cost (ci) of the best solution and the best cost obtained by Gurobi

in 2 h (cg) are also reported for comparison. Additionally, we provide the results regarding the number of

deployed vehicle pairs (U), the number of flights (F ), the number of customers served by drones (R) and

the number of drone-eligible customers (D), showing the characteristics of the best solutions. “∆r−d%”

captures the ratio of the drone-served customers to drone-eligible customers (∆r−d% = 100R/D). “∆i−b%”

and “∆t−b%” reflect the gap between the initial cost and the best cost (∆i−b% = 100(cbest − ci)/ci) and
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the gap between the truck-only cost and the best cost (∆t−b% = 100(cbest − ct)/ct), respectively. The last

column reports the average run times. For brevity, we use “cost” to denote the total operational cost.

Table 4: Performance of ALNS in scenarios A, B and C.
Inst. ct($) ci($) cg($) cbest($) cavg($) U F R D ∆r−d% ∆t−b% ∆i−b% cpu(s)

A-1.3.15 67.39 66.41 50.50* 45.78 47.65 2 2 6 13 46.15 -32.07 -31.06 37.89
A-2.3.15 65.21 64.30 45.60* 43.03 44.09 2 2 5 13 38.46 -34.01 -33.08 47.34
B-1.3.15 100.15 87.63 56.13* 52.23 54.65 2 4 9 13 69.23 -47.85 -40.40 39.96
B-2.3.15 89.23 86.54 51.75* 46.85 47.73 2 3 6 13 46.15 -47.50 -45.86 20.61
C-1.3.15 63.34 51.94 52.17* 32.11 35.87 1 2 8 13 61.54 -49.30 -38.18 140.33
C-2.3.15 58.34 58.11 56.02* 33.89 35.03 1 2 8 13 61.54 -41.91 -41.68 141.04

Avg. 53.85 -42.11 -38.38
A-1.5.15 69.76 60.59 55.57* 35.25 36.50 1 4 10 13 76.92 -49.47 -41.82 191.45
A-2.5.15 59.44 54.56 37.80* 32.29 32.87 2 3 7 13 53.85 -45.68 -40.82 229.97
B-1.5.15 73.01 70.91 45.95* 33.45 36.72 2 5 10 13 76.92 -54.18 -52.83 109.43
B-2.5.15 85.96 75.85 45.65* 35.40 36.64 2 5 9 13 69.23 -58.82 -53.33 113.91
C-1.5.15 73.32 64.21 39.29* 32.53 33.26 1 2 7 13 53.85 -55.63 -49.34 339.53
C-2.5.15 52.10 52.10 45.76* 28.16 31.03 1 4 10 13 76.92 -45.95 -45.95 312.86

Avg. 67.95 -51.62 -47.35
A-1.8.15 88.80 64.97 35.51* 27.71 28.53 2 4 10 13 76.92 -68.80 -57.35 915.42
A-2.8.15 79.60 54.65 40.43* 23.69 24.60 2 4 10 13 76.92 -70.24 -56.65 718.61
B-1.8.15 63.34 56.05 38.65* 32.06 33.14 2 4 10 13 76.92 -49.38 -42.80 931.25
B-2.8.15 74.20 57.72 34.83* 29.97 32.43 2 4 9 13 69.23 -59.61 -48.08 1231.33
C-1.8.15 79.40 60.33 37.94* 24.02 25.26 1 5 13 13 100.00 -69.75 -60.19 1360.14
C-2.8.15 56.63 48.86 39.81* 23.91 25.97 1 3 11 13 84.62 -57.78 -51.06 1754.32

Avg. 80.77 -62.59 -52.69
A-1.3.30 186.42 172.37 - 85.71 88.43 3 3 10 27 37.04 -54.02 -50.28 132.09
A-2.3.30 158.96 150.11 - 87.57 90.14 4 2 6 27 22.22 -44.91 -41.66 129.19
B-1.3.30 159.59 146.64 - 78.07 81.16 4 4 10 27 37.04 -51.08 -46.76 149.29
B-2.3.30 136.81 121.40 - 72.84 74.15 3 2 7 27 25.93 -46.76 -40.00 112.86
C-1.3.30 130.88 117.12 - 62.14 67.73 2 4 12 27 44.44 -52.52 -46.94 252.64
C-2.3.30 100.78 93.94 - 61.79 63.85 3 5 17 27 62.96 -38.69 -34.22 371.06

Avg. 38.27 -48.00 -43.31
A-1.5.30 131.35 108.95 - 52.26 56.13 3 4 15 27 55.56 -60.21 -52.03 421.05
A-2.5.30 167.54 162.36 - 70.57 71.54 3 3 10 27 37.04 -57.88 -56.53 762.03
B-1.5.30 155.84 155.07 - 72.06 75.75 3 7 16 27 59.26 -53.76 -53.53 353.93
B-2.5.30 188.76 172.84 - 81.38 83.61 3 5 11 27 40.74 -56.89 -52.92 629.41
C-1.5.30 152.41 134.24 - 53.03 58.44 2 6 21 27 77.78 -65.21 -60.50 879.06
C-2.5.30 129.32 114.67 - 57.92 62.26 3 4 13 27 48.15 -55.21 -49.49 1429.96

Avg. 53.09 -58.19 -54.17
A-1.8.30 146.17 130.66 - 63.42 67.36 3 8 18 27 66.67 -56.61 -51.46 2142.38
A-2.8.30 158.96 107.42 - 62.89 65.59 4 8 19 27 70.37 -60.44 -41.45 1853.68
B-1.8.30 154.28 129.79 - 81.25 84.90 3 9 20 27 74.07 -47.34 -37.40 1053.28
B-2.8.30 180.02 156.55 - 70.03 72.42 4 7 16 27 59.26 -61.10 -55.27 2561.43
C-1.8.30 180.02 145.23 - 71.60 73.64 3 9 22 27 81.48 -60.23 -50.70 1532.65
C-2.8.30 160.99 152.97 - 53.73 55.97 2 5 17 27 62.96 -66.63 -64.88 3365.23

Avg. 69.14 -58.73 -50.19
A-1.3.50 232.28 222.57 - 106.65 111.43 5 4 14 45 31.11 -54.09 -52.08 256.23
A-2.3.50 214.66 197.24 - 84.42 90.64 5 7 24 45 53.33 -60.67 -57.20 168.53
B-1.3.50 232.28 191.54 - 114.16 117.24 5 12 33 45 73.33 -50.85 -40.40 140.92
B-2.3.50 245.39 228.93 - 114.79 121.99 5 3 11 45 24.44 -53.22 -49.86 356.23
C-1.3.50 128.39 128.39 - 84.78 87.23 3 2 7 45 15.56 -33.97 -33.97 2031.46
C-2.3.50 176.59 173.94 - 87.51 94.16 4 3 13 45 28.89 -50.44 -49.69 1036.58

Avg. 37.78 -50.54 -47.20
A-1.5.50 205.30 198.99 - 86.52 98.31 5 8 25 45 55.56 -57.86 -56.52 1603.16
A-2.5.50 227.92 197.59 - 99.09 103.06 6 7 18 45 40.00 -56.52 -49.85 912.59
B-1.5.50 327.13 286.69 - 131.54 136.76 5 10 25 45 55.56 -59.79 -54.12 1395.23
B-2.5.50 330.88 292.08 - 99.28 104.87 5 12 32 45 71.11 -67.00 -66.01 852.01
C-1.5.50 197.18 184.46 - 75.22 81.31 4 9 30 45 66.67 -61.85 -59.22 2537.29
C-2.5.50 204.98 176.70 - 82.56 89.54 4 7 26 45 57.78 -59.72 -53.28 2953.08

Avg. 57.78 -60.46 -56.50
A-1.8.50 204.83 184.23 - 91.87 98.08 6 10 29 45 64.44 -55.15 -50.13 2856.03
A-2.8.50 199.21 171.46 - 88.47 89.23 5 8 20 45 44.44 -55.59 -48.40 3956.94
B-1.8.50 281.42 259.44 - 103.92 108.69 6 9 24 45 53.33 -63.07 -59.94 4059.26
B-2.8.50 290.94 263.12 - 109.76 110.83 6 7 21 45 46.67 -62.27 -58.29 2653.86
C-1.8.50 205.14 187.99 - 90.05 97.53 4 10 33 45 73.33 -56.10 -52.10 4751.03
C-2.8.50 185.02 167.32 - 99.68 107.37 4 9 30 45 66.67 -46.12 -40.43 4983.72

Avg. 58.15 -56.38 -51.55

*Gurobi does not find an optimal solution in the 2 h time limit.
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The computational time of ALNS increases with the number of customers and more so with the number

of stations. Regardless, most of the instances are solved within 1 h, and all are solved within 2 h. Moreover,

for instances with a wider time window (i.e., those in scenario C), the computational times are generally

the longest, followed by those in scenarios A and B. In contrast, the costs of instances in scenario C are the

smallest, followed by those in scenario A and then in scenario B. Note that the time windows in scenario

B are closer to the deadline for returning to the depot than are those in scenario A. In addition, in most

instances, the cost in the initial solutions is substantially reduced in the final solutions, typically by 35% to

65%, demonstrating the effectiveness of ALNS in obtaining better solutions.

Regarding the solution characteristics, Gurobi cannot find optimal solutions for any instance within 2

h. Even though it can find the feasible solutions for the first 18 instances with 15 customers, there is a

clear gap from the results of ALNS. For all remaining instances Gurobi cannot find any feasible solutions

within the time limit. The results demonstrate the strong performance of our ALNS for solving large-size

mDPD-T. In addition, the instances in scenario C require the least number of vehicle pairs while providing

almost the same or even more flights and drone services as scenarios A and B in most cases. The ratio of

drone-served customers to those eligible varies widely from 30% to 80%, but for instances of the same size,

the gap between the ratios is relatively small.

Overall, the advantage of adopting drones is obvious. Notably, the costs are reduced by 54.29% on

average with respect to the truck-only costs. Even the initial costs in most instances are less than the

optimal costs in the truck-only mode, confirming significant cost savings in the combined truck-drone mode.

In addition, to further investigate the performance of ALNS, we compare it against two benchmark

heuristics in the literature. The results demonstrate the superior performance of ALNS over the benchmarks

in generating high-quality solutions. Please refer to Supplementary material J for the full details.

5.3. Impact of the key problem features

In this section, we apply our model and the solution approach to a real network and explore in-depth

the impact of the key problem features on the cost performance and run time. Figure 7 shows the southeast

corner of Zhengzhou, the capital city of Henan Province, China. The depot is the Henan Bonded Logistics

Center, and three stores (Yonghui Supermarket (Economic Development Wanjincheng store), Dennis All

Day Fresh (Seventh Street store) and Huiermei Life Supermarket) are chosen as the pickup pair nodes.

Their corresponding delivery nodes and the pickup/delivery only customers are randomly selected from 70

residential districts. The stations are randomly selected from 12 parking lots in the defined area. The

demand and time windows (we only consider Scenario A) are set as in Section 5.1. In total ten instances

with 5 stations and 30 customers are generated, denoted as D-#.5.30.

For illustration purpose, we also apply the following analyses to the running example A-1.5.15. The

detailed solutions are reported in Supplementary material L.
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Figure 7: Spatial distributions of the depot, stores, stations and customers.

5.3.1. Waiting time optimisation at the launch nodes for ALNS

In this section, we evaluate the effectiveness of waiting time optimisation on the final solutions. We

compare our results with two cases in which no additional waiting time is considered at each launch node and

the waiting time at each launch node is determined by the time window(s) of the first served customer(s)

of the sub-routes from that node. Specifically, for each pair of sub-routes s = (p, p1, ..., pz, pz+1) and

r = (p, p̃1, ..., p̃z̃, pz+1), if z̃ = 0, the waiting time at launch node p is Tw
p = max{up1 − Tp − Sl −

rdp,p1
vd

, 0}.

Otherwise, Tw
p = max{min{up1 − Tp − Sl −

rdp,p1
vd

, up̃1 − Tp − Sl −
rtp,p̃1
vt }, 0}. We solve each case 5 times for

each instance in set D and report the best results, average results and average run times in Table 5.

Table 5: Impact of waiting time optimisation.

Inst. With optimisation Without optimisation Optimised by the first node(s)
U cbest($) cavg($) cpu(s) U cbest($) cavg($) cpu(s) ∆best% U cbest($) cavg($) cpu(s) ∆best%

D-1.5.30 2 30.02 32.01 327.32 2 38.71 45.88 430.08 28.95 2 34.69 37.05 346.14 15.56
D-2.5.30 1 29.08 31.17 950.22 1 37.47 42.47 893.10 28.85 2 31.72 35.01 559.16 9.08
D-3.5.30 2 25.66 27.43 423.67 2 35.96 40.86 517.45 40.14 2 28.69 30.41 698.10 11.81
D-4.5.30 2 27.16 28.18 464.34 2 32.69 40.02 623.70 20.36 2 30.56 34.83 416.35 12.52
D-5.5.30 2 28.22 29.17 345.92 2 39.40 45.85 344.49 39.62 2 35.01 42.50 272.33 24.06
D-6.5.30 2 23.60 26.70 582.88 3 32.25 40.17 301.80 36.65 2 29.41 36.17 255.61 24.62
D-7.5.30 2 27.56 28.77 281.95 4 41.27 48.57 192.16 49.75 2 32.34 32.95 177.17 17.34
D-8.5.30 2 32.17 33.12 546.47 2 37.56 44.81 351.23 16.75 2 34.55 39.35 324.84 7.40
D-9.5.30 2 27.10 28.37 667.51 2 37.72 43.71 281.24 39.19 2 29.23 34.58 274.75 7.86
D-10.5.30 2 26.44 28.49 539.15 3 35.20 39.47 379.43 33.13 2 30.56 35.96 375.21 15.58

Avg. 31.13 14.79

The results indicate that it is necessary and effective to optimise the waiting time at each launch node,

evidenced by 31.13% and 14.79% higher cost on average in the other two cases. In addition, our ALNS

provides more stable solutions, albeit with longer run times, as the gap between the average cost and best

cost is smaller than those of the compared cases. Moreover, more vehicle pairs are needed if the waiting

time at each launch node is not optimised.

5.3.2. Pair service

To explore the impact of pair service, we compare the solutions with and without paired customers

for all instances in set D. Each instance is solved 5 times and the results are summarised in Table 6, in

which the gaps between them are defined as ∆R% = 100(Rn−Rp)/Rp, ∆best% = 100(cnbest− cpbest)/c
p
best and

∆cpu% = 100(cpun − cpup)/cpup.

The pair service significantly increases the computational complexity of our problem, as evidenced by
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Table 6: Impact of pair service.

Inst. With pair service Without pair service
∆R% ∆best% ∆cpu%

Rp cpbest($) cpavg($) cpup(s) Rn cnbest($) cnavg($) cpun(s)
D-1.5.30 19 30.02 32.01 327.32 17 30.95 34.43 77.91 -10.53 3.10 -76.20
D-2.5.30 19 29.08 31.17 950.22 8 32.53 37.13 120.53 -57.89 11.86 -87.32
D-3.5.30 24 25.66 27.43 423.67 16 25.94 27.30 95.44 -33.33 1.09 -77.47
D-4.5.30 14 27.16 28.18 464.34 13 27.36 28.56 119.13 -7.14 0.74 -74.34
D-5.5.30 14 28.22 29.17 345.92 15 29.77 32.25 83.37 7.14 5.49 -75.90
D-6.5.30 19 23.60 26.70 582.88 11 29.04 34.85 67.28 -42.11 23.05 -88.46
D-7.5.30 16 27.56 28.77 281.95 14 27.60 28.56 78.86 -12.50 0.15 -72.03
D-8.5.30 15 32.17 33.12 546.47 12 30.36 32.87 73.32 -20.00 -5.63 -86.58
D-9.5.30 15 27.10 28.37 667.51 14 25.64 27.05 82.54 -6.67 -5.39 -87.63
D-10.5.30 23 26.44 28.49 539.15 16 27.77 29.91 75.02 -30.43 5.03 -86.09

Avg. -19.41 3.59 -80.19

the substantially longer CPU times in all instances. In addition, the cost is slightly higher when there are

no pair service customers and the number of customers served by drones decreases. This is because pair

service does not require any parcels to be carried from or to the depot, which somewhat relaxes the energy

and load constraints on service vehicles. On the other hand, each customer pair must be served by the same

vehicle pair, which partially offsets some of the above advantages.

5.3.3. Multiple visits of drones

In this section, we investigate the impact of the multi-visit feature of drones on the solutions, in

comparison with the case in which drones can serve only a single customer per flight. The best solution for

each instance in set D among 5 runs is presented in Table 7, in which Rt corresponds to the travel distances

of trucks and the gap between the two cases is calculated as ∆Rt% = 100(Rt
s −Rt

m)/Rt
m.

Table 7: Impact of multiple visits of drones.

Inst. Multiple visits Single visit
∆R% ∆Rt% ∆best%

U R Rt
m(km) cbest($) U R Rt

s(km) cbest($)
D-1.5.30 2 19 31.30 30.02 2 4 46.23 38.77 -78.95 47.70 29.15
D-2.5.30 1 19 29.43 29.08 2 3 42.78 35.00 -84.21 45.36 20.36
D-3.5.30 2 24 23.39 25.66 2 3 44.20 35.86 -87.50 88.97 39.75
D-4.5.30 2 14 28.97 27.16 2 2 39.06 31.19 -85.71 34.83 14.84
D-5.5.30 2 14 31.20 28.22 2 5 44.48 39.06 -64.29 42.56 38.41
D-6.5.30 2 19 21.46 23.60 3 3 45.26 36.70 -84.21 110.90 55.51
D-7.5.30 2 16 28.62 27.56 2 6 45.46 39.11 -62.50 58.84 41.91
D-8.5.30 2 15 34.22 32.17 2 6 46.15 40.91 -60.00 34.86 27.17
D-9.5.30 2 15 29.10 27.10 2 4 42.73 35.83 -73.33 46.84 32.21
D-10.5.30 2 23 24.45 26.44 3 3 41.58 34.27 -86.96 70.06 29.61

Avg. -73.42 55.49 31.67

The results indicate that allowing multiple visits is preferred, as it substantially reduces the operational

cost. The single-visit case has an average cost increase of over 30% compared to the multi-visit case, and

the truck travel distance is increased by 55.49% due to the significant reduction in the number of customers

served by drones. Additionally, in the single-visit case, more vehicle pairs are required in some instances.

5.4. Sensitivity analysis on drone cost

Given that wide application of drones in last mile logistics is still in the early stage, there remain

uncertainties and variabilities in drone cost. In this section we carry out a sensitivity analysis around the

unit distance cost ratio of truck-to-drone (denoted by α) on instances A/B/C-#.3.15 and A/B/C-#.5.15
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to study the impact of drone cost on the benefit of the combined truck-drone mode over the truck-only

mode. In each setting, we change the value of only one parameter while keeping the remaining ones at their

original levels (as in Section 5.1). For a more meaningful comparison, the truck-only routes are solved to

optimality by Gurobi and others are all solved by ALNS. The average results from 5 runs for each setting

are visualised in Figure 8. It is shown that the cost saving over the truck-only mode increases with higher

α or lower drone cost, as a lower drone cost leads to more customers being served by drones. Furthermore

for the combined mode, the travel distance of trucks decreases quickly with α until it reaches 5, after which

the distance does not change much anymore. Figure 8 also highlights that the impact of α is greater for

instances with more stations.

Figure 8: Impact of the cost ratio of truck-to-drone per unit distance.

6. Conclusion

We have studied a new variant of the truck-drone combined routing problem in last-mile logistics with

the objective of minimising the total cost. In this model, a fleet of capacitated trucks, each carrying an

identical drone with the capability of multiple visits, provides pickup and delivery services within the con-

straints of time windows. The load-dependent drone energy consumption is explicitly considered. Moreover,

three types of customers are being served, and paired customers have strict precedence constraints. Briefly,

the key to mDPD-T is to determine (1) the strategic selections of launch and retrieval stations, (2) the

number of vehicle pairs needed and (3) a set of combined routes to serve all demands while minimising the

total cost. We have formulated the problem as an MIBP model and introduced several valid inequalities to

strengthen the model. For large problem instances, we have developed a simple yet effective ALNS-based

metaheuristic method in which a greedy heuristic is used to create an initial solution, followed by a set

of destroy and repair operators that iteratively improve the initial solution to the best one. Moreover, we

have implemented preprocessing procedures to accelerate the solution process, and designed feasibility test

methods for trucks and drones. We have also developed an efficient algorithm to optimise the waiting time

at launch nodes.

Various experiments have been conducted to validate the model and verify the effectiveness of the valid

inequalities and the performance of ALNS. The benefits of drone adoption are clearly demonstrated. A

number of comparative studies have been performed to illustrate the applicability of the proposed model and
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methodology, and analyse the advantages and characteristics of mDPD-T. Finally, the sensitivity analysis

has been used to quantitatively assess the impact of four key factors on problem solutions across various

scenarios with valuable managerial insights.

Despite potentially a cost-effective delivery mode, the truck-drone combined service has not yet been

widely adopted in last mile logistics. One of the hurdles could be the scheduling and operational challenges

in synchronising trucks and their drones to achieve seamless services for customers. If not planned and

implemented properly, the benefits of the combined mode might not be materialised. Moreover, due to the

uncertainties and variabilities of the drone cost, the cost savings of the combined mode may not always be

obvious. The very different drone regulations between regions/countries could be another barrier. Neverthe-

less, it is definitely worth an effort to properly understand the hurdles for wider adoption of the combined

truck-drone mode.

As another future research direction, it would be interesting to study a hybrid mode, in which both the

truck-drone combined mode and parallel mode (i.e., trucks and drones work in parallel) are allowed to serve

customers. A mathematical program could be formulated to determine the best ways to combine these two

modes. It would also be interesting to consider location decisions of the rendezvous stations, as they have

profound impact on the overall cost of the combined mode. Finally, a further research topic would be the

consideration of uncertainties, such as stochastic travel time or customer demands, to model more realistic

applications.
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