
User-Centric Democratization towards Social Value Aligned Medical AI Services

Zhaonian Zhang , Richard Jiang∗

LIRA Center, Lancaster University, Lancaster LA1 4YW, England
z.zhang47@lancaster.ac.uk, r.jiang2@lancaster.ac.uk

Abstract
Democratic AI, aiming at developing AI systems
aligned with human values, holds promise for mak-
ing AI services accessible to people. However,
concerns have been raised regarding the participa-
tion of non-technical individuals, potentially un-
dermining the carefully designed values of AI sys-
tems by experts. In this paper, we investigate
Democratic AI, define it mathematically, and pro-
pose a user-centric evolutionary democratic AI (u-
DemAI) framework. This framework maximizes
the social values of cloud-based AI services by in-
corporating user feedback and emulating human
behavior in a community via a user-in-the-loop iter-
ation. We apply our framework to a medical AI ser-
vice for brain age estimation and demonstrate that
non-expert users can consistently contribute to im-
proving AI systems through a natural democratic
process. The u-DemAI framework presents a math-
ematical interpretation of Democracy for AI, con-
ceptualizing it as a natural computing process. Our
experiments successfully show that involving non-
tech individuals can help improve performance and
simultaneously mitigate bias in AI models devel-
oped by AI experts, showcasing the potential for
Democratic AI to benefit end users and regain con-
trol over AI services that shape various aspects of
our lives, including our health.

1 Introduction
The primary goal of AI is to develop technologies that im-
prove people’s quality of life and address significant soci-
etal challenges [Hodges, 2006; Taddeo and Floridi, 2018].
Its origins lie in simulating human intelligence [Hodges,
2006]. Over the past five years, AI has been increasingly
applied in various areas, such as discovering new drugs
and vaccines [Jumper et al., 2021], addressing environmen-
tal issues [Gomes et al., 2019], predicting humanitarian
crises [Tomašev et al., 2019], and influencing policymak-
ing [Lee et al., 2019]. With the growing prominence of AI,
ethical considerations have gained greater attention [Conitzer

∗Correspondence Author

et al., 2017], as the public seeks increased decision-making
autonomy in matters relevant to their daily lives [Olson Jr,
1971].

To date, AI technology has primarily been developed by
a handful of technology giants, including Microsoft, Google,
and Facebook. [Shen, 2017] highlighted that approximately
10,000 individuals in only 7 countries were responsible for
coding all AI worldwide. This concentrated control poses a
significant challenge as it hampers the progress and poten-
tial of AI applications. In the worst case, AI systems can
exhibit biases and lack generalizability to the broader popu-
lation, hindering the realization of their intended societal ben-
efits.

Toward fulfilling the social values of AI, Democratic AI
(DemAI) has recently gained traction as a process to guar-
antee that the public can be well-informed in the decision-
making process. By aligning AI processes with modern
democratic values, the field can contribute to ”Social Good”
instead of relying solely on professional codes of ethics or
legislative restrictions on technologies and industries.

Democratization of AI is the idea of providing everyone
with equal access to resources, opportunities and benefits re-
lated to AI [Strouse et al., 2021]. This concept of Democratic
AI has yet to be fully defined [Garvey, 2018]. However, it can
be understood to mean the ability for everyone to participate
in the process of building AI, with full freedom of choice,
regardless of their knowledge of AI.

Democratizing AI offers advantages in reducing AI mo-
nopolies and oligopolies [Ahmed et al., 2020]. It lowers
entry barriers, enabling individuals with no prior AI expe-
rience to access AI. Open sharing of data and algorithms,
along with cloud infrastructures, allows for broader AI ac-
cess regardless of financial resources. Increased availability
of open datasets and algorithms enhances solutions to com-
plex AI problems while reducing costs. Open-source frame-
works like PyTorch and TensorFlow contribute significantly
to deep learning progress and talent development, expedit-
ing AI skill growth. These factors collectively accelerate
AI advancement, enhance accessibility, and generate societal
value.

Despite its potential benefits, democratic AI faces signif-
icant challenges. Concerns have been raised about the in-
volvement of non-technical individuals, which can under-
mine the carefully crafted values of AI systems established



by experts [Rao, 2020]. Bias represents a major risk in demo-
cratic AI systems, even in those developed by highly qualified
engineers [Zou and Schiebinger, 2018]. Inexperienced con-
tributors to an AI system can generate unfair results, leading
to misjudgment and serious consequences. Identifying the
origin of bias is challenging, and rectifying it can be costly for
companies, with uncertain success. Furthermore, the lack of
a clear definition or mathematical description of democratic
AI leaves it in a realm of imagination. Despite its perceived
merits, the development of democratic AI has been hindered
by these issues, with no widely accepted model to address the
aforementioned challenges.

In this paper, we aim to address the challenges associated
with Democratic AI by exploring its potential value in ad-
dressing societal and technological issues. We propose a user-
centric Democratic AI (u-DemAI) framework that maximizes
benefits for individuals through a natural user-in-the-loop it-
eration process. To demonstrate the efficacy of our frame-
work, we conduct a case study focusing on brain age estima-
tion in medical services. Our experimental results demon-
strate the significant benefits of our u-DemAI framework,
which involves users in the decision-making process and en-
ables freedom of choice within a community for AI services.
Importantly, the success of our experiments serves as a practi-
cal proof-of-concept implementation of Democratic AI, high-
lighting its advantages over conventional expert-ruled AI ser-
vices by engaging non-experts.

2 Preliminary
2.1 What is Democratic AI
In politics, democracy is a system wherein the people have the
power and liberty to decide on the governing system. With
the advent of Artificial Intelligence (AI), new topics have
emerged in the social sciences, such as AI governance and the
pros and cons of introducing AI into democracy. Conversely,
when democracy is incorporated into AI, a new branch of AI
known as Democratic AI emerges. This is also referred to as
AI democratization, which is a process of bringing democ-
racy to AI. When it comes to AI services, users are expected
to gain more authority in the governance of AI. To gain a
better understanding of AI democratization, it is essential to
explore some basic concepts that can serve as fundamentals
for constructing our theoretical framework.

As the need for democratic AI grows, some researchers
have attempted to describe their ideal ones. [Nguyen et al.,
2022] think democratic AI is a machine learning system un-
derlying principle for building large-scale distributed. It re-
lies on the hierarchical self-organization of well-connected
distributed learning agents who have limited and highly per-
sonalized data and can adjust themselves based on the under-
lying duality of specialized and generalized processes.

[Shashi et al., 2022] think federated analytics (FA) is a
good basic structure of democratic AI, but the current realiza-
tion of federated learning (FL) adopts single server-multiple
client architecture with limited scope for FA, which often
results in learning models with poor generalization, so they
built a democratic AI based on FL, which can empower gen-
eralization capability of models over clouds.

As AI is currently dominated by an oligopoly of central-
ized mega-corporations, that focus on the interests of their
stakeholders, [Montes and Goertzel, 2019] want to change
that situation and propose a democratic AI as a distributed,
decentralized, and democratized market for AI services to run
on distributed ledger technology.

In summary of these existing works, we can come to give
a generalized definition of democratic AI as below,
“Democratic AI means an AI implementation that involves
relevant people in the optimization of AI services that pro-
motes the social values to benefit the communities of peo-
ple.”

Inevitably, people need to be included in the loop of the op-
timization toward social values, accessible to everyone con-
cerned with full rights to select the best AI service, according
to Montes’s expectations of AI [Montes and Goertzel, 2019],
while it breaks the monopoly of big companies on AI. Putting
users’ requests in the loop of AI service optimization is an
inevitable solution to improve the generalization and person-
alization abilities of AI services, which matches the expecta-
tion of [Nguyen et al., 2022]. Based on the above definitions,
we will build a math description of democratic AI called u-
DemAI in the below sections and examine it in our case study.

2.2 Overview of Our u-DemAI Framework
The u-DemAI framework proposed in this paper is a com-
prehensive, multi-function, public system that offers various
optimization strategies, models and datasets to its users. It en-
courages people to share their trained models based on their
local data, where AI services are made available to users via
clouds. For the uploaded models, the system tests and records
their performances, creating a list for users to choose from.

When users want to make a prediction, u-DemAI employs
multiple cloud-based AI services and engages users in the op-
timization loop. Users can select their desired models, pref-
erences, and optimization measures. The models are the up-
loaded trained models, with their performance list as a refer-
ence. Target preferences include various indicators such as
fairness over gender, age groups, race, etc. The optimiza-
tion measures may include options for the highest accuracy,
the fairest results, or a balanced prediction. The prediction is
based on the results from several single cloud services, lever-
aging the concept of evolutionary optimization to find the best
weights for each cloud service. The weights of single services
can be adjusted according to the users’ feedbacks of different
communities, such as those of different age groups, towards
optimizing social values such as the fairness of prediction. In
summary, our u-DemAI enables open AI Services by provid-
ing a democratic process through which users can select the
desired models. Figure 1 illustrates the architecture of our
proposed u-DemAI framework.

2.3 Case Study: Medical Brain Age Estimation
In this paper, we focus on a specific medical task as our case
study, given its relevance to democratic AI and potential ben-
efits to patients. We select brain age estimation, a recent med-
ical challenge, as our case study, which requires both high
predictive accuracy and age-wise fairness [Cole et al., 2017;
Luders et al., 2016].



Figure 1. The community-adaptive democratic process of the pro-
posed u-DemAI framework over cloud-based AI services.

Figure 2. Case study: Brain age estimation using AI models.

The human brain can be modeled as a Turing’s Type-B
machine with randomly interconnected neurons [Jiang and
Crookes, 2019], and it is closely linked to mental health
[Jiang et al., 2022]. Brain age estimation is a common clas-
sification or regression task that provides a health indicator
of the human brain [Peng et al., 2021]. Previous studies
have successfully employed various AI models to predict in-
dividuals’ brain age using neuroimaging data, demonstrating
strong performance [Cole et al., 2017; Luders et al., 2016].
By training deep learning models on healthy samples, we can
obtain AI models capable of estimating the biological age of
a healthy person based on brain neuroimaging data [Cole et
al., 2017]. The process is illustrated in Figure 2.

3 Modelling Democratic AI
3.1 Democratic AI beyond Clouds
Unlike its literal interpretation, democratic AI is deeply in-
tertwined with cloud computing technology. The reason is
that when democratic AI aims to make AI accessible to the
general public, these AI services necessitate internet access
from any location, making cloud computing an indispensable
component [Nguyen et al., 2022; Shashi et al., 2022]. Lead-
ing AI companies like Microsoft, Google, and IBM have all
expressed their intentions to democratize AI, with cloud com-
puting occupying a central position in this endeavor.

These prominent AI providers offer AI services accessible
through the cloud for a wide range of users, including edge
users, smart home users, hospitals, and industries. However, a
crucial question remains: How can we select the most suitable
AI service? This is precisely where our u-DemAI algorithm
comes into play. In this paper, we present our new algorithm

as a means to involve users and maximize the benefits and
social values derived from AI services.

3.2 Community Based User-Centric DemAI
Standing on the side of users, every user in a community of
an AI service would like to evaluate the AI service using their
own experience, rather than fully depending on the told spec-
ifications by the service provider. Considering we have a set
of different measures {mk} using user preference, to simplify
the measures and enable an easier choice by users, we can de-
fine a combined measure F over k measures,

F =
∑
k

αkmk (1)

Here αk are the preference degrees set up by users. For ex-
ample, if users care more about accuracy, the αk for accuracy
will be set bigger than others; when users in another com-
munity come to care more about fairness, the αk for fairness
will be set bigger. Consequently, based on F, users can easily
make the choice over a Service i. In this case study, we set m1

as the prediction accuracy, and m2 as the Pearson coefficient
(PC) to indicate the degree of ageism of predicted results. In
our case study, we assume all users have α1=α2=0.5 to bal-
ance accuracy and fairness.

Considering a user can access various AI services, these AI
services can then be combined together by their weights, that
impact the performance F,

cjD =
∑
i

wic
j
i (2)

Here, cji is the prediction on the data of the j-th user from the
i-th service, and wi is the weight for that service. cjD denotes
the combined prediction via the democratic process.

It is noted that the process in Eq.(2) is influenced by users
since {wi} are defined by users’ personalized requests and
cjD is the combined outcome from user feedback. In the opti-
mization process of our user-centric DemAI framework, users
are included in the loop, to choose their preference towards
social values by setting up {αk}. The democratic process can
then be described as an optimization process via users’ choice
on various AI services,

wi = argmaxF (wi, αk, c
j
i ) (3)

Consequently, users are the final decision-maker with full
control on how to use AI services over the clouds since the
selection of single AI services, the weights of each service
and the optimization outcome from the DemAI are all depen-
dent on users’ requests.

The philosophy behind this is that a user may always try to
give those good services more weights. In a broader sense,
such a democratic process is a natural computing process,
similar to bird flocking, DNA computing, swarm intelligence,
artificial life, etc. It is a natural consequence of individual be-
havior or actions that are included in the loop of the AI service
optimization for a community of users. Inevitably, we will
face two fundamental math challenges on democratic AI,

1. How to include users in the loop of the democratic pro-
cess?



2. How to guarantee the democratic process converges on
the best optimum?

To answer the above two fundamental questions of demo-
cratic AI, we will propose a natural democratic computing
process for our u-DemAI framework.

3.3 Evolutionary Democratic Process
In principle, Democratic AI can be considered a natural com-
puting process via human behavior [Koster et al., 2022] from
a community of users. In order to find the best way to inte-
grate AI services over the cloud using people’s feedback in
the loop of optimization towards social values, we borrow the
concept of particle swarm optimization (PSO) to emulate an
evolutionary democratic model.

Here select n initial particles to appear at random positions
with random initial velocities. Each initial particle is an n-
dimension weights data of single services as (β1,β2,...,βn).
Now we record the current position of the i-th particle as
xi=(βi1,βi2,...,βin), the current velocity of the particle as vi,
the current best position of the particle as yi, and the num-
ber of iterations is t, and the symbol g will be used to denote
the loss function. We can update the next best position via
the equation below (in the loop of people’s feedback from the
community of AI services),

yi(t+ 1) =

{
yi(t), g(xi(t+ 1)) ≥ g(yi(t))

xi(t+ 1), g(xi(t+ 1)) < g(yi(t))
(4)

We define ŷ as the global optimal position among all particles
in Eq.(5),

ŷ(t) ∈ {y0(t), y1(t), . . . , ys(t)}|g(ŷ(t))
= min{g(y0(t), g(y1(t), . . . , g(ys(t)}

(5)

The step of velocity update is specified separately for each di-
mension j so that Vij denotes the j-th dimension of the veloc-
ity vector associated with the i-th particle. And the velocity
update equation is shown below:
Vij(t+ 1) = ωVij(t) + γ1rand(0, 1)(yij(t)− xij(t))

+ γ2rand(0, 1)(ŷj(t)− xij(t))
(6)

Among them, ω,γ1 and γ2 are constants between (0, 1). The
update of the current position of i-th particle is,

xi(t+ 1) = xi(t) + Vi(t+ 1) (7)
We assume x(t) is the position of a particle at time t, a =
γ2/(γ1 + γ2), according to the proof from [Van Den Bergh
and others, 2007], we can get equation (8):

lim
t→+∞

xt = (1− a)y + aŷ (8)

Here x(t) is the position of a particle at time t. Eq.(8) implies
that the particles converge to a value derived from the line
connecting the personal best to the global best.

In the subsequent experiments of our case study, we set
ω = 0.2,γ1 = γ2 = 0.2, the number of iterations is 100, and
the number of initial particles is 300.

The mathematical interpretation of the evolutionary demo-
cratic process provides rigorous proof of the convergence of
Democratic AI toward optimal social values. In parallel,
the democratic process represents a natural computing phe-
nomenon intertwined with the collective behavior of individ-
uals within a community.

3.4 AI Services for Brain Age Estimation
Brain age estimation has become a key measure for healthy
aging [Cole and Franke, 2017]. In our case study, we assume
we use four online AI services over cloud, and each offers
their brain age estimation using an AI model that has remark-
able performance in estimating brain ages,

1. Convolutional Neural Networks [Zhang et al., 2022]:
The CNN model was implemented using Keras & Ten-
sorflow.

2. GoogLeNet (Inception V1) [Couvy-Duchesne et al.,
2020]: This model is based on Inception V1. Compared
to Google’s Inception V1, it changes the softmax layer
to a fully connected layer as the final layer so that this
task becomes a regression task instead of a classification
task.

3. ResNet [Peng et al., 2021]: This model is based on
ResNet that consists of 5 residual blocks, each followed
by a max pooling layer of kernel size 3×3×3 and stride
2×2×2, and one fully connected block.

4. SVR [Cole et al., 2017]: This model is based on SVM
but for the regression purpose for brain age estimation.

By accessing the above cloud AI services, we will test our
u-DemAI framework with different communities of users and
see if it can automatically optimize for various groups of peo-
ple in different conditions.

Here, we consider three different communities of users:
young group (16∼30 years old), middle age group (31∼60)
and elder group (61∼100). We will test our u-DemAI frame-
work with each community and see if it will achieve better
performance for each different group.

3.5 Datasets
The dataset we used here is based on [Cole et al., 2017],
including 2641 healthy individuals’ brain sMRI with extra
information such as their age and gender. The sample age
ranged from 16 to 90 years old, the average age of samples
is 35.8 years old, and the standard deviation of age is 16.2
years. Of the participants, 53% are females and 47% males.
The sample details can be found in [Cole et al., 2017].

In our project, we use two different kinds of data as in-
put for the services. One is Gray Matter and White Matter
Maps, the other is Surface-Based Processing of Gray Matter.
The Gray Matter and White Matter Maps were distributed by
the PAC organization. This kind of data is used for the input
of self-defined CNN, ResNet and GoogLenet in our project.
As for Surface-Based Processing of Gray Matter, we extract
the vertex-wise measurements of cortical thickness and sur-
face area based on the sMRIs by using FreeSurfer 6.0 [Fischl,
2012]. This kind of data is used for the input of SVR.

4 Experimental Results
4.1 Experimental Setup
The dataset we use here includes 2641 healthy individuals’
brain sMRIs and information from samples such as their age
and gender. We use 75% of them to train the services and
25% to test the performance of services.



In this work, Mean Absolute Error (MAE) between the
sample’s chronological age and predicted age represents the
estimation performance of services, which is frequently used
in brain age prediction papers [Couvy-Duchesne et al., 2020;
Peng et al., 2021; Cole et al., 2017], with the least MAE rep-
resenting the highest accuracy in age prediction.

We evaluate the fairness of services and judge the degree
of ageism in predicted results by 3 criteria. One is the Pear-
son coefficient between the brain age gap (chronological age
minus predicted age) and chronological age, low coefficient
denotes that the performance of service is not influenced by
the true age significantly, which means the service is good at
resisting ageism. The equation is shown below:

ρX,Y = cov (X,Y )/σxσy (9)

where X is brain age gap, Y is true age, cov means the co-
variance, σX is the standard deviation of X, and σY is the
standard deviation of Y.

The slope rate of the brain age gap with increasing chrono-
logical age [Couvy-Duchesne et al., 2020] is a good evalua-
tion criterion. The low rate represents that the predicted age
and the performance of the service are less influenced by the
chronological age, which means the service is a fair AI with
less of ageism. We can know their equation is shown below:

lim
∆a→0

∣∣∣∣G(a+∆a)−G(a)

∆a

∣∣∣∣ (10)

Here a represents age, G means brain age gap. We analyze
them from the slope of the brain age gap-chronological age
line.

We also use the standard deviation of absolute error be-
tween chronological age and predicted age to evaluate the de-
gree of ageism in predicted results, lower standard deviation
represents a stronger ability against ageism and unfairness.
The equation is shown below:

S =

√∑n
i=1(xi − x̄)2

n− 1
(11)

where n is the number of samples, xi is the absolute value
of the brain age gap of i-th sample, x̄ is the average of the
absolute value of brain age gap of all samples.

4.2 Ageism in Single Models
We test four popular single services, including self-designed
CNN [Zhang et al., 2022], ResNet [Peng et al., 2021],
GoogLeNet [Couvy-Duchesne et al., 2020] and SVR [Cole
et al., 2017] to check if ageism could be method-dependent,
it also shows the degree of fairness.

Figure 3 represents GoogLeNet’s brain age gap plotted as
a function of the chronological age in different age groups.
This figure shows that ageism indeed exists in GoogLeNet’s
brain age estimation because the slope of the brain age gap-
chronological age line varies at different age groups, the pre-
dicted age of the young is generally higher than their actual
age, while the predicted age of the elderly will be underesti-
mated. In 17-30 age group, the red fit line is almost under the
black horizontal line, which implies young people’s predicted
age is always overestimated. In 30-60 age group, the red line

(a) Young

(b) Middle Aged

(c) Elder

Figure 3. Unfairness and ageism in brain age estimation for single
service. Here, age ranges for Young, Middle and Elder groups are:
16-30, 31-60 and 61-100. It shows the brain age gap as a function
of the chronological age using the GoogLeNet model in different
groups. The best fit of line regression (red) in each plot with the
95% prediction interval (yellow area) denotes the degree of bias.

through the black line, the brain age gap begins to change
from negative to positive. In 60-90 age group, the red line
stays beyond the black line, implying old people’s predicted
age is always underestimated.

Table 1 shows the details of 4 single services’ slopes of
fitted lines for age gaps in different age groups. It says 4 ser-
vices have different degrees of ageism in their predicted re-
sults and the fairest algorithm is always different between dif-
ferent age groups, in other words, some services are suitable
for predicting young samples’, and some services are suit-
able for elder samples. GoogLeNet is the fairest service for
young people, so as CNN for middle-aged people and ResNet
for old people. Besides, SVM always has the worst fairness
compared to other methods.

4.3 Evaluation on Democratic Process
In this part, we will explore the performance of our novel u-
DemAI in age estimation towards alleviating ageism. The
estimation results of u-DemAI evolved from the results of



Services/ Indicators Young Middle Elder
Single service 1: GoogLeNet 0.29 0.10 0.20
Single service 2: ResNet 0.39 -0.08 0.16
Single service 3: CNN 0.30 0.01 0.19
Single service 4: SVM 0.42 0.21 0.20

Table 1. The details of single services’ slopes of fitted lines for age
gap in different age groups.

single services using CNN, ResNet, GoogLeNet and SVR,
respectively. In order to deal with ageism in brain age es-
timation, we set three age groups (young, middle, and el-
der) as optional personality requests. For each age group, we
build a separate u-DemAI service upon all 4 single model ser-
vices. When we predict the brain age, the u-DemAI learned
from each user group makes predictions using the appropri-
ate weights that are optimized in the user-inclusive loops per
group. Its prediction results fully consider the brain charac-
teristics of different age groups by adjusting the weights of
single services in it.

The variation of individual services’ weights and the opti-
mization target function in the u-DemAI models at different
age groups during training are shown in Figure 4. The blue
lines, brown lines, green lines and purple lines represent the
weights of GoogLeNet, ResNet, self-defined CNN, and SVM
in the u-DemAI models for different age groups respectively,
the red line shows the variation of the loss function in the u-
DemAI model per age group. As shown in Figure 4, for the
young group, both weights of individual services and the loss
function converge to a definite value roughly in 45 iterations.
As for the middle group, they both converge in about 36 iter-
ations, which is similar to the elder group.

Figure 5 represents the brain age gap of five different ser-
vices as functions of the chronological age. The brain age gap
plot shows u-DemAI is the best service to deal with ageism
during the brain estimation, because its brain age gap varies
minimally with aging, in contrast, SVM shows the biggest
ageism compare to other methods and the fairest single ser-
vice is self-designed CNN. Single services always underesti-
mate old people’s age and overestimate young, but u-DemAI
always predicts higher than chronological age.

The details of the test results are shown in Table 2. We use
three criteria to judge fairness and ageism in predicted results.
The slopes of fitted lines for the age gap show the fairest ser-
vice is u-DemAI, followed by self-designed CNN. The results
of ResNet and GoogLeNet are similar with bad fairness, and
SVM has the biggest ageism in its predicted results. In terms
of the standard deviation of absolute error, u-DemAI has the
lowest value at 2.67. In terms of the Pearson coefficient be-
tween the brain age gap and true age, our u-DemAI achieves
the best fairness, amazingly with a Pearson coefficient as low
as 0.01, and SVM is the worst at 0.55.

In terms of estimation accuracy, u-DemAI achieved the
best prediction accuracy, whose MAE is 2.99. GoogLeNet’s
performance is the best among single services with 3.7, and
SVM is still the worst among them with 5.19.

We also compare u-DemAI with the expert-guided model
combination via ensemble methods based on the same dataset

(a) Young

(b) Middle Aged

(c) Elder

Figure 4. The user-in-the-loop iterative process in the u-DemAI
framework for different age communities. We can see both the ser-
vice weights and the cost function converges successively along with
user feedback.

from PAC 2019. [Couvy-Duchesne et al., 2020] build an en-
semble model combined by seven different algorithms, the
Pearson coefficient of its predicted results is 0.21, and MAE
is 3.33. [Da Costa et al., 2020] used shallow machine learning
methods to build an ensemble model with an MAE of 3.76,
and [Zhang et al., 2022] donate a nonlinear age-adaptive en-
semble learning whose MAE is 3.19. Our u-DemAI which
combines services together via non-expert users shows the
best performance on accuracy and fairness of all the above
expert-designed ensemble methods.

Overall, u-DemAI demonstrated exceptional results across
all measures when incorporating a user-in-the-loop process
involving non-expert users. These findings underscore the
immense potential of democratic AI in providing social val-
ues for individuals and communities.



Figure 5. Test performance of AI models/services. It represents
the brain age gap in 5 different services as functions of the whole
chronological age. Here, ggnet means GoogLeNet, resnet means
ResNet, cnn means a self-defined CNN, and svm refers to SVM. We
can see our u-DemAI reduced the bias apparently.

5 Discussion
AI plays a crucial role in driving technological transforma-
tion, and concerns regarding its fairness have escalated in re-
cent years [Posner et al., 2020]. The discussion primarily
revolves around two key aspects: the diversity of AI users
and the presence of biased outcomes in AI predictions. [Pos-
ner et al., 2020] contend that the AI field is currently facing a
diversity crisis, emphasizing the significance of this juncture.

To address this, the concept of democratic AI can be a good
solution to lower the entry barriers for people to use AI. How-
ever, democratic AI has several drawbacks, such as the lack
of a clear definition and mathematical description. Also, de-
mocratizing AI can make the problem of bias in prediction
results more obvious. Further, it is also worried that Inexpe-
rienced AI developers can lead to results that are far from the
truth, which can have serious consequences.

Our work clarified the democratic AI from these worries
in several aspects. First of all, we present a clear definition
of democratic AI that engages people in its optimization pro-
cess toward social values. Secondly, we establish a mathe-
matical description of the democratic process, where DemAI
can be interpreted as a natural computing process based on
the human behavior of various communities. Furthermore,
we leveraged the evolutionary algorithm for DemAI and pro-
posed our u-DemAI framework with guaranteed convergence
in its optimization process. Finally, through our case study,
we demonstrated that by including non-expert users in the
optimization loop, democratic AI can help achieve the best
performance (in terms of accuracy and fairness) beyond both
single and combined AI services designed by experts.

It is worth adding that bringing democracy into AI is a
cross-disciplinary task across social sciences, math and com-
puter science. However, in its implementation, inevitably
democratic AI will involve AI services over the cloud, while
users and people are involved via cloud-based platforms.
Therefore, the DemAI topic is deeply rooted in cloud tech-
nology, where its security needs to be studied in our future
work.

Services Slopes SDAE PC MAE
Single service 1:
GoogLeNet

1.13 3.09 0.34 3.70

Single service 2:
ResNet

0.96 3.87 0.33 3.92

Single service 3:
CNN

0.38 3.49 0.13 4.34

Single service 4:
SVM

1.39 3.86 0.55 5.19

Ensemble Service
A [Couvy-Duchesne
et al., 2020]

× × 0.21 3.33

Ensemble Service
B [Da Costa et al.,
2020]

× × × 3.76

Ensemble Service
C [Zhang et al.,
2022]

× × × 3.19

Our u-DemAI 0.04 2.67 0.01 2.99

Table 2. The details of tested services’ performance. Here, the 1st
column is the slopes of fitted lines for the age gap, the 2nd column
is the standard deviation of absolute error (SDAE), the 3rd column
is the Pearson coefficient (PC) between the brain age gap and true
age, and the last column is MAE. Our u-DemAI has consistently
achieved the best among all measures.

Our u-DemAI approach has several novel features. We pro-
vide a wide-covered definition of democratic AI that empha-
sizes its social values and formulate a mathematical interpre-
tation of the democratic AI process as a natural computational
process upon human behavior. We also present mathematical
proof of the convergence of such a natural democratic pro-
cess towards the optimization of social values by involving
non-expert people in the loop. In the end, we demonstrated
our novel u-DemAI method in the case study of a medical
service, and successfully validated the great value of demo-
cratic AI as a promising future trend to implement AI for the
benefit of people.

6 Conclusion
In conclusion, for the first time, we developed a novel demo-
cratic AI system, termed User-Centric Evolutionary Demo-
cratic AI (u-DemAI), which is mathematically explainable
and can be customized to different groups of people. We ap-
plied u-DemAI on a medical service task of brain age estima-
tion and demonstrated that the proposed DemAI framework
can safely converge towards better social values for users and
communities by engaging non-AI-expert people in the opti-
mization loops, showing better performance beyond expert-
designed single model services or combined services, in term
of both accuracy and fairness in the brain age estimation. Our
contribution thus provides a useful example to demonstrate
the merits of AI democratization for both theoretical devel-
opment and practical demonstration.
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