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Abstract

Improvements in microscopy enable the imaging of new phenomena, driving scientific

advancement and the technological change it brings. Imaging in ambient conditions

in particular can create challenges which limit the resolution. If phenomena can

be imaged in an ambient environment the images can be collected more quickly,

allowing for faster iteration, and enabling the user to work with samples which

cannot enter ultra-high vacuum equipment.

In this thesis, I demonstrate the imaging of transition metal dichalcogenides

with atomic resolution conductive atomic force microscopy in ambient conditions

and a comparative study alongside optical spectroscopy. Such resolution enables

the differentiation of defect categories and the imaging of new types of defects

created in samples via exposure to nitrogen plasma. The introduction of defects

also induces changes in optical spectroscopy which can be identified in cryogenic

measurements. This work builds a strong foundation for future work to establish

correlations between the population of defects and features of photoluminescence

spectra.

Further work on simulations explores atomic force microscopy techniques for

imaging non-planar molecules, demonstrating that constant force approaches could

yield high-resolution images of molecules and allow the user to extract quantitative

information such as the angle of molecular moieties. Comparisons between

experimental and simulated off-resonance atomic force microscope images of a

network of Zn tetra-phenyl porphyrin on a Au (111) substrate show promising

progress. Such images are created using atomic coordinates from density functional

theory simulations and could enable the determination of the adsorption geometry

of the molecules in the network in ambient conditions.

iii



Acknowledgements

A thesis contains the work of one person, but the outcome is heavily influenced by

the environment the work was carried out in. However, I would not be in a position

to start this course without my parents diligent and passionate support throughout

my GCSEs and A Levels. They encouraged me to aim high and then supported my

decision to continue in an academic environment rather than a more certain career.

My first taste of the research environment was as a master’s student under the

supervision of Viktor Tsepelin. He introduced me to the use of harmonic oscillators

as sensors, a subject which drove my interest in atomic force microscopy, and Python

which continues to be my preferred method of data analysis. In this group, I learnt

to work in the lab with the assistance of Theo Noble and Ash Jennings who gave

their time enthusiastically to support me.

This PhD was funded by the “CDT in Science and Applications of Graphene

and Related Nanomaterials”. I received a broad introduction into 2D materials

and characterisation techniques which gave me a head start before my PhD had

even begun. The network of students involved in that CDT has led to many

steadfast friends and kept me up to date with the exciting work at the forefront

of 2D materials.

I first learnt to use the atomic force microscope in Oleg Kolosov’s group with
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Chapter 1

Introduction

1.1 Why do we use microscopes?

“In general, a science involves a pursuit of knowledge covering general truths or

the operations of fundamental laws” [1]. As humanity pursued knowledge and

established fundamental laws for understanding the world, science began to have

great predictive power over matters in our everyday experience. As a result, many

active areas of research in physics are concerned with pursuing knowledge of systems

we cannot observe with our unaided senses. For example, Cosmology studies

phenomena on vast scales and concerns events that are not only separated from

us by great distances but also by an unimaginably large stretch of time. Telescopes

of various kinds are constructed in order to gather data on such exotic conditions.

Although exotic phenomena may seem far removed from everyday life, in many

ways our lives have been transformed by the discoveries in these areas of physics.

The desire to share scientific information prompted Tim Berners-Lee to develop the

World Wide Web whilst working at CERN in 1989 [2] and the computing that is

so central to life in the 21st century relies on semiconductors which derive their

properties from quantum mechanics.

Microscopes offer a window into the world of the very small, enabling work on

the scale of micrometres and, more recently, nanometres and Ångstrom. The basic

1



Chapter 1. Introduction

principles of Nanoscience were outlined by Richard Feynman in his seminal 1959

talk “Plenty of Room at the Bottom” in which he argued that an incredible amount

of information could be stored on even the head of a pin if we gained the ability to

manipulate matter at a small enough scale [3]. To work at such length scales it is

critical that we can resolve the outcome. Thus the advancement of science on the

nanoscale requires accessible microscopes that can keep up.

Tools of magnification have been in use since ancient times in the form of balls

of water and glass [4], but devices we would recognise as microscopes only began to

take shape in the early modern era. The inventor of the first compound microscope,

where two lenses are put together, is lost due to a lack of evidence and competing

claims [5]. However, the impacts of the first microscopes are clear.

Robert Hooke was an early adopter of the microscope and his observations

of cork revealed compartments which he named ‘cells’. These cells are now

widely understood to be an almost fundamental unit of life due to following

experiments by subsequent researchers such as Antonie van Leeuwenhoek who

observed animal cells and single-celled organisms. Observing micro-organisms was

critical to understanding, and thus combating, disease and remains crucial to the

development of medicines.

The resolution of an optical microscope is limited by the particles that it uses.

Photons of visible light have wavelengths in the range 380 - 750 nm. The resolution

of a microscope that uses lenses is proportional to the wavelength of the particle

detected and has the same order of magnitude. As a result, improvements in

resolution required the ability to reliably detect particles with shorter wavelengths.

Electrons are massive and charged, offering an ideal alternative to the photon

because their wavelength can be made smaller than that of a photon and the charge

ensures that they interact with electric fields. The use of electrons became possible

with the development of magnetic lenses in the early 1930s and electron microscopy

began as a part of these experiments.

With the electron microscope, the interior of cells became visible and, at high

2



1.1. Why do we use microscopes?

energies, lattices of atoms could be observed. Because electrons can interact with

matter in numerous ways, additional detectors can be added to the system to gain

insight into the chemical composition and the distances between atoms in a crystal.

Electrons which travel all the way through the material can be used to create images

in a similar way to the X-ray imaging which is commonplace in hospitals. The

transmission of electrons through the material is blocked by atoms at different rates

depending on their atomic number. However, some electron microscopy is carried

out using the electrons that re-emerge from the surface the beam entered from.

This enables the imaging of thicker materials as electrons lose energy as they travel

deeper into the sample until they cannot escape. The surface closest to the beam

can be studied without thinning the sample by imaging electrons which return.

‘Secondary electrons’ originate from near this surface and enable sensitive imaging

of topographic details, whilst ‘backscattered electrons’ penetrate further into the

material and are sensitive to the atomic number of the atoms the electrons interact

with. X-rays emitted when electrons from the beam scatter in the material are able

to emerge from much deeper into the material than electrons, yielding information

about the bulk of the crystal rather than just the surface. Further insight comes

from low energy electron diffraction (LEED), commonly used to verify the growth

of thin films and to study surface reconstruction [6, 7].

These new microscopes allowed researchers to observe features inside biological

cells and study materials on length scales where material properties originate, further

expanding our understanding of these systems. However, there remained some

drawbacks to electron microscopy.

The electron microscopy techniques that can resolve individual atoms (transmis-

sion electron microscopy and scanning transmission electron microscopy) require

exceptionally thin samples to ensure that sufficient numbers of electrons pass

through the material and the resulting image flattens the information into a

two-dimensional image. The non-transmission technique, the scanning electron

microscope (SEM), requires conductive samples in order to drain the electrons

3



Chapter 1. Introduction

from the sample and high energy electrons incident on a sample surface can initiate

chemical reactions which change the subject dramatically.

The work in this thesis regards a form of microscopy that uses no lenses and

can be used to manipulate materials on the nanoscale. Scanning probe microscopy

offers high-resolution imaging down to the atomic scale through the use of a sharp

tip interacting with the surface over very small length scales. There are two main

techniques, each with a plethora of variations which make scanning probe microscopy

exceptionally versatile. Scanning tunnelling microscopy offers users the ability to

observe the surface of conductive materials and the ability to collect spectra which

inform the user about the energies of electrons near the surface. The other scanning

probe technique, atomic force microscopy and its many modes open the scope of

SPM to insulating samples and enable the measurement of a host of properties,

such as thermal and electrical conductance.

Using SPM, images of the atoms inside molecules have been created [8]

and changes in the energies of electrons can be measured at specific locations,

illuminating how defects change crystals locally [9].

As discussed, the sharp tip interacts with the surface, meaning that pieces of

material can be moved around the surface to design systems as well as image them.

This has led to exciting lithography on extremely small length scales and the creation

of quantum simulations of simple crystals and molecules [10, 11]. Of course, scanning

probe microscopes are primarily microscopes and in this work, I will consider two

interesting systems using the application and simulation of atomic force microscopy.

Two-dimensional materials have been regarded with excitement because they

frequently possess favourable properties compared to their three-dimensional coun-

terparts, leading to a potential for improvements in many sectors, but more

importantly, they also possess unique properties of their own. The confinement

to two dimensions results in low electrostatic screening and changes to the band

structure. One effect is an increase in the lifetime of bound states involving electrons

called excitons [12, 13].
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1.1. Why do we use microscopes?

In addition, all of the atoms in two-dimensional materials are close to the surface,

meaning that all defects are visible and their position is simple to determine.

Because scanning probe techniques only interact with the surface of a material,

they don’t pick up signals from deep inside the substrate the sample is placed

upon; this makes them ideal for studying two-dimensional materials. The depth

to which a technique it sensitive varies between techniques, but the each achieves

high resolution by utilising short range interactions. It is possible to place a

two-dimensional sample over a grid, enabling the user to collect images using

transmission electron microscopy techniques. Exceptionally high-resolution images

of 2D materials have been created in this way, but scanning probe techniques offer

invaluable additional information. The transmitted electrons are sensitive to the

atomic number of the imaged atoms, but the marginal difference in contrast between

light elements means that some elements are difficult to observe. The multi-modal

approach of scanning probe techniques means that changes in the height of atoms,

variations in the states of electrons and even variations in the magnetic field can all

be used to provide additional information to identify a defect.

I will present two studies showing how defects on the scale of individual atoms

can be observed with atomic resolution in ambient conditions using conductive

atomic force microscopy. In the first study, I will show that the density of defects

in monolayer transition metal dichalcogenides can be surveyed and that different

types of defects can be differentiated. All electron microscopy techniques operate

in a vacuum environment and the scanning probe microscopy techniques that are

typically used to collect such data face significant challenges when operating in

ambient conditions or on surfaces with contamination. In developing a more robust

technique we allow the user to observe samples created with techniques that may

leave residues behind and to observe them in environments which may better

resemble those in which the device will be used.

In the second study, we show how these benefits can be exploited to conduct

new exciting research. We fabricated samples using mechanical exfoliation, which
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Chapter 1. Introduction

is prone to polymer residues, and then created new defects via exposure to a

N2 plasma. In conductive atomic force microscopy images before and afterwards

we were able to see changes in defect density and type despite the sample being

exposed to an ambient environment for long periods. Further to this, we show

that the creation of these defects leads to changes in the light emitted from the

samples when illuminated. By introducing defects with a plasma, an unpredictable

distribution of new defects will form which, if they vary on a suitable length scale,

could be used to identify it by illuminating the sample and measuring the response.

Security tags based on the properties of physical devices are a key part of multi-factor

authentication [14]. New ways to create such devices are being explored which can

be fabricated in a cost-efficient manner. Ideally, the signal from the device cannot

be predicted before measurement, but once measured the device can be relied upon

to reproduce the same signal in the future. Devices which can be made to produce

multiple reliable signals are ideal as each signal can be used exactly once to prevent

eavesdroppers from replicating the signal. The ability to make such a device with

defects in 2D materials can be explored with many possible parameters such as the

frequency and intensity of the illuminating light which can be varied to acquire a

range of responses.

Along with 2D materials, this thesis concerns porphyrin molecules on metallic

substrates. Tetra-phenyl porphyrin molecules are interesting subjects for the study

of how molecules conform to a surface because they strike a balance between

complexity and clarity. One can observe the rotation and distortion of parts of

these molecules, but there are few moving parts, enabling researchers to focus on

these features.

Porphyrins with metallic atoms ‘complexed’ into the centre are key to many

processes which are fundamental to life [15]. Haem, a molecule that is critical in

the transport of oxygen around the body, contains a porphyrin core complexed with

an Fe atom. The various forms of chlorophyll contain a porphyrin core with a Mg

centre and vitamin B12 (cobalamin) is has a Co complexed corrole core which is

6
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very similar. Zn tetra-phenyl porphyrin (ZnTPP), which is important to this work,

has been considered for molecular electronics applications [16].

Here we will simulate the application of constant force atomic force microscopy

techniques to simulate a range of molecules including ZnTPP and study how it

conforms to a particular surface of Au crystals.

1.2 Outline

This thesis has a structure of 8 chapters. In this chapter the role that microscopes

play in the development of technology has been explained, along with the necessity

of improving the resolution of microscopes and increasing the variety of samples that

can be studied.

The work carried out in this thesis has focussed heavily on the development of

measurement techniques in order to push the limits of resolution in a particular

environment. As a result I will explain the important characterisation techniques

first in ‘Scanning probe microscopy techniques and optical spectroscopy’ (Chapter

2).

Having established these techniques I will then discuss the materials studied in

this work. This ‘Materials’ chapter (Chapter 3) will focus on two systems: two-

dimensional materials and molecules on surfaces. For each system I will introduce

theoretical frameworks for understanding the system and then discuss the literature

on how these systems have been fabricated and characterised, especially through the

techniques discussed in Chapter 2.

In ‘Methods’ (Chapter 4) the details of the experiments and simulations used

to obtain the results outlined in the following chapters will outlined. The findings

of this degree are separated into three chapters; each focussing on a separate goal.

In ‘Results: formative defect density in transition metal dichalcogenides’ (Chapter

5) the ability to survey the defects present in mechanically exfoliated samples with

atomic resolution and to compare the results is demonstrated. Following this, in
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‘Results: creation of defects in transition metal dichalcogenide monolayers’ (Chapter

6), details our progress in elucidating how the introduction of further defects in

transition metal dichalcogenides changes the optical properties of the crystals. The

final chapter on my findings, ‘Results: simulation of constant force atomic force

microscopy’ (Chapter 7), demonstrates how images created via ‘constant force

atomic force microscopy’ methods can be interpreted by simulating images from

atomic coordinates. In addition, the viability of measuring the angle between a

section of a molecule and the substrate with such techniques is shown for an idealised

microscope along with my progress towards interpreting images of a network of zinc

tetraphenyl porphyrin molecules taken with a constant force technique.

The advances presented in this thesis and future research avenues will be

summarised in ‘Conclusions’ (Chapter 8).

8



Chapter 2

Scanning probe microscopy and

optical spectroscopy

This thesis focusses on the development of characterisation techniques. In order

to review the literature studying the materials of interest for this thesis it is first

necessary to introduce the methods by which those materials will be characterised.

In this chapter I will first explain a group of microscopy techniques called

scanning probe microscopy which includes atomic force microscopy, a technique used

commonly throughout this thesis. The other important method of characterisation

in this thesis, optical spectroscopy, will be discussed. Together the techniques give

the user the ability to observe a specific region in detail with microscopy and gather

information over a broader region with spectroscopy.

2.1 Development of SPM

2.1.1 Scanning tunnelling microscopy

The field of scanning probe microscopy (SPM) began with the invention of the

scanning tunnelling microscope (STM) in 1981 [17]. Key to the invention is the

ability of electrons to tunnel through regions where they would be forbidden from
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entering classically. One of the first systems a student of quantum mechanics will

ever encounter is the idea of the particle in one dimension. The particle may move

left or right, but regions with an infinitely high potential can stand in its way. The

wavefunction, which describes the probability of measuring the particle at a point

in space, must be zero inside the potential barrier because there is no probability

of finding it there. Such constraints can define the states a particle may have if

two barriers confine it in a space with a similar size to the particle’s wavelength. If

the barrier is not infinitely high, however, there is a possibility of transmission. In

classical physics, the particle must have enough energy to overcome the potential

barrier, but in quantum physics, there is always a chance, even if it is negligible,

of the particle penetrating the barrier. In the case of STM, carriers pass between

states in a sharp tip and the sample by tunnelling through the vacuum between.

Figure 2.1 shows a diagram of how tunnelling in one dimension is considered in

quantum mechanics. The wavefunction for a particle of energy E through a potential

barrier characterised by its potential U > E and its width d. The current that

tunnels through this barrier decays exponentially as either U or d increases. Because

of this, I ∝ e−κd, where κ characterises the exponential decay. This relationship

between I and d was one of the first topics to be probed by Binnig et al. when STM

was invented [18].

It is clear that small changes in the distance between the tip of an STM and the

sample can be measured with great sensitivity using the current. STM can be carried

out by scanning the STM tip in a raster pattern at a constant height, measuring

variations in the height of the surface. However, this mode of operation requires

exceptionally flat surfaces so ‘constant current’ STM, where the height is varied to

maintain a constant current is often preferred. In both cases, either current or tip

height is kept constant and the other is plotted as the signal. This fine motion is

carried out by using piezoelectric actuators. The actuator crystals expand when a

voltage is applied, enabling the user to move the sharp tip over very small distances

with precision.
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Figure 2.1: (a) For finite barriers requiring a potential energy U to overcome

classically and a width d, the magnitude of the wavefunction (line overlaid on the

diagram of potential energy) of an electron drops exponentially as it travels further

into the barrier (red), but remains non-zero. (b) STM measures the tunnel current

between a sharp tip and a sample or surface when a bias is applied. (c) Increasing

the distance to the sample leads to an exponential decay in the tunnel current,

depicted in this figure (Reprinted from Binnig et al. [18] with the permission of AIP

Publishing) from the first paper on the topic by Binnig et al. . (d) Later the same

year, the 7 × 7 reconstruction of Si was measured by the same authors (Reprinted

figure with Permission from Binnig et al. [19] Copyright (1983) by the American

Physical Society).
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The first great success of STM imaging was the observation of the 7 × 7

reconstruction of Si(111) (Figure 2.1) [19]. The nature of this surface had eluded

researchers using diffraction methods; they could postulate a set of possible surfaces,

but couldn’t determine which reconstruction it was. STM proved definitively which

reconstruction occurs and thus its own utility. Because STM relies on a tunnelling

current it is restricted to conductive surfaces, similar to SEM. However, it is

important to be able to image insulating surfaces and samples upon those surfaces.

2.1.2 Atomic force microscopy

By placing an STM tip above a cantilever with its own sharp tip, AFM was realised.

Forces from the surface deflected the cantilever and varied the tunnelling distance

between the cantilever and the STM tip, enabling force to be used as a feedback

variable. This was cumbersome though and AFM has been predominantly carried

out via the ‘beam deflection’ or ‘qPlus’ methods.

In the beam deflection method, a laser reflects from the top surface of the

cantilever and the deflection of the cantilever moves the laser spot on a photodiode,

as depicted in Figure 2.4. By splitting the diode into four quadrants the motion can

be separated into vertical and horizontal components; allowing the user to measure

vertical and lateral force components acting on the tip. The qPlus technique is a

specialist technique discussed in Section 2.4.2.

2.1.2.1 The Lennard-Jones potential

The remarkable resolution of SPM comes from the ability to observe features that

have dimensions smaller than the tip. This shares many similarities with record

players, where the sharp needle is guided by grooves with smaller dimensions than

itself. This phenomenon is due to the short-range interactions that dominate the

forces applied to objects close to a surface.

An AFM tip apex experiences the Lennard-Jones potential (Figure 2.2) as it

approaches the surface. This potential applies a small attractive force that grows
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2.2. Contact mode atomic force microscopy

dramatically close to the surface. However, as the tip pushes further in, the

dominating factor of the Lennard-Jones potential switches to Pauli repulsion which

results in a potential well and a high energy cost for pushing the tip further into the

surface. The rapid onset of these forces at such short ranges means that the very

closest part of the probe is experiencing a radically different force to the rest. It

is this factor that allows needles to be guided along grooves that are smaller than

their tip and for AFM tips to resolve features smaller than themselves. STM can be

considered to behave similarly because the tunnelling current depends exponentially

upon the tip-sample distance [20].

2.2 Contact mode atomic force microscopy

A host of AFM techniques emerged measuring variations in the magnetic field,

electrical potential, conductivity and more, but all were based on a set of

topographical techniques [21].

The simplest technique is contact mode. The tip approaches the surface until

the cantilever deflection reaches a desired value. Then the tip is scanned across the

surface, whilst the deflection is maintained by varying the height. The simplicity

of such a technique makes it very robust, but the high contact forces can wear and

blunt the tip apex, reducing the resolution.

2.3 Conductive atomic force microscopy

Conductive atomic force microscopy (cAFM) is a contact AFMmode used to observe

nanoscale changes in conductance. The height of the tip is determined by using

deflection feedback in contact mode, but a bias voltage is set up between the sample

and the tip. By coating the probe in a conductive material, a current between the

tip and sample can be induced and measured to infer the local conductance.

cAFM has been demonstrated as a technique for establishing variations in
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Figure 2.2: Contact mode atomic force microscopy is operated by measuring the

deflection of a cantilever with a laser. (a) The laser is positioned so that it reflects

off the top side of the cantilever and onto a diode. Changes in the position of

the laser as it hits the diode are used to determine the deflection, which is then

sent to a controller. The controller can change the height of the sample using

the piezoelectric positioning system whilst moving the sample in x and y. (b)

The force experienced by the cantilever can be described using the Lennard-Jones

potential which becomes suddenly repulsive near the surface. This repulsive section

is considered to be in contact. (c) In order to carry out cAFM a bias voltage is set up

between a conductive probe and the sample. (d) In a conductive sample, a current

will flow which can be measured to determine the local conductivity, for example, the

conductivity increases when the tip scans over defects in WS2. Reprinted (adapted)

with permission from Rosenberger et al. [22]. Copyright 2018 American Chemical

Society.
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conductivity due to spatial position and as a static technique where the voltage

is swept to probe conductivity as a function of voltage.

Spatial maps allow us to observe changes in the conductivity of different

materials, phenomena such as Moiré patterns [23] and, importantly, the observation

of defects [22]. The images collected by this technique will likely call STM to the

mind of any material scientist and it is through comparison with STM that one can

best highlight the strengths and weaknesses of cAFM. Like STM, cAFM measures

the electronic properties of a material, requiring a conductive substrate as a result.

There are three major differences: that STM is a non-contact technique, allowing

for better preservation of tip apices; that STM measures a tunnel current rather

than via direct conduction; and, crucially, that the feedback mechanism of STM

uses current as the feedback variable rather than deflection.

The fact that cAFM tips experience the much greater forces of the ‘contact’

region means that tip apices are likely to become blunted, reducing the lateral

resolution. STM can also operate across a range of tunnel currents, optimising

the tip-sample distance for the task to be carried out. These factors make STM

a preferable instrument for many samples, however, the use of current feedback

can cause problems. In order to scan effectively, STM needs a clear current signal

and if the measured signal is below the current set-point, STM approaches the

sample. In this way, picking up contamination on an STM tip can cause the tip to

crash into the sample and create difficulties for measurements in the band gap of

semiconductors. For this reason STM users often measure in an ultra high vacuum

environment, avoiding these problems. Because cAFM uses a deflection feedback

system it operates in a manner closer to constant height STM, where the tunnelling

current is measured with feedback off.

In this thesis we study the defects present in mechanically exfoliated transition

metal dichalcogenides (TMDs). The details of our mechanical exfoliation process

will be outlined in Section 4.3.1, but the aspect that is crucial for selecting SPM

techniques is that mechanical exfoliation necessitates the exposure of the TMD flakes
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Figure 2.3: A diagram of the band structure of the tip and sample applicable

to cAFM and STM. (a) When no current can flow between the tip and sample the

chemical potential (µ) in the tip and sample will be different. The states below µ will

be filled with electrons and those above will be empty. If a sample is semiconducting,

as depicted here, the chemical potential will lie in a region with no states. (b) When

a current can flow between the tip and sample the band structures will become offset

in order to align the chemical potentials, reaching a state of equilibrium where no

current flows. (c) In order to induce a current a bias voltage must be applied, moving

empty states on one side to lower energies than the filled states on the opposite side.

In the diagram a defect state moves below the µ of the tip.

to polymers which can cover the flakes. Due to the need to prevent the exposure

of STM tips to surface contaminants there is a tendency for samples prepared via

cleaner techniques to be studied via STM [24, 25]. The more robust nature of a

deflection feedback system makes cAFM an ideal technique to study point defects

in mechanically exfoliated TMDs. If contamination is picked up by a cAFM tip it

affects the signal but does not result in a fatal crash.

As discussed, mapping conductance spatially is not the only way to carry out

cAFM. The bias voltage can be varied at a particular location in order to provide

spectroscopic information about the band structure. By applying a sample bias

empty states on one side of the junction fall below the chemical potential (µ) of the
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2.4. The dynamic modes

opposite side, such as in Figure 2.3, letting charges travel between the tip and sample.

As the voltage changes the states that are filled or depleted changes, meaning that

the local density of states can be probed by finding the derivative with respect to

the voltage [22]. By sweeping the bias voltage, the conductance of the tip-sample

system can be extracted, revealing information about transport through defective

regions and molecules [22, 26].

2.4 The dynamic modes

In dynamic mode the cantilever is driven near resonance. Similar to STM, dynamic

mode AFM can be carried out at a constant height or with feedback. The

variables are height and either the amplitude or resonant frequency of the cantilever

oscillation.

The resonance is described by a sum of forces [27, 28]. As the cantilever oscillates

away from its equilibrium position by distance z it experiences a restorative force

characterised by its Hooke’s constant k, forces proportional to the velocity by the

complex constant γ and the driving force FD(t). When brought close to a surface an

AFM cantilever will also experience forces from the surface which will be considered

once a discussion of harmonic oscillators has been completed. γ = γ1+ iγ2 describes

both the dissipative forces that resist the motion as drag forces or intrinsic damping

γ1ż and those which originate from the mass of any viscous fluid dragged along by

the resonator iγ2ż. When considered together, the acceleration of a cantilever of

effective mass m may be found, yielding a second order differential equation.

mz̈ = FD(t)− kz − γż (2.1)

Let us build up our picture by first considering the simple harmonic oscillator

where damping is neglected and there is no driving force. Here mz̈ = −kz and using

the ansatz z(t) = z0e
λt we find that λ = i

√
k
m
. The imaginary nature indicates that

this is an oscillation with no loss of energy because the magnitude of eλt is unity

17



Chapter 2. Scanning probe microscopy and optical spectroscopy

whilst the index remains imaginary. Let us name the angular frequency of oscillation

the natural frequency ω0 =
√

k
m

∈ R.

If the oscillator is damped it loses energy and, in the absence of a driving force, it

decays. A damped harmonic oscillator is described by mz̈ = −kz−γż and using the

ansatz z(t) = z0e
λ again we find a different answer: λ = − γ

2m
±
√

γ2

4m2 − ω2
0. Because

γ ∈ C we can split this into real and imaginary parts. In the underdamped case,

which most closely resembles a driven oscillation, the cantilever oscillates near the

natural frequency. For small frequency shifts, the imaginary part should be similar

to ω0, meaning that λ ∼ −1/τ + iω̃ where the oscillation decays with a lifetime

τ ∼ 2m
γ1

and the new resonant frequency ω̃ ∼ ω0 − γ2
2m

. The shift in the frequency

∆ω = ω̃ − ω0 ∼ − γ2
2m

as a result.

Applying a driving force oscillating in time t with amplitude F0 and angular

frequency ω yields FD = F0e
iωt, enabling the cantilever to sustain a continuous

oscillation. If it is driven far from resonance the cantilever will oscillate at this

driving frequency, but near ω0, the cantilever will adopt its resonant frequency ω̃0.

By using the solution z(t) = z0e
iωt, we can find the oscillation amplitude z0 as a

function ω:

z0(ω) =
F0

m

ω2
0 − ω2 − ωγ2/m− iωγ1/m

(ω2
0 − ω2 − ωγ2/m)2 + ω2γ21/m

2
∼ F0

m

ω2
0 − ω2 − 2ω∆ω − 2iω/τ

(ω2
0 − ω2 − 2ω∆ω)2 + 4ω2/τ 2

(2.2)

This is a Lorentzian curve, depicted in Figure 2.4, which resonates when the

denominator comes as close to 0 as possible. From this, the value of ω̃0 can be

extracted and it is found to be ∼ ω0 − γ2
2m

for small deviations from ω0, just like in

the damped oscillator. The tip surface interaction damps the oscillation, leading to

the shift ∆ω which can be used as a feedback variable.
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Figure 2.4: (a) The dependence of the oscillation amplitude of a resonator with

∆ω = 0 Hz, τ = 0.01 s and ω0 = 2×105 Hz on the frequency ω of a driving signal with

amplitude i. Using these values we can calculate this dependence, showing that the

magnitude peaks at the resonant frequency ω̃. The real part reaches it’s maximum

at ω̃ whilst the imaginary part passes through 0. Representing the amplitude as

a complex number encodes the phase relative to the oscillator at resonance. (b)

The damping force due to γ1 results in a broadening of the peak, a decrease in the

amplitude and shorter value of τ . Damping due to γ2 can lead to a shift in ω̃ to

lower frequencies (∆ω). (c) The position and the velocity are π/2 out of phase,

which is encoded in the complex numbers representing them. (d) NC-AFM, a form

of frequency modulation AFM, can be used to acquire images of planar molecules

such as pentacene where the structure of the molecule is clearly resolved. From

Gross et al. [8]. Reprinted with permission from AAAS.
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2.4.1 Amplitude modulation atomic force microscopy

Amplitude modulation dynamic mode AFM is most commonly used in ambient

environments. By interacting only during a brief contact at the bottom of the

oscillation cycle, the lateral forces can be minimised and the maximum force

experienced during a cycle can be kept relatively low, preserving the tip apex. The

dissipative forces experienced due to interaction with the surface shift the resonant

frequency as ∆ω ∝ −dFts

dz
where Fts is the tip-sample interaction. This force has an

effect akin to damping, shifting the resonance peak similar to in Figure 2.4b) and,

because of this, varying the amplitude. The driving frequency is set close to the

resonant frequency and then, the peak shifts due to the tip-sample force, changing

the amplitude at the drive frequency. Because the slope of the resonance curve is

very steep close to resonance, small changes in frequency shift lead to big changes

in the oscillation amplitude, allowing it to be used as a feedback variable.

When the tip sample interaction changes the cantilever takes some time to adjust

to the new environment. The lifetime of the loss of energy should be similar to τ

[17]. This lifetime is adequate in ambient conditions, where γ is large so τ is small,

however, in a UHV system τ leads to very long measurement times.

2.4.2 Frequency modulation and non-contact atomic force

microscopy

Long measurement times are not only tedious, they also increase the influence of

thermal drift and other effects which can be suppressed by making measurements

shorter. As a result, it is important to have faster measurement speeds in order to

maintain the quality of the measurements.

The solution that is commonly implemented in the ultra high vacuum environ-

ment is to measure the change in the resonant frequency rather than the amplitude.

The resonant frequency changes on a timescale of τf [17].
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τf =
2π

ω̃0

(2.3)

Frequency modulation AFM in a constant height mode is referred to as Non-

Contact Atomic Force Microscopy (NC-AFM). The technique is named after the

typical operation of this imaging mode; the distance from the sample is selected

such that only the closest objects are imaged via Pauli repulsion. This approach

minimises the forces on the tip, preserving the apex, but moves close enough to the

surface to begin to see the strong dependence of the force on the distance to the

sample.

The images in NC-AFM are collected by measuring the frequency of the

oscillating cantilever and simply plotting the shift in resonant frequency relative

to the natural frequency.

Many NC-AFM images are collected using the qPlus technique rather than

the beam deflection technique. To use this technique, a quartz tuning fork is

stimulated into harmonic motion using a drive voltage because of its piezoelectric

properties. The current in the circuit can then be measured to track changes in the

resonance frequency and oscillation amplitude, from which the tip-surface forces can

be inferred.

This technique is almost exclusively used in a UHV environment at low

temperatures, where it can be used to acquire images with incredible stability and

detail. In particular by picking up a carbon monoxide (CO) molecule at the tip apex

the technique can be used to obtain images with exceptionally sharp sub-molecular

resolution.

In 2009 the first images created using CO functionalisation were published,

indicating the position of the atoms within a pentacene molecule [8]. This presents

a significant challenge relative to the imaging of surfaces with atomic resolution

because molecules can be moved by interaction with the tip as they are weakly

bound to the surface. An image from this paper is shown in Figure 2.4d where it

seems like lines have been drawn between the atoms along the bonds. The details
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of how this should be interpreted are discussed in Section 2.6.

2.4.3 Off resonance atomic force microscopy

In this work, we consider the more recent ‘off-resonance’ techniques in detail as they

are used to acquire high-resolution topographic images of our samples in an ambient

environment and they are a common method of imaging force iso-surfaces, which

are simulated in Chapter 7.

As discussed in Section 3.3, molecules on metallic surfaces are often imaged using

NC-AFM and STM. Both of these techniques are non-contact techniques, which is

important because the force experienced by the subject can be kept very small [29,

30, 31]. Even very small forces can move molecules around the surface, disrupting

the network of ZnTPP we would like to observe on Au (111).

As STM convolutes the electronic structure with the geometry of the subject [32],

NC-AFM is often used to complement STM in the study of conformation [33, 31].

NC-AFM allows the spatial distribution of orbitals to be ignored as AFM interacts

mostly with the dense core electrons around the nucleus itself [34].

NC-AFM is a constant height technique, as detailed in Section 2.4.2, which

offers unparalleled resolution within a thin x-y plane but struggles to resolve atoms

at other heights. Imaging non-planar molecules with the greatest detail will require

the adoption of a feedback variable so that the tip can be moved closer to the sample

in order to measure lower sections. In an ambient environment, or even at room

temperature in a UHV system, variations in temperature cause expansion that will

effectively change the height of the tip. This means that the path of the tip must

be reactive, further emphasizing the need for a feedback variable.

Force provides an ideal feedback variable because we would like to maintain a

low value. Ideally then, we should use a technique which attempts to maintain a

constant, low force and plots the height of the tip when the condition is met.

In the high-resolution techniques used in vacuum environments the tip is driven

near its resonant frequency and the frequency shift is commonly used as a feedback
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variable. However, it can be difficult to quantify the force that causes the frequency

shift on a tip. In ambient environments force has been measured directly by driving

the tip well below its resonant frequency.

In nano-mechanical measurements the properties of a material are calculated

by pushing an AFM tip into a sample and measuring the cantilever deflection.

Because the force on the tip causes a proportionate deflection and the constant of

proportionality for the system (k) can be calibrated, the force on the tip can be

calculated by multiplying the deflection by k. This measurement is repeated by

pushing into the sample repetitively; effectively a low-frequency oscillation. When

a tip is oscillated at resonance the interaction with the surface can influence the

amplitude and resonant frequency of the tip, but it doesn’t change the trajectory

of the tip. This means that the force curve from nano-mechanical measurements

cannot be obtained near resonance. Nonetheless it is clear that to measure force

directly the cantilever should be driven at a frequency that is sufficiently far below

the resonant frequency.

In off-resonance AFM methods a force is used as a set point for the feedback and

the tip is driven well below the resonant frequency. The value of k is used to convert

the deflection signal into a series of force curves with each oscillation creating its

own curve. By measuring the oscillation far from the surface a sinusoidal signal can

be measured demonstrating the forces experienced by the tip without tip-surface

forces. Then the tip is moved down to the surface in order to interact with it. The

force data recorded far from the surface can be subtracted from the data measured

at the surface, leaving only the tip-surface interaction. The idealized curve and some

data collected from a simulation of the tip surface interaction are shown in Figure

2.5.

By integrating the deflection signal across a small window when the tip is closest

to the sample, an average force can be measured. By doing so over a sufficiently

small period of time a good approximation of the ‘peak force’ is found. The peak

force can then be compared to the set point and used to change the height of the
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Figure 2.5: The operation of Bruker’s Peak Force Tapping Algorithm measures

the interaction force by integrating the deflection signal around the point when

an AFM tip comes closest to the surface and scaling it by Hooke’s constant. (a) A

cartoon of the desired force (proportional to the measured deflection) from US Patent

US8650660B2 [35] is shown alongside results from a simulation of tip oscillations in

Python. The interaction force from 3 oscillations creates a pattern in the deflection

every oscillation (b). By sampling during a short window, positioned in time using

the ‘sync distance’, each cycle the peak can be isolated (orange) and averaged (c). If

the damping is too low the cantilever will ring at the resonant frequency, obscuring

measurement (d).

tip so that, with a good set of feedback parameters, the force will never rise too

high above the set point. In nano-mechanical measurements a significant portion

of the contact regime is probed in order to get a large range of data for a linear

fit. However, with this constant force technique, we can keep the peak force low

so long as the signal can be measured above the noise floor. In fact, off-resonance
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2.5. Degrees of Resolution

techniques can even measure negative (attractive) forces by simply moving the tip

away from the surface and maintaining the sync distance.

2.5 Degrees of Resolution

When discussing scanning probe microscopy it is important to define exactly what

is meant by resolution. In the simplest terms: an object is resolved when one can

distinguish the feature from the rest of the objects in the image. In SPM this is

frequently determined by the geometry of the tip apex.

In some cases, the tip is mostly interacting with the surface via a particular

atom [17]. Molecular dynamics simulations of AFM tips show that it is reasonably

common for a single atom to protrude far enough to dominate tip-sample interactions

and the nature of the atom at the apex then has a significant effect on the contrast

observed [36, 37, 38]. In order to retain such a tip, great care must be taken to

not blunt the apex and, as a result, SPM images are often taken with much lower

resolutions.

When an AFM tip scans over a surface, a raised section may interact with the

side of the tip first and when descending down a step the sides of the tip may continue

to interact with the higher section after the apex has already passed (Figure 2.6).

As the tip-surface interaction is used to create the image, the image is as much an

image of the tip as the surface. Ideally, an SPM tip is rotationally symmetrical and

sharp and this consistency means that we do not observe it’s effects. However, when

the tip deviates significantly from the ideal, the tip begins to impact the image.

When a feature on the surface is sharper than the tip, the feature in the SPM image

will be a representation of the tip rather than the sample such as in Figure 2.6.

Resolution can also be affected by the signal-to-noise ratio and whether the

feedback gains are correctly chosen. If the signal from features is not large enough

for them to be distinguished from the background, the AFM will not be able to

respond in a noticeable way to the signal it receives. If this problem is limiting your
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Figure 2.6: A cartoon showing the path (red) that a tip apex in contact mode (other

techniques see similar effects) moving from left to right will follow when moving along

the surface (a). At a sudden step, a region higher up the tip will interact with the

step and lead to the tip rising early and when descending down a step the tip will

continue to interact with it after it has passed. Because the measured force is the

tip-surface interaction and different parts of the tip are interacting with the same

step the tip apex traces out the shape of the tip. If the step was infinitely thin (b)

the line would simply image the tip apex.
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2.6. Image interpretation

resolution, the noise must be decreased by isolating your AFM from sources of noise

or the signal must be increased by measuring a stronger interaction.

There are several specific terminologies relating to resolution that must be

defined. When working with molecules sub-molecular resolution is a common

benchmark. There is no formal definition and, in practice, it essentially refers

to imaging features of the molecule rather than the molecule as a whole. For

instance, the imaging of individual moieties such as phenyl rings or lobes in STM

from molecular orbitals provides information about the molecule rather than its

location and a single apparent height. One could be more strict though and limit

sub-molecular resolution to mean the resolution of single ‘bonds’ like the NC-AFM

images discussed in Section 2.4.2. Here we will take sub-molecular resolution to be

the broader category.

When working with crystal lattices a key distinction must be made between

lattice resolution and atomic resolution. Because the surface of a crystal is a

repeating pattern it is possible that one can image this periodicity without imaging

individual atoms [25]. An image is said to have lattice resolution if the periodicity of

the lattice is seen and it is necessary to be able to show the imaging of an individual

atom in order to claim to be measuring with atomic resolution. Typically this means

imaging a defect in the crystal where a single atom is missing, such as the defects

that will be discussed in Section 3.1.5.1.

2.6 Image interpretation

An image, or indeed any measurement, is only useful if it can be interpreted. As a

result, an understanding of how images are produced by SPM techniques is critical

to obtaining and using valuable data.

As discussed, STM measures the tunnel current between the sample and tip and

this has an exponential dependence on the distance to the sample. There are other

factors involved in this process which are key to interpreting STM images. In order
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for there to be a net flow of electrons between the tip and sample there needs to be

a potential difference V between them. As the V increases, an increasing number of

carriers may lose energy after tunnelling, as depicted in Figure 2.3. The number of

carriers added to the current as V increases depends on the local density of states

(LDOS) within ±eV of the chemical potential µ. The density of states will be

discussed in detail in Section 3.1.2.

Changes in the LDOS due to a change of material or defects lead to changes in

the tunnelling current, which can lead to the feedback moving the tip relative to

the sample, falsely indicating a change in height. This convolution of the LDOS

and tip-sample distance means that one has to be cognisant that a perceived change

of height in an STM image may be generated by changes in the LDOS or even by

charges shifting the chemical potential locally.

AFM, by contrast, interacts with electrons more generally as it measures the

forces between electrons over a much wider range of energies [39]. As the core

electron orbitals are densely packed near the nucleus of an atom, each atom can be

clearly resolved in NC-AFM.

Further complications for all SPM techniques originate from the tip used, as

with the artefacts discussed above. In STM the LDOS of the tip is often assumed

to be constant, and therefore having no effect on the data, but realistically this is a

simplification. The number of states available for a carrier to tunnel to or from in

the tip has just as much effect as those in the sample.

The forces between the tip and sample will, by their nature, deform both

parties. In I(z) measurements with an STM the system deviates from an exponential

dependence when the tip-sample forces become large. In a study on highly ordered

pyrolytic graphite (HOPG) this has been attributed to the forces deforming the

sample and changing the density of states due to strain [40, 41].
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2.6. Image interpretation

Figure 2.7: This is a figure from the work of Hapala et al. on the mechanisms at work

in CO tip NC-AFM images. The ridge in the potential iso-surface (brown) above

Dibenzo[a,h]thianthrene is due to two Sulfur atoms (yellow) which are not bonded

to each other (a). The probe trajectories are deflected as the tip relaxes down the

potential landscape. In an NC-AFM image, the watershed between relaxation to

one side and the other is the only place where the tip experiences a high force,

resulting in a sharp ridge in the image despite the potential surface being much

more ‘blunt’ by comparison (b). Reprinted figure with permission from Hapala P.

et al [42]. Copyright 2014 by the American Physical Society.
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2.6.1 The Probe Particle Model

As the apex transduces all of the force into the tip the flexibility of the bonds at

this position impacts the signal dramatically. The Probe Particle Model (PPM) is a

simulation that was developed to interpret NC-AFM images, especially those taken

with a CO molecule functionalising the apex [42, 43]. The apex can bend, moving

into areas where less force is experienced. This effect is made more extreme by the

CO molecule and this bending is the mechanism that yields such high resolution

in NC-AFM images. The model considers this and it has shown that features

resembling bonds can be imaged, using the Lennard-Jones potential and atomic

coordinates without considering the electron orbitals.

Each atom can be viewed as the source of its own Van der Waals force field,

because the electrons are concentrated there, which contributes to the overall field.

One could consider the force field to be many force iso-surfaces summed together.

Because the positions directly above the atoms are closest to them, there will be a

peak in the iso-surface above each atom. In a molecule, the bonds between atoms

often represent the shortest possible path between two atoms. In-between the atoms

the tip will measure a contribution from both, leading to a ridge in the force iso-

surfaces. This ridge acts as a watershed, discriminating between situations where a

tip will relax down one side or the other and it is only at the very top of the ridge

that the tip will not be deflected to experience lower forces. This effect is shown

in Figure 2.7 along with its result: a sharp increase in contrast at the watershed in

NC-AFM images which appears as if the bond has been measured. However, in this

example, there is no bond between the two sulfur atoms causing the watershed!

This indicates that one cannot claim to have observed bonding without additional

evidence. This is a good example of how it is necessary to understand the mechanism

behind the creation of SPM images in order to ensure your interpretation is valid.

The Probe Particle Model has become an invaluable tool that is used in many

publications [44, 45].
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2.7 The challenges of ambient measurement

The beautiful images of STM and NC-AFM derive, in part, from the isolation of the

experiment. By choosing to operate in an ultra high vacuum (UHV) environment,

the experiment can avoid the presence of contaminants, the formation of water

between the tip and surface and extrinsic damping on mechanical oscillators [25,

46].

Contaminants can be picked up and dropped by an SPM tip: changing the

resonant frequency, acting as a transducer for force and insulating the tip apex from

electrical current. All of these effects will change the signal measured by any SPM

mode leading to sudden jumps and drops in the perceived height or conductivity

of the surface. In the case of STM, this can be particularly troublesome as, if the

electrical signal is reduced too far, the tip will move too close to the surface and

‘crash’. Removing contaminants creates a more stable system capable of generating

very repeatable images.

If a sufficient quantity of water is present in the atmosphere, placing a tip close

to the surface creates a small gap that is susceptible to capillary effects [46]. A small

amount of water condenses between the tip and surface leading to a change in the

medium of the oscillation. This sudden change obscures the tip-surface interaction

you are trying to probe, reducing the resolution in z and distorting F (z) spectra.

This sudden change of medium is discontinuous and only affects the base of the

oscillation, but entirely immersing the experiment in a consistent fluid medium may

not suit your experiment.

The sensitivity of a resonating system depends upon its Q-factor [47]. This factor

describes how energy provided to the system is distributed by the resonator. A high

Q-factor means that more of the energy reinforces the oscillation at resonance and

less energy is needed to maintain an oscillation. In a mechanical resonator in an

atmosphere, air resistance increases proportionately with the velocity until the onset

of turbulence, but in the opposite direction [48]. Because the air resistance is always

acting (π radians) out of phase with the motion of the resonator, the force is always
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acting to oppose that motion and dissipates energy into the atmosphere. It is clear

then, that by carrying out your experiment in a UHV environment you increase your

Q-factor.

A higher Q-factor means that the resonance peak is sharper, giving a higher

resolution in frequency and, as a result, better discrimination between frequency

shifts. NC-AFM gains better resolution in z from its operation in a UHV

environment, but the Q-factor is further increased by operation at a low temperature.

Decreasing the temperature of an SPM system increases the sensitivity of ‘qPlus’

sensors and yields many other advantages [47]. As the temperature of a system

decreases, the random motion of its constituents also decreases. If the atoms the tip

interacts with, and the tip itself, have a smaller range of possible positions then the

range of possible tip-sample distances is reduced so the force experienced by the tip

is more consistent. Again, this improves the z-resolution of the SPM device.

Further to this, if one is studying molecules on a surface, a commonly observed

system in SPM, the molecules have less energy. As a result of this the molecules are

less likely to move around the surface [49]. Imaging a moving object one pixel at

a time is just as impossible as you might think! Additionally, the surface itself can

move due to thermal drift. If the surface or SPM piezo is not in thermal equilibrium,

they will expand at different rates. Though the change in the size of features is often

minimal, across a large object the collective expansion and contraction of bonds

leads to the surface moving relative to the tip. By isolating the SPM system from

external temperature changes and taking steps to define the temperature of the tip

and sample the rate of thermal drift can be reduced significantly.

Such isolated systems grant researchers the ability to understand fundamental

science without the intervention of the messy world outside the UHV chamber,

but these ideal SPM conditions do not reflect the environment in which many

applications and processes operate. Many materials will be used in an ambient

environment or a host of liquid environments. It is vital that SPM can be carried out

in these environments as well in order to understand how we can expect materials to
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change when in use. In addition, broadening the ways in which data can be collected

on phenomena opens the door for more researchers to contribute to a topic, widening

the perspectives with which a system is viewed. For these reasons, it is important

that the limits of resolution in an ambient environment are explored and probed to

see if improvements can be made.

2.8 Optical spectroscopy

Microscopy provides users with an invaluable method of observing features on very

small length scales. This is ideal for identifying individual features, but it also means

that by its very nature, only a small portion of the sample is observed. The optical

spectroscopy techniques discussed here inform the user about the properties of a

material within a laser spot, which is much larger than many SPM images with

atomic resolution. Such techniques are carried out by shining a laser on the sample,

providing photons with a single energy. One can then study if any photons are

measured at different energies due to losses in energy between an electron absorbing

the photon and an electron emitting a new photon.

These energy losses originate from two processes. In Raman spectroscopy, the

carriers interact with a vibration in the crystal which can be modelled well as a

quasi-particle called a phonon. Diagrams of the process are shown in Figure 2.8.

During the scattering of a photon from an electron in the crystal, the energy of

an electron is either increased (Stokes) or decreased (Antistokes) via an interaction

with a phonon [52]. The energy of a photon E can be expressed in terms of plank’s

constant h, the speed of light c and wavenumber ν which is the inverse of the

wavelength. Raman scattering leads to a change in the energy of the photon ∆E

which is measured as a change in ν called the Raman shift ∆ν.

∆E = hc∆ν (2.4)

The units of ∆ν are [cm−1] because ν is the inverse of the wavelength. Because
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Figure 2.8: Two diagrams depicting the light-matter interactions behind (a)

Raman and (b) photoluminescence spectroscopy. In Raman scattering the crystal

gains or loses vibrational energy ∆E during the interaction, varying the energy

of the scattered photon. In photoluminescense spectroscopy in semi-conductors the

reduction in the energy of electrons leads to electrons above the band gap and empty

states (‘holes’) just below the gap which biases the emission energy of photons to

equal that of the gap. The (c) Raman and (d) PL signals of MoS2 reported by Li

et al. (Reprinted figure with permission from Li H. et al. [50] Copyright Wiley-

VCH GmbH. Reproduced with permission.) and Mak et al. (Reprinted figure with

permission from Mak K. F. [51] et al. Copyright 2010 by the American Physical

Society.) respectively.

phonons in a material are oscillations in the bonds and there are a number of specific

oscillations that can be excited in a given crystal, the Raman spectrum of a particular

crystal shows distinctive peaks. Even in the case of similar crystals, the mass of the

atoms differs, leading to variations in the spectrum.

The other optical spectroscopy technique used in this thesis is photoluminescence
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spectroscopy (PL). The technique is carried out in the same way, but the peaks are

formed due to a different light-matter interaction. When a material is excited by a

photon, promoting an electron to a higher energy state, the electron is able to lose

energy through a number of mechanisms. When the electrons encounter a region

without states they can no longer lose energy via interactions that only lead to small

losses of energy. This increases the likelihood of finding electrons above this gap and

then that they will emit a photon in order to lose enough energy to traverse the gap

in a single interaction. The exact amount of energy required to travel across this

gap can then be studied by measuring the energy of the photons emitted from the

material.

In this work we will study a class of materials called semiconductors which have

such a situation with states either side of a band gap. In the following chapter the

theory behind electrons in crystals will be explained and it will become clear how

Raman and PL can reveal valuable information about a group of two dimensional

crystals called transition metal dichalcogenides.
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Chapter 3

Materials

A microscope is useless without a subject to study and a reason to do so. This

chapter will discuss the systems that are the subject of this thesis: two-dimensional

materials and the molecules adsorbed on surfaces. For each material, I will first

outline what they are and which properties make this material worthy of study. In

order to appreciate how the system comes to have those properties it is crucial to

discuss the physics that describes their behaviour. Then, I will discuss how these

systems are fabricated and characterised in current research in order to study these

properties and prepare for their exploitation in emerging technologies.

3.1 Two dimensional materials

The idea of a material with less than 3 dimensions originates from a foundational

concept in quantum mechanics. A particle with no external conditions applied to

it is said to be in ‘free space’. Imagine that two, infinitely large parallel boundaries

that reflected the particle could be used to constrain its movement in a particular

dimension. If these boundaries are brought close enough together (∼ h/p where p is

the momentum) the particle is no longer thought of as having a particular position in

that dimension. Instead, the wavefunction of the particle becomes a standing wave

between the boundaries and the particle may occupy the states created by the various
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harmonics of that system. The motion in the two perpendicular directions remains

unaffected. As a result, we have the idea of restricting a particle in a dimension

until it ceases to have a meaningful position in that dimension and effectively ‘loses’

a dimension. When a material is said to have two, one or even zero dimensions this

refers to the confinement of electrons in that material such that motion in some or

all of the directions becomes meaningless.

Two-dimensional systems were originally fabricated as a part of a bulk material.

On the interface between two bulk semiconductors, one can trap electrons near

the interface. However, two-dimensional materials were a theoretical construction

before any two-dimensional materials were fabricated. By developing a theoretical

framework for the physics of a two-dimensional material, it can be used as a building

block for considering the physics of layered materials. Some crystals, such as

graphite, are composed of repeating 2D layers that are only bound to each other by

Van der Waals forces. By considering a single layer (monolayer graphene) theorists

were able to construct theoretical models of carbon nanotubes [53] and graphite [54]

for instance.

In 2004 the first report of 2D crystals was made, showing the creation of graphene

monolayers from the exfoliation of graphite and their subsequent characterisation

[55]. Mechanical exfoliation is a process in which a form of tape is used to tear

layered materials apart until a single monolayer remains.

The physics of 2D crystals could then be explored, including exotic quantum

transport properties for which Andre Geim and Konstantin Novoselov won The

Nobel Prize. The intriguing possibilities of measuring unique or improved properties

due to a two-dimensional geometry resulted in a great deal of interest from

researchers in fundamental and applied fields alike. This led to the isolation of

many other 2D materials and the discovery of alternative synthesis routes such as

Chemical Vapour Deposition (CVD) and Molecular Beam Epitaxy (MBE).
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3.1.1 Bravais lattices

In physics, crystals are made up of a repeating pattern of atoms. Either an individual

atom or a group of atoms called a ‘basis’ are repeated in space at points in a Bravais

lattice r. A lattice is a mathematical device defined as the points in space found by

summing together an integer number (u1, u2 ∈ Z)of the lattice vectors (a1, a2) [56].

In three dimensions we require three vectors, but for two dimensions we can define

a lattice as points satisfying Equation 3.1.

r = u1a1 + u2a2 (3.1)

Lattices are classified on the basis of their symmetries, such as rotational symmetry.

With the simple constraints of being a lattice in two dimensions, there are actually

relatively few classifications of Bravais lattices in two dimensions, so much so that

they are all shown in Figure 3.1. The remaining lattices with very low symmetry

come under the catch-all term ‘oblique lattice’. The periodic nature of crystals

enables a complex system to be modelled as a small, understandable repeating cell.

3.1.2 The density of states

In Quantum Mechanics waves are often described in terms of the wavenumber q = 2π
λ

where λ is the wavelength. In this thesis, I will use q to refer to the wavenumber

rather than the standard k in order to avoid confusion with the Hooke’s constant.

A wave with a position x and amplitude A in a single dimension can be described

by the wavefunction ψ in Equation 3.2. Critically, this wavefunction is periodic as

1 = e0 = e2πj where j ∈ Z.

ψ = Aeiqx (3.2)

Another result of the periodicity is that the electrons act as if confined within a

periodic potential of size L [57]. To satisfy these conditions a wave would need

to have the same value if x were to change by L. By equating the values of ψ in
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Figure 3.1: All 2D Bravais lattices are oblique lattices, but there are four specific

cases. The ‘square’ lattice (a) is the simplest case: the lattice vectors are equal

(a1 = a2) and separated by 90°. If the vectors remain equal in length, but they are

instead 60° degrees apart, one has a ‘triangular’ or ‘hexagonal’ lattice (b). If the

vectors are different lengths, but the angle remains 90° on the other hand, we have

a ‘rectangular’ lattice (c). Finally, if the lengths of the vectors are different and the

angle between them isn’t 90° there is a case where interesting symmetries arise. If

the component of one of the vectors in the direction of the other is half the length

of that vector (â1 ·a2 = a1/2) then a repeating rectangle is formed with a site in the

middle (d), presenting similar symmetries to the rectangular lattice. This lattice is

called the ‘centred rectangular lattice’
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Equation 3.2 at x = ±L/2 we can see that q = 2π
L
j. This means that electrons

can only have specific values of momentum and in order to occupy these states, the

electron must have a large enough wavenumber.

There is a concept in physics called a free electron gas where electrons have

energies defined solely by their kinetic energy E, which depends on q and the mass

of the electron me. The kinetic energy of a particle can be described in terms of q

by Equation 3.3.

E(q) =
ℏ2q2

2me

(3.3)

In a single dimension an electron may move left or right, described by negative

and positive q respectively. As E increases, so does q and more states become

accessible to the electron. The states are equidistant in q and there are 2 directions,

so 2 states are added every time q increases by 2π
L
. As a result, the number

of available states in a distance L in terms of the wavenumber can be found by

integrating N(q) =
∫ q

0
2 1
2π
dq. The expression inside the integral is the density of

states g(q) = dN/dq. As the energy of the electrons is much more useful as an

experimental variable, we can use Equation 3.3 to express the density of states in

terms of energy for an electron gas. This is shown in Equation 3.4..

g(E) =
1

πℏ

√
me

2
E−1/2 (3.4)

A slight complication arises from sources of degeneracy such as spin. It is common

for two electrons with opposite spins to occupy an otherwise identical state. In such

a case the density of states can simply be scaled to account for the degeneracy.

In two dimensions the material can travel in two dimensions which results in

two orthogonal wavenumbers qx and qy which can be described by the wavevector

q with magnitude q. If the states were plotted on two axes representing qx and qy

they would form a square lattice. An electron with a particular kinetic energy can

fill within the boundary q =
√
q2x + q2y ; a circle. As a result, increasing q adds new
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states in a more complex way. In two dimensions the density of states is constant.

In reality, because two-dimensional systems confine electrons in the third, out of

plane, direction the electron can enter higher harmonic states in that direction, as

discussed. If the electron can be in the fundamental wave or first harmonic there

are twice as many ways to arrange the electrons. As a result, a fuller description of

the system is a series of steps.

3.1.3 Band structure

In real crystals, kinetic energy is not the only consideration for electrons. Electrons

near the chemical potential are in states relating to the chemical bonding between

atoms. The impact of binding so many atoms together is that, instead of the bonding

and anti-bonding states one would expect when two atoms bond, there are ‘bands’

of continuous states; each defined by a dispersion relationship E(q).

The resulting ‘band structure’ consists of surfaces in E(q) where the electrons

can exist and some regions of E which no bands enter called ‘band gaps’. When the

chemical potential, the minimum energy required to add an electron to the system,

lies within such a gap the bands below the gap are occupied and those above are not.

Electrons may be excited from the band below this gap, known as the valence band,

to the band above, known as the conduction band. After excitation, the electrons

rapidly decrease their energy within this band by changing q until they are at a

minimum position. A similar process occurs in the valence band where electrons in

higher energies are able to move into the empty state, resulting in an absence of an

electron called a ‘hole’ moving to the highest energy in the valence band.

If the electron and hole have the same value of q, the electron can decay back

into the valence band by emitting a photon. If this is not the case, another particle

other than the electron and the hole must take part, decreasing the probability of

the interaction and making it more favourable for the recombination of the electron

and the hole to occur through other paths such as defects where a photon is not

emitted. The former case is called a ‘direct’ band gap and the latter is an ‘indirect’
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band gap and signifies that this material will not be a good candidate for devices

involving the emission of light.

Electrons in the conduction band and holes in the valence band are termed

‘carriers’. If a band is full there can be no movement of charge because the carriers

are moving in all directions resulting in no net motion, but when carriers are created

they are able to transport charge through the crystal. Thus it is only the carriers

that need to be considered in order to discuss much of the properties of a crystal.

The periodicity of the lattice also results in the dispersion relationship E(q)

becoming periodic too. As a result, the momentum space can be folded into a

manageable periodic region called the Brillouin zone [56]. The momentum of an

electron is then replaced by a ‘crystal momentum’ p = ℏq that lies within the

Brillouin zone as these are only momentum values required to describe the energy

of all of the electrons in a crystal. In a two-dimensional crystal, the region is a

two-dimensional shape such as a hexagon if the dispersion relationship is plotted on

axes of qx and qy.

3.1.4 Effective mass

Frequently, the top of the valence band and the bottom of the conduction band have

near-parabolic dispersion relationships, mirroring that of the free electron gas. When

this is the case, we can act as if the electrons in the material are ‘free’ by scaling the

kinetic energy up or down with a constant. As the kinetic energy already has the

constant 1
2me

at the front we can simply exchange the mass for an effective mass m̃e

that approximates the dispersion relationship near the band gap. Because the vast

majority of carriers reside in this region, this is frequently a good approximation.

One might be wondering where the effects of confinement become relevant.

Essentially, these bands act like many two-dimensional free electron gasses. Quan-

tum dots, systems that are confined in all three dimensions, are ideal examples of

confinement in action. By changing the size of a small piece of semiconducting

material, the band gap can be changed. By tuning the radius of the dot we can
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change the light that the dot absorbs, changing its colour [58].

3.1.5 Transition metal dichalcogenides

Transition Metal Dichalcogenides (TMDs) stand out as 2D materials with many

potential applications due to their favourable properties. There are multiple ways

for a TMD to arrange itself, called ‘phases’, but many common TMDs find the

semiconducting ‘2H’ phase to be the most energetically favourable. This means

that they often adopt this phase in naturally occurring layered materials (bulk). In

the monolayer case alone these TMDs have a direct band gap [59], making them

candidates for efficient optical devices with a bright photoluminescence response

(explored in Section 2.8). There is great interest in TMDs because of their potential

applications. They have been considered for applications as field effect transistors, as

catalysts and for optical applications. The heavy impact of defects on the properties

of TMDs also offers avenues for tuning TMDs to have the desired properties for an

application, as will be explored in Section 3.2.

The basis of a TMD consists of three atoms; a transition metal and two chalcogen

atoms [60, 61]. The transition metals are a variety of metallic elements lying in the

centre of the periodic table from groups 3 to 12 and the chalcogens are sulfur,

selenium and telerium. If z lies normal to the surface of the TMD, the chalcogen

atoms lie at identical x-y positions whereas the transition metal is offset. When

this basis is repeated in a triangular lattice, the atoms form a honeycomb-like

pattern when observed normal to the plane (Figure 3.2). The chalcogen atoms

in the basis are separated in z such that when the basis is repeated the crystal

consists of three layers: a transition metal core with chalcogen atoms above and

below. For this reason, the monolayer of a TMD has historically been called a

tri-layer in some publications though a consensus has been reached over time that

brings the terminology in discussions of TMDs in line with other layered materials.
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(a) (b)

(c)

(d)

(e)

Figure 3.2: Cartoons of the TMD lattice from the out of plane (a) direction and

a cross-section of a monolayer (b). The chalcogen atoms are in yellow and the

transition metal atoms in grey. The common defects in TMDs are also shown with

atoms of non-native species displayed in red: a chalcogen vacancy (c), chalcogen

substitution (d) and a transition metal substitution (e).

3.1.5.1 Defects

Defects are deviations from the theoretical lattice discussed in the previous section

[62]. These changes can involve missing atoms (vacancies), the wrong element

(substitutions) and atoms simply in the wrong place (dislocations). The common

defects in TMDs are shown in Figure 3.2c-e.

When discussing defects it is important to consider two categories: formative

defects, defined here as those which were created during the formation of the crystal,

and experiential defects which have been created by the conditions a crystal has

experienced since that time.

During growth, the crystal formed because it was the most energetically

favourable scenario for the ensemble of atoms present (assuming a quasi-static

process). This means that the formative defects are likely formed from the elements

in the ideal lattice (native); though there will, of course, be some degree of impurity.

When the formation of a crystal begins, it will start at several nucleation points and
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then spread out. When two of these crystals merge a series of compromises will have

to be made along their interface. This often materialises as a line of dislocations

called a grain boundary. In addition to this, some errors will have been made

resulting in vacancies and substitutions of one native element for another, referred

to as an ‘antisite’. If similar elemental species were present there may be some

degree of formative substitution for non-native elements.

Experiential defects are created after the formation of the crystal from sources

such as exposure to air. If it is energetically favourable to replace atoms in the

lattice with available elements, the crystal will gradually incorporate substitutions

even, in some cases, changing so substantially that remaining atoms of the replaced

element should be treated as defects in a new crystal [63].

The properties of materials can be changed on a macroscopic scale through their

collective effects on bulk properties such as conductivity and quantum efficiency. It is

often the collective effects that lead to their purposeful incorporation into materials.

The semiconductor industry uses defects to ‘dope’ materials, tuning the size of their

band gap, carrier concentration and the position of the chemical potential.

In a small localized region around the defect, stronger changes in the properties

can be seen. A defect may add, remove, or shift electronic states, leading to the

idea of a local density of states (LDOS). In the case of a crystal with well-defined

magnetic properties, a spin that breaks the pattern leads to a local distortion in the

magnetic field. Some elements may even introduce a local magnetic susceptibility

in a material with very little response to a magnetic field.

These strong local changes can be observed by SPM modes that are sensitive

to them. Monolayer 2D materials are particularly good candidates for SPM

characterization because their defects are at the surface and, neglecting the

substrate, must originate within the single layer so there is less ambiguity about

their depth. TMDs are known to possess many formative defects compared to

other 2D materials and yet retain some degree of air stability such that they can

be observed in an ambient environment [62]. Point defects such as vacancies and

45



Chapter 3. Materials

substitutions occur on a particular lattice site and, as a result, act as a good measure

of ‘true’ atomic resolution. As was discussed in Section 2.5, probes with what is

termed ‘lattice resolution’ cannot resolve individual atoms, and thus defects. The

periodicity of the lattice can be imaged when the tip is interacting with multiple

atoms, but this means that the defects cannot be observed.

Clearly, TMDs are materials with great potential due to their properties. Because

these properties are strongly influenced by an abundance of defects, characterising

them is vital; especially in an ambient environment that many TMD devices may

be exposed to during fabrication or use. In Chapters 5 and 6 we will discuss how

we successfully characterised TMDs with atomic resolution using cAFM.

3.1.5.2 Excitons

In TMDs, the band structure is made more complicated by excitons. Excitons are

bound particles formed by coulomb interaction between an electron and a hole. The

system bears a striking resemblance to the lone hydrogen atom with an electron of

charge −e orbiting a proton of charge +e. One clear difference is mass. Here the

mass of the two particles is determined by their effective masses due to the band

structure of the material.

By finding the second derivative of E(q), as defined in Equation 3.3, with respect

to q we can find the effective mass of each band. Using these masses we can calculate

the energy levels of the exciton.

In most TMD samples the smallest gap is between two different points in the

Brillouin zone and the carriers collect at those positions. In the monolayer case

however, an exciton, the A exciton, reduces the gap in energy between the electrons

and holes at the ‘K’ point converting the material from an indirect band-gap material

to a direct band-gap material [51, 59].

The bandgap at the K point actually increases in the monolayer case, but the

binding energy of excitons is much larger in two dimensions. The energy levels of a

hydrogen atom are spherically symmetrical in three dimensions and this yields the
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energy levels E = RE

n2 where n ∈ Z and RE is defined in Equation 3.5.

RE =
µe4

2(4πϵℏ)
(3.5)

The masses of the two carriers are combined into one ‘reduced’ mass µ and

ϵ is the permittivity of the medium, which at is the permittivity of free space

ϵ = ϵ0 for hydrogen. The first consideration for excitons in TMDs is that they

are in a two-dimensional system. As a result, the Schrödinger equation is solved

in two dimensions so the binding energy is 4 times larger [64, 65]. Further to

this, a monolayer is extremely anisotropic, leading to an anisotropic permittivity.

The electrons in a solid screen charge because the coulomb interaction leads them

to attempt to cancel the charge out. Monolayer TMDs have exceptionally low

permittivities, meaning that the charge is badly screened and the carriers in the

exciton experience each other more, resulting in a factor of 9 increase in the binding

energy due to the change in permittivity alone. Collectively the factor of 4 and 9

result in a binding energy approximately 40 times greater [64]. The fact that the

bands with extrema at K originate from in-plane states that are relatively unaffected

by the presence of layers above and below has also been cited as a factor in the switch

to a direct band gap in the monolayer [59, 66].

Excitons can form from more than one carrier. The exciton itself is neutral, but

it is made of charged constituents facilitating interactions with even more carriers.

An exciton with a third carrier is called a trion and it becomes negatively charged

if the extra carrier is an electron (eeh) or positively charged if the extra carrier is a

hole (ehh). There are also reports where features have been attributed to bi-excitons

(eehh) consisting of four carriers. Interactions are more likely to occur if there are

more carriers available to participate, so when an electrical field caused by defects or

external sources attracts more carriers of a particular type the population of excitons

that form is affected. In fact, as the trions are energetically favourable cryogenic

studies have found that the population of trions remains relatively stable, whereas

the population of neutral excitons depends heavily on the carriers present[67, 68].
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Different forms of carriers have different binding energies, resulting in different

bandgaps for the material. Because defects change the properties of a material

locally it is reasonable to expect changes in the local population of excitons and the

light emitted when the carriers recombine. In addition, carriers in defect states can

form excitons, leading to bound excitons with lower energies [69]. By studying these

bound excitons we can learn about the defects present in a TMD and a good way

to do this is through optical spectroscopy.

3.1.5.3 Optical spectroscopy

The optical spectroscopy techniques discussed in Section 2.8 can be used to study

TMDs. The Raman spectrum is particularly important for identifying different

materials due to the unique spectrum that different crystals have. In particular,

one can differentiate between monolayer and few-layer 2D materials. In the case of

WSe2 and MoS2 two peaks are significantly closer together in the monolayer case

for instance [50, 70].

Photoluminescence (PL) spectroscopy on the other hand, yields information

about the bandgap of semiconductors. Because the holes rise to the top of the

valence band and electrons relax to the bottom of the conduction band, the energy

of the emitted photon is equal to the energy of the band gap. This means that

the band gap of a semiconductor can be probed by measuring the energy of the

returning photons.

In the case of TMDs the population of excitons are measured instead, because

excitons in monolayer TMDs create states that are closer together than the bandgap

if they are neglected. As a result when the carriers recombine, the photons observed

in the PL signal are mostly the result of the annihilation of the electrons and holes

paired together in excitons.

As discussed, TMDs have strong direct band gap PL signals in the monolayer

case. Decay via the emission of a photon has a negligible impact on the momentum

of the electron. As a result, a photon alone cannot enable an electron to decay across
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an indirect band gap. Because the radiative decay does not need the involvement

of an additional particle to remove momentum from the carriers it is much more

efficient and more photons are released. This means that monolayer TMDs have

a large increase in the signal of their PL spectra relative to even bilayers [51, 59,

61]. This sudden change makes it easier to identify monolayers. Examples of PL

spectroscopy can be seen in Figures 2.8 and monoIdLit.

3.2 Review of transition metal dichalcogenides

In this section, the existing work to characterise and fabricate samples involving

transition metal dichalcogenides (TMDs) will be outlined. This includes advances

in the fabrication of TMD samples in isolation, as a part of heterostructures and

after processes which create defects. The methods of characterising the samples and,

in particular, their defects are an important consideration here alongside simulations

which offer possible explanations for what is observed.

Due to the widespread interest in TMDs, their defects have been observed

thoroughly under Scanning Tunnelling Microscopy (STM) [9, 71, 72, 73, 74, 75,

76, 77, 78]. The formation of defects is not an ordered process and monolayer

TMDs have a strong optical response. Every sample contains a unique arrangement

of defects and this can be probed optically as defects modify the PL response, so it

should be possible to use TMDs as identifying tags. [79, 80, 81].

If changes in the density of defects occur on length scales appreciable for optical

techniques, 100s of nm, there is the possibility to map stark changes to create a

readable, unique tag. Such tags have applications in product verification or as part

of a multi-factor authentication system [14].

In order to progress the use of few-layer TMDs from laboratory samples to

materials that begin to have an impact on people’s lives it is key to understand

them in an ambient environment. Once exposed to air TMDs can react chemically

and this should change their properties [82]. Synthetic samples have been shown to
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be particularly susceptible in studies with X-ray photoelectron spectroscopy (XPS),

PL spectroscopy and Auger electron spectroscopy. In order to introduce TMDs into

an ambient environment there are essentially two approaches: one can study and

understand the decay, or attempt to encapsulate the sample. Encapsulation by hBN

has been shown to reduce changes in the Raman and PL spectra and to maintain the

electronic properties, implying that the sample is protected from oxidation and other

forms of damage [83]. However, some applications for TMDs such as catalysis will

require the surface to be exposed and encapsulation adds another layer of complexity

to making the technique generally available.

In order to explore the possibilities of applying TMDs as secure identification

tags and to lay the groundwork for studies on the effects of air exposure on TMDs

it is important to be able to acquire meaningful images of defects in an ambient

environment. As discussed above, STM has already shown that it offers invaluable

insights, but the ambient environment can provide problems for STM. In ‘constant

current’ mode, as discussed in Section 2.3, an STM changes the height of the tip

using a feedback loop to maintain a constant current. As the ambient environment is

less pristine and mechanically exfoliated samples are typically exposed to polymers

which can be picked up on the STM tip, studies of TMDs with STM have tended

to be restricted to an ultra high vacuum environment.

Recently there have been examples of atomic resolution using higher eigenmodes

of cantilever oscillation by Severin et al. [84] and cAFM on TMD samples by

Sumaiya et al. [24], Nowakowski et al. [85] and in this work which show atomic

resolution in ambient conditions. In Chapter 5 I will present my research into the

defects of TMDs with conductive atomic force microscopy, but here I will outline

existing observations with scanning probe microscopy (SPM).

3.2.1 Fabrication of two dimensional materials

The balance between the ability to scale devices up to the dimensions necessary

for large-scale industrial processes and the necessity of maintaining high-quality
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samples has long acted as the core axis along which 2D fabrication techniques

are positioned in literature. For instance, mechanical exfoliation is limited to the

creation of flakes on the order of a few microns, but the high quality and largely

monocrystalline nature of the flakes produced means that they are commonly used

in fundamental research [86, 87, 88]. The strength of chemical vapour deposition

(CVD) is its ability to create continuous macroscopic monolayer films, but these films

are often polycrystalline [89]; resulting in grain boundaries that can significantly

harm electronic transport properties [62]. Uses of 2D materials aiming at large-

scale production tend to employ methods such as liquid phase exfoliation [90],

intercalation [91] and ‘Hummer’s method’ [92] to create dispersions from which 2D

flakes can be cast onto substrates. However, isolating monolayers and preventing

damage to flakes can be extremely difficult. In this section, I will explain the method

used to create our 2D samples, mechanical exfoliation, in detail and briefly introduce

chemical vapour deposition as it is necessary to understand the existing studies of

defects in TMDs.

3.2.1.1 Mechanical exfoliation

The fundamental idea of mechanical exfoliation is to use adhesive tapes to pull apart

the layers of a Van der Waals layer material [86, 87]. As the chemical bonds in these

materials bind together atoms within a single ‘monolayer’, the forces between the

layers that make up a bulk crystal are solely Van der Waals forces. This means that

the layers can be trivially separated by sticking the top of the crystal to adhesive

tape and then pulling the tape away. Repetitive exfoliation decreases the average

layer number of the flakes but decreases the average size of flakes by tearing them

apart.

Mechanical exfoliation can be carried out in particular atmospheres to reduce

the exposure of samples to contaminants, but the polymer residues of the tapes are

more difficult to exclude [87, 93].
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3.2.1.2 Chemical vapour deposition

An alternative method, used to create exceptionally clean samples is chemical vapour

deposition (CVD) [88]. In this method, precursor materials are vapourised into a

carrier gas and then react in this state to form the desired substance on a growth

substrate. Often it is necessary to choose a substrate upon which the material will

grow well, necessitating a transfer onto a substrate which is better suited to the

experiment. This is only one of many parameters which can affect CVD growth

though and the correct tuning of the growth conditions can have a severe effect on

the CVD film created.

The crystal often expands from initial nucleation points, creating what is known

as a polycrystalline material, where multiple crystals become joined together.

Nonetheless, the size of these polycrystalline films can become macroscopic,

especially with the use of roll-to-roll growth methods [94, 95].

On a much smaller scale, the clean environment of CVD growth techniques

enables the growth of two-dimensional samples that can be studied by STM with

less concern for contamination as the sample needn’t leave a vacuum environment

[9, 24].

3.2.2 Deterministic transfer techniques

A number of techniques for the transfer of 2D materials onto a substrate have been

devised. The basis of many of the techniques is to press the substrates together,

allowing the flake to move to the more favourable substrate. In the PDMS dry

transfer process, the sample is transferred from a PDMS stamp on a cantilever onto

the desired substrate [87]. If transferring onto SiO2 it is common to use a heater to

aid the transfer by softening the PDMS stamp and to separate the layers quickly to

pick materials up and slowly to place them [96]. PMMA is also commonly used as a

stamp for the transfer and many techniques have been used to remove the polymer

stamp after transfer. The simplest solution is to simply lift off the stamp rather than

leave it behind, but there are examples of the stamp being purposefully left behind
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and then removed through wet chemistry [87, 97]. The removal of PMMA with

acetone has limited success though and more aggressive solutions which damage the

material of interest are necessary in order to fully clean the substrate [98].

Alternative methods to dry transfer exist, for instance, flakes may be separated

from their substrate using wet chemistry and then floated on the surface of water.

By reducing the water level, the flakes may be brought down onto the new substrate

[99]. However, this technique requires the substrate to be immersed in water and

water in between the sample and substrate can cause folds as it complicates the

placement of the flake. In addition to this, the water-based techniques involve

exposing the sample to water which can be difficult to remove from the surface.

3.2.3 Spectra of transition metal dichalcogenides

A key part of the fabrication of monolayer samples is identification. By studying

the changes in the photoluminescence (PL) and Raman spectra as layer number

decreases, monolayers can be determined efficiently. The mechanisms of Raman

and PL spectroscopy were described in Section 2.8.

Some spectra showing the layer-dependent changes in from the literature are

shown in Figure 3.3. The E2g and A1
2g peaks of MoS2 and WS2 separate as layer

number increases [50, 102, 100], which should enable the user to differentiate flakes

of various thicknesses. The drop in the distance between these peaks from ∼ 22 cm−1

to ∼ 18 cm−1 between bilayer and monolayer MoS2 is particularly large. However,

the substrate can have a substantial effect on these values [102].

The PL spectrum of MoS2 shows a less significant increase in intensity in the

monolayer case, despite reports of extreme amplification on free-standing monolayers

[51]. However, the disappearance of the indirect band gap peak ‘I’ at ∼ 800 nm offers

a clear difference between the monolayer and all other thicknesses [102].

The Raman spectrum of WSe2 is peculiar amongst TMDs in that it has almost

degenerate E1
2g and A1

2g peaks, leading to a single large peak. However, at 4 layers

and below there is an additional peak that could be caused by uniaxial strain [70]. In
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(a) (b) (c)

(d) (e) (f)

MoS2 WSe2 WS2

Figure 3.3: The E1
2g and A1g peaks in the spectra of MoS2 separate as

layer number increases (a) (Graph from Li H. et al. [50]. Copyright Wiley-

VCH GmbH. Reproduced with permission.). This is also the case for the

WS2 [100], though as can be seen from the data reported by Peimyoo et

al. (c), the peaks are significantly more complex (Creative Commons License

https://creativecommons.org/licenses/by/4.0/deed.en shown here is panel c of

Figure 1 of [101]). In few-layer samples of WSe2, an additional peak can be

seen, such as in the spectra reported by (b) Sahin et al., which moves beyond

260 cm−1 in the monolayer case alone (Reprinted with permission from Sahin H.

et al. [70]. Copyright 2013 by the American Physical Society.). The PL spectra

depicted here (d-f) all show the disappearance of the ‘I’ peak at longer wavelengths

(lower energies) in the monolayer case alone and a large increase in intensity except

MoS2 which is reported to only increase by 40% by Scheuschner et al. on a SiO2

substrate. Panel d): Reprinted figure with permission from Scheuschner N. et al.

[102]. Copyright 2014 by the American Physical Society. Panels e-f): Li et al., [100]

© IOP Publishing. Reproduced with permission. All rights reserved
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the monolayer case alone, this peak lies above 260 cm−1, presenting a clear indicator

for identifying monolayers.

The PL spectrum of both W containing TMDs is over an order of magnitude

brighter than the multilayer flakes meaning that it is often exceptionally clear from

the magnitude of the PL signal which flakes are monolayers [100, 103, 101].

3.2.4 Observation of defects in transition metal dichalco-

genides

MoS2, WSe2 and WS2 have defects which have been very commonly studied with

SPM [9, 22, 24, 72, 73, 74, 75, 76, 77, 78, 85, 104, 105, 106, 107, 108, 109, 110,

111, 112]. WSe2 and WS2 in particular are interesting subjects of study for optical

applications because of the bright photoluminescence signal discussed above.

In order to discuss them it is important to define some terminology. Defects

which mostly influence a specific lattice site will be referred to as ‘localised’ and the

term ‘diffuse’ will be used for those which extend over a wider radius. In constant

current scanning tunnelling microscopy (STM) it is common to discuss ‘bright’ and

‘dark’ defects corresponding to protrusions and depressions which are traced by the

tip. Here I will refer to the ‘bright’ defects as ‘augmenting’ as they correspond to

an increase in the current due to an increase in the local density of states between

the tip and the chemical potential (See Section 3.1.2). The opposite situation, dark

features, will be referred to as ‘depleting’.

Observations by Barja et al. using NC-AFM and STM have made a strong

argument that the most common defects in TMD samples, even if they are CVD

samples that have never been exposed to air, are oxygen substitutions [9]. The

assignment was made on the basis of STS measurements and spatial maps of dI
dV

on and around defects in MoSe2 carried out at cryogenic temperatures and UHV

conditions. Barja et al. also show that whether or not an oxygen substitution is

imaged as an augmenting or depleting defect is determined by whether the defective

atom lies on the top or bottom sub-layer of chalcogens in a TMD monolayer.
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The defects observed extend slightly onto neighbouring cells, but are very nearly

localised.

The spectra and images are in agreement with simulations of the local density of

states around oxygen substitutions and I am not aware of any conflicting evidence.

One can compare the most common defects across a variety of measurements and

techniques. It is not uncommon for these defects to be attributed to chalcogen

vacancies in STM, STEM and cAFM images on the basis that they are the most

common defects and the low formation energy of vacancies, but no further evidence

is cited [24, 72, 85, 104]. In STEM images, light elements are difficult to observe,

especially if they lie above other larger elements, due to their minimal contrast,

so there should be little difference between a vacancy and an oxygen substitution

[9]. As a result, the defects in these papers assigned to vacancies are likely oxygen

substitutions, which is how they are assigned elsewhere [9, 77, 110, 113]. In the

STM and cAFM papers cited here the defects are either localised or approximately

so.

In the work of Zhang et al. the most common defects are attributed to transition

metal vacancies because they observe the defect lying between the chalcogen atoms,

but this is not a common opinion nor a commonly reported observation of defects

in TMDs [114].

This standpoint, that the most common defects are oxygen substitutions, is

supported by theoretical work which indicates that not only is it energetically

favourable for oxygen to form oxygen substitutions in a TMD, vacancies increase

the probability of the adsorption and dissociation of oxygen nearby [108, 109].

As a result, it seems that if vacancies were to form, any exposure to an ambient

environment would quickly convert them to oxygen substitutions.

In the work of Rosenberger et al. [22], the defects observed all appear as

augmenting defects in cAFM images, but in the atomic resolution images taken

by Sumaiya et al. the localised defects are all depleting. This could be due

to augmentation around the site of a depleting defect that has been observed in
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experiments and in simulations of the local density of states around defects in TMDs

[9, 72, 75, 78, 115]. In cAFM which does not achieve atomic resolution, it is possible

that the atoms surrounding the defective site as a whole are augmenting, even if the

site itself is not.

Diffuse defects are frequently attributed to transition metal substitutions in

studies using cAFM [24, 104]. Observations on TMDs by Yankowitz et al. measure

a much lower density of diffuse defects than oxygen substitutions [74].

Defects have been observed with a similar appearance in STM images and

attributed to charged defects [111]. A characteristic feature of these defects is their

band bending. Band bending raises or lowers both the conduction band edge and

the valence band edge at the same time rather than widening or thinning the band

gap. This is because a coulomb force is experienced by the electrons in both bands

and modifies them in the same way. If a diffuse defect were to be a charged defect

one would expect to see asymmetrical behaviour with respect to the bias voltage in

cAFM and STM.

3.2.5 Stability in air

Chalcogens with higher atomic numbers suffer a reduction in air stability [108, 116,

117]. Simulations of the formation energies of defects in TMDs offer insight into how

probable defects are to form in each material. The formation energies of chalcogen

vacancies in diselenide TMDs are less than in their disulfide counterparts, but this is

not the entire picture. TMDs formed with tungsten have higher formation energies

for chalcogen vacancies than those formed with molybdenum [108]. This results

in a similar probability of chalcogen vacancies forming in MoS2 than in WSe2 and

one would assume that there are similar densities of chalcogen defects in the two

crystals as a result. However, there is an increased probability of molecular oxygen

adsorption on WSe2, which may mean that the presence of adsorbed oxygen leads

to an increased number of defects by directly substituting chalcogens, rather than

filling vacancies. In fact, if vacancies were the dominant form of defects and the
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sample was exposed to oxygen, simulations show that molecular oxygen adsorption

and dissociation on the surface are energetically favourable and that in the presence

of a chalcogen vacancy the process is more likely [108, 109, 118]. Once the oxygen is

adsorbed onto the surface, oxygen substitutions have a lower formation energy than

chalcogen vacancies, so we could expect the oxygen to then fill the vacancy, forming

an oxygen substitution [118, 119].

3.2.6 Cryogenic photoluminescence studies of WSe2

Defects in WSe2 have been studied with STM and cryogenic photoluminescence on

HOPG by Zhang et al. and it was in this study that they found the dominant defect

to be Tungsten vacancies [114]. Another group, using their method of CVD sample

preparation found the same result in their STM images of WSe2 on HOPG [76].

However, this view stands in contrast with other works so it is possible that this is

a quirk of the particular fabrication method.

Nonetheless, Zhang et al. set out to identify the origin of defect-bound excitons

in WSe2. They discuss that because the bands at the conduction band edge are

split into two based on the spin of the electrons, the lowest energy exciton is ‘dark’

because it cannot recombine radiatively. However, a small amount of thermal energy

allows the slightly higher energy ‘bright’ exciton that has radiative emission to be

occupied, leading to emission at room temperature. However, reducing the thermal

energy of the system (cooling it down) can reduce the occupancy of the bright

exciton, reducing the PL emission from the neutral exciton peak. This viewpoint

has been found to agree with results in other groups [80, 120].

The measurement of polarised PL spectra on WSe2 grown by the same method

on a sapphire substrate was much brighter and showed that the spin polarisation

is much weaker on the defect-bound excitons than the free excitons, meaning that

they should be free of the dark exciton condition that makes the free exciton peak

weaker at lower temperatures. In addition, they saw that the WSe2 grown on an

oxidised Si wafer had a signal five orders of magnitude stronger than on HOPG.
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Figure 3.4: a): The PL spectrum of WSe2 consists of a free exciton X0 peak and a

trion peak at slightly lower energies. Electron beam exposure mostly added peak Xb

to the spectrum of WSe2, but exposure to argon plasma also added Xb′ . b): A longer

exposure to electron beam irradiation is necessary in order to observe Xb′ . Reprinted

with permission from Wu et al. [120]. Copyright 2017 American Chemical Society.

A more detailed view is given by a group from Nanjing University which

published two illuminating papers on the effects of defects on the PL signal of WSe2

on SiO2 measured at 83 K. In the first paper, an electron beam was used to generate

defects, resulting in a relatively shallow defect peak at ∼ 1.62 eV that was absent in

their pristine samples [80]. Before irradiation, there were two peaks at ∼ 1.71 and

∼ 1.73 eV. The peak at higher energies was attributed to the free exciton peak X

whereas the peak at a slightly lower energy was attributed to free trions. Irradiating

their samples with Ar+ plasma instead resulted in two defective peaks. One lies at

∼ 1.60 eV, similar to their previous work with an electron beam, but another peak

was also found at much lower energies around ∼ 1.35 eV [120]. The deeper peak

was then observed after irradiating samples with an electron beam for a long time.

The shallow peak is labelled Xb and the deep peak is labelled Xb′ . These peaks are

shown in Figure 3.4

Both Xb and Xb′ saturate at low powers compared to the linear power dependence

of the free exciton peak. The two localised peaks indicate that there are two ways

that defects can be localised and that the deeper excitons require a different change
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to occur. The higher binding energy of Xb′ may be due to a state which is much

further into the bandgap, potentially caused by a different type of defect. Xb has

been reported to be caused by mid-gap states ∼ 0.1 - 0.3 eV above the valence

band maximum. This corresponds well with the position of peaks in the density

of states resulting from defects on the chalcogen sites. Oxygen substitutions (OSe)

have been predicted to produce peaks in the density of states close to the valence

band minimum and this has been observed in low-temperature scanning tunnelling

spectroscopy measurements with energies in the correct range for MoSe2 [9].

At helium, rather than nitrogen, temperatures similar features are observed. The

free exciton lies between 1.7 and 1.75 eV [121, 114].

3.3 Molecules on surfaces

The other system studied in this thesis is molecules adsorbed on a metallic surface;

specifically Zn tetraphenyl-porphyrin (ZnTPP) on Au (111). In this section I

will introduce some key concepts that will assist the reader in understanding the

discussion of ZnTPP that follows. Then I will introduce the ways in which molecules

adsorb on metallic surfaces and, in particular, describe Au (111).

The wavefunctions of individual atoms, referred to as orbitals, are not grouped

into bands like they are in crystals; they are at discrete energy levels [122]. A

molecule lies somewhere in between as the process of bonding fundamentally changes

the orbitals to new ‘molecular orbitals’ where the electrons should be thought of as

involved in the bond rather than bound to a particular atom.

The variation in the bonding of carbon makes it exceptionally versatile; so

although molecules can be simple, like carbon monoxide and molecular oxygen,

they can also become incredibly complex. In order to discuss such large collections

of atoms chemists have identified ‘groups’ of atoms that can act as building blocks

in our understanding of more complex molecules.
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3.3.1 Phenyl rings, pyrrole and porphryin

pyrrole

benzene

2H-TPP

phenyl ring

pyrrole-like
section

N
H

N

N N

H NH

Figure 3.5: The structure of 2H-TPP consists of a central macrocycle and four

phenyl rings. The phenyl rings bear a striking similarity to benzene, the only

difference being that the bond to one of the hydrogen atoms now attaches to a

carbon atom in the macrocycle. This carbon atom joins the phenyl ring to two

pentagonal sections that resemble pyrrole, however, the centre of the macrocycle

contains two rather than four hydrogen atoms and they are bound as described,

losing a further two hydrogen atoms each.

In the case of some simple molecules, one can simply describe them atom-

by-atom. Benzene, for instance, is comprised of six sp2 hybridised carbon atoms

arranged in a hexagonal ring. Each carbon atom is bonded to a hydrogen atom

‘terminating’ the molecule rather than forming an endless sheet: graphene. Because

the π orbitals are all bonding to those on either side the electrons inside them are

delocalised into a ring. A similar structure is the phenyl group (phenyl ring), which

occurs commonly in more complex molecules. A phenyl ring differs from benzene in

that one of the carbon atoms is bonded to something else.

Phenyl rings are a part of tetraphenyl-porphyrin (TPP) molecules, which are

the main subject of Chapter 7. To make a porphyrin molecule, one first needs four

pyrrole-like groups to construct a large ring called a macrocycle. Pyrrole consists

of four carbon atoms and a nitrogen atom each bound to a hydrogen atom in
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a similar manner to benzene. The nitrogen atoms point into the centre of the

macrocycle and the carbon atoms on either side are bonded to carbon atoms which

sit between pyrrole-like sections. Just two of the four central nitrogen atoms are

bound to hydrogen, creating two species of nitrogen: the iminic nitrogen loses its

hydrogen and the aminic nitrogen remains as if it were in pyrrole. So in the centre

of the macrocycle, there are commonly only two hydrogen atoms or the hydrogen is

replaced by a metal atom that complexes with them.

Tetra-phenyl porphyrins (TPPs) are the case where four bridging carbon atoms

are bound to a phenyl group as well as the pyrrole-like sections. Importantly, the

phenyl rings are able to rotate around these bonds. 2H-TPP is pictured in Figure

3.5 with showing the two hydrogen atoms in the core. The other porphyrin that is

studied frequently in this work is ZnTPP, where a Zn atom replaces the hydrogen

atoms.

3.3.2 Conformation

When a molecule adsorbs to a surface it adjusts its geometry to the new environment.

In a complex molecule like a TPP different parts of the molecule attempt to distance

themselves from each other to reduce ‘steric’ repulsion from the atoms coming too

close and other parts of the molecule will interact with the substrate. Parts of a

surface may be preferable for adsorption and if there are few molecules on the surface

the majority of molecules will be found there. Double bonds or aromaticity may lead

to certain parts of the molecule becoming rigid, further complicating the situation.

The deformations in the molecule can be modelled and studied experimentally on

different surfaces to learn more about the properties of the molecule.

However, molecules interact not only with the substrate but with each other.

In some cases, it is favourable for molecules to lie on top of each other or for their

geometry to be dominated by adjusting to other molecules. However, it is also

common for beneficial interactions with the substrate to lead to molecules forming

‘islands’ which expand to cover the entire surface before they begin to lie on top of
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each other in order to maximise the interaction with the surface [123]. In such an

island they become arranged in a regular lattice referred to here as a molecular

network. The exact parameters of the network depend on the balance of the

molecule-molecule and molecule-substrate interactions. Examples of experimental

studies of these phenomena can be seen in Section 3.4.

3.3.3 Au (111)

The exposed surface of a 3D crystal can vary dramatically depending on its

orientation. By cleaving the crystal along a particular crystallographic direction, one

can expose a particular surface, which offers different possibilities as an experimental

substrate.

A commonly used surface is Au (111). The bulk Au crystal has a three-

dimensional face centred cubic (fcc) lattice with lattice constant 4.07825 Å at

25 degrees Celsius [124]. The Au (111) surface could be considered as a 2D

triangular lattice with a lattice constant of 2.88376 Å if it weren’t for a surface

reconstruction. The ‘herringbone’ reconstruction leads to continuous variation in

the distance between atoms in the (110) direction as 2 extra atoms are added into

a space which would normally have 22 atoms leading to a 22 ×
√
3 unit cell [125,

126]. This leads to a periodic cell with a side 63 Å long, enclosing many times more

atoms than a cell including only the atoms closest to a particular molecule.

3.4 Review of molecules on surfaces and confor-

mation

In the development of the simulation used in this work, images of a variety of

molecules were simulated. Here, I will discuss the images of these molecules acquired

using NC-AFM (non-contact atomic force microscopy discussed in Section 2.4.2)

with a particular focus on the tetra-phenyl porphyrin (TPP) molecules. Imaging
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these molecules can be difficult because, as discussed in Section 2.4.3, NC-AFM is

optimised for imaging planar species and struggles to measure molecules with more

topographic variation. I will detail current approaches for acquiring information

from tetra-phenyl porphyrins with scanning probe techniques and the information

acquired with these approaches. Finally, key to my investigation of Zn tetra-phenyl

porphyrins (ZnTPP) are the ways in which many TPP molecules arrange themselves

on a metallic substrate. I will discuss the scanning tunnelling microscopy (STM)

and polarisation-dependent NEXAFS observations on both the arrangements of the

molecules and the ways the molecules adapt within this network by rotating their

phenyl rings.

3.4.1 Imaging molecules with non-contact atomic force

microscopy

As discussed in Section 2.4.2, the images of pentacene acquired by Gross et al.

in 2009 first demonstrated the ability to operate NC-AFM with submolecular

resolution [8]. The images were acquired by functionalizing the tip apex with a

carbon monoxide (CO) molecule, an approach that had been pioneered in scanning

tunnelling hydrogen microscopy (STHM: STM with a functionalised tip) [127].

Following the demonstration of sub-molecular resolution NC-AFM many planar

molecules could be imaged, raising further questions. A topic of some debate was

whether or not hydrogen bonds could be observed. Images of 8-hydroxyquinoline

captured by Zhang et al. [128] certainly appeared to have observed hydrogen

bonding (Figure 3.6a). Clear features could be observed between the molecules

matching the expected positions of hydrogen bonds. However, as is discussed in

Section 2.6.1, such features can be reproduced without any consideration for the

electron orbitals using the Probe Particle Model [42, 43]. Indeed a very close replica

of an image collected by Zhang et al. was created via the simulation [42] (Figure

3.6b). NC-AFM images of naphthalene tetracarboxylic diimide (NTCDI) molecules

were imaged by Sweetman et al. [29] (Figure 3.6c) showing similar intermolecular
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(f)

(a) (b) (c)

(d) (e)

Figure 3.6: NC-AFM images of 8-hydroxyquinoline showing what seem to be

hydrogen bonds (a) (Zhang J. et al. [128]. Reprinted with permission from AAAS.)

are shown in comparison to simulated images (b) created with no consideration

for bonding, highlighting that it is not possible to assign these features solely to

the bond (Reprinted figure with permission from Hapala P. et al. [42]. Copyright

2014 by the American Physical Society.). Similar features seem to be observed in

naphthalene tetracarboxylic diimide (c) (Reprinted from Sweetman et al. [29])

and a bond which doesn’t exist is imaged between two sulfur atoms at the

top of a Dibenzo[a,h]thianthrene molecule (d) (Reprinted figure with permission

fromPavliček N. et al. [129] Copyright 2012 by the American Physical Society.).

Finally images of iron phalocyanine with (e) and without (f) a CO molecule

adsorbed on the iron atom (Reprinted from Chen P. et al. [44]).
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features, but force curves F (z) measured over those features show insufficient

contrast relative to density functional theory simulated force curves expected over

hydrogen bonds. The molecule Dibenzo[a,h]thianthrene DBTH is a fine example of

this situation [129]. The two adsorption geometries on NaCl are like two frames

from a butterfly’s flight, one with the wings down and one with the wings up. When

the wings are down, the sulfur atoms at its centre are the topmost atoms, but

they are not bonded together. Nevertheless, as this part of the molecule marks a

watershed for the CO molecule being deflected one way or the other a ‘bond’ is

observed between the sulfur atoms as seen in Figure 3.6d.

The constraints on NC-AFM are clearly illustrated in the work of Chen et al.

where a CO molecule adsorbed onto a Fe phalocyanine (FePc) was imaged using

NC-AFM and compared with simulated images [44]. In the NC-AFM images, the

CO molecule is removed via an interaction with the tip, showing that NC-AFM is

unable to resolve features at the base of the molecule without interacting with the

molecule (Figure 3.6e-f).

3.4.2 Non-planar imaging with frequency modulation atomic

force microscopy

Strategies have been developed in order to overcome the limitations of NC-AFM

when imaging non-planar molecules. The techniques can be split into two groups:

either frequency modulation AFM (FM-AFM) is carried out whilst following a non-

planar surface or data is collected over a volume rather than a plane. Often these

techniques are used in tandem to get the best of both approaches.

In the first case, the trajectory of the tip can be determined by measuring the

frequency shift whilst carrying out constant current STM [130]. Such a process is

an established technique [39], but one can also use topographic information from

FM-AFM with feedback turned on to approximate a force iso-surface for the long-

range forces. Once the initial pass to find this surface is done, one can translate

the trajectory closer to the subject and turn the feedback off. The result is that
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the tip follows a path resembling another force iso-surface, closer to the subject and

measures the deviations from that surface due to short-range forces which played

little part in the first pass. The result for both imaging techniques is shown in Figure

3.7b-c.

The alternative method is to approach the surface, collecting frequency shift

data ∆f(z), at many locations in order to create a line or a two-dimensional grid

with a force curve or equivalent data at every point [33, 130, 132, 133, 134]. The

grid of spectra gives the user a three-dimensional volume of data that can be sliced

in many ways to show various pieces of information. By moving on to the next

spectrum when the interaction measured by the tip is too strong higher regions of

the molecule can be ignored whilst allowing the tip to move lower elsewhere [133]

(Figure 3.7d). This approach was used by Albrecht et al. to observe the core of tetra-

phenyl porphyrin molecules and differentiate between those with a metal complex

and those without [33] (Figure 3.7e).

Collecting force spectra has also been used to determine the angle of adsorption

of ketone-like molecules on a Cu surface [134]. The surface of constant ∆f was

extracted from a three-dimensional dataset and it is shown in Figure 3.7f. NC-

AFM does not give any quantitative information about topography, but a surface

of constant ∆f corresponds to an iso-surface of an unknown force which can be

calculated if so desired. This surface should follow the topography of the molecule

and, for a planar molecule such as ketone, one can fit a plane to the surface to

extract the angle relative to the substrate.

The more data is collected the longer these techniques take. Thermal drift and

error from the equipment can compound to cause significant motion on such a small

scale. As a result, atom tracking protocols to continuously correct for drift are key

to successful imaging in this manner.

These techniques were used to identify the adsorption geometry of some TPP

molecules on metallic surfaces. In the gas phase, porphyrins tend to adopt a planar

geometry with the phenyl rings rotated by ∼ 60°. When adsorbed to a metallic
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(f)

(a) (b) (c)

(d) (e)

Figure 3.7: C60 imaged by NC-AFM (From Gross et al. [131]. Reprinted

with permission from AAAS.) (a) and by carrying out FM-AFM during STM

(b) (Used with permission of Institute of Physics (Great Britain) from “High-

resolution imaging of C60 molecules using tuning-fork-based non-contact atomic

force microscopy”, Pawlak R et al.[130] copyright 2012. Permission conveyed

through Copyright Clearance Center, Inc.) and following a trajectory where the

long-range force should be constant (c) in order to reveal more of the molecule

(Reprinted (adapted) with permission from Moreno et al. [132] Copyright 2015

American Chemical Society.). By carrying out force spectra along a line one can

collect a two-dimensional image of pentacene (d) (Reprinted from Mohn F. et al.

[133] with the permission of AIP Publishing.) or by applying the same technique

one can discriminate between tetraphenyl porphyrin molecules with and without

metalled cores (e) (Reprinted (adapted) with permission from Albrecht et al. [33].

Copyright 2016 American Chemical Society.). By collecting a three-dimensional

dataset one can extract surfaces of constant frequency shift and determine the angle

of adsorption of a molecule (f) (Reprinted with Permission from Schuler B. et al.

[134]. Copyright 2013 by the American Physical Society.).
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surface, many porphyrins rotate their phenyl rings closer to 20° and the macrocycle

distorts in order to accommodate this into the ‘saddle’ geometry [15, 135]. A pair

of opposing nitrogen atoms in the macrocycle point downwards slightly, tilting the

other end of the pyrrole unit upwards and the other pair points upwards creating

a saddle shape. The phenyl rings tilt away from the raised pyrrole, minimising

the steric interaction. The raised pyrroles and the edges of the phenyl rings which

are tilted upwards beside them create two sets of three raised sections which are

observed in the NC-AFM image displayed in Figure 3.8a.

TPP molecules at cryogenic temperatures have been observed to adopt two

arrangements at cryogenic temperatures. In an STM study of brominated CoTPP

on Cu (111) a saddle and a ‘planar’ adsorption were initially suggested with the

saddle geometry being assigned as the elongated geometry by Iancu et al. [136]. Via

comparison of STM images of brominated 2H-TPP with DFT Jarvis et al. suggested

that the square molecule was the standard saddle shape and the elongated version

was simply a variation where the phenyl rings were pushed further from the pyrrole

groups by the steric interaction [31, 137]. Then studies of 2H-TPP where NC-AFM

scans were adapted to avoid the central raised region to image the remainder of the

molecule and by imaging a ∆f = 0 iso-surface Albrecht et al. were able to show

conclusively that the elongated molecule was in fact a peculiar adsorption geometry

termed the ‘inverted’ geometry. Here the iminic pyrrole is tilted to an extreme degree

where it is almost vertical and the aminic pyrrole is almost perfectly flat. This, in

turn, is the source of the steric repulsion which Jarvis et al. identified pushes the

phenyl rings into the elongated shape and flattens them against the substrate. The

saddle and inverted geometries are shown in Figure 3.8b-c.

3.4.3 Networks of tetra-phenyl porphyrins

When molecules aggregate into groups they influence each other via molecule-

molecule interactions, creating new adsorption geometries and arranging themselves

into a lattice referred to here as a molecular network. The conformation of TPP
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(a) (b) (c) (d)

Figure 3.8: An NC-AFM image of CuTPP on Cu (111) in the saddle geometry

(a). The saddle and inverted geometries are shown in (b) and (c). These three

images are reprinted (adapted) with permission from Albrecht et al. [33]. Copyright

2016 American Chemical Society. Porphyrins form molecular networks such as this

network of ZnTPP imaged using STM on Au (111) (Reprinted with permission from

Ruggieri et al. [123]. Copyright 2015 American Chemical Society.) .

molecules has been studied extensively and some degree of consistency has been

found in the parameters of the networks made by the whole family.

Auwärter et al. carried out an STM study on Ag (111) of free base and Fe tetra-

pyridyl porphyrins (TPyP) and Fe tetra-phenyl porphyrin [138]. Pyridyl is similar

to a phenyl ring, but the carbon atoms furthest from the core are replaced by sulfur

atoms. Whilst TPyPs showed two arrangements which alternated, creating a unit

cell of 13.9 Å by 27.4 Å containing two molecules, the TPPs had a square cell of

14.3± 0.2 Å. In an earlier study by many of the same authors, 2H-TPyP had been

found to have a similar cell of sides 13.9 ± 0.2 Å and 27.4 ± 0.2 Å 93 ± 2° apart

[139]. These distances seemed to have no factors of the underlying lattice, suggesting

that the molecules were not commensurate with the lattice below, a view which is

supported by a visible Moiré pattern in STM images. By simulating the aspect ratio

of the molecule when the pyridyl groups are rotated at different angles relative to

the surface and then comparing the aspect ratios to STM images, the angle of the

phenyl rings was determined to be ∼ 60± 5°.

NEXAFS measurements of FeTPP on MoS2 measured the angles of the phenyl

rings to be 59° by measuring polarisation-dependent measurements [140]. Other

metal centres have been studied though. STM images by Scudiero et al. were used
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to identify the lattice constants of Co and Ni TPP on Au (111) to be 14.1 Å[141].

Similar values of 14.2 and 14.1 Å were acquired for Co-TPP on Cu (111) by Weber-

Bargioni et al. [142] and 14 Å in another paper by Auwärter et al. on Ag(111)

[143]. Both works also offer values for the angles of the phenyl rings collected

from polarisation-dependent NEXAFS: 35° and 45° respectively. However, on Cu

(110) CoTPP experiences an extreme distortion in two possible mirrored domains

observed in STM images by Donovan et al. [144]. The angles of the phenyl rings in

one of the domains were determined through DFT calculations with references to

the experimental images. The corrugations of the (110) surface lead to phenyl rings

which are rotated by angles ranging between 60° and an extreme 88°. However, this

deformation results from the (110) surface and the work discussed so far has been

on (111) surfaces.

Further NEXAFS studies were carried out by Diller et al. on Cu (111) of

a monolayer of 2H-TPP created by annealing a multilayer sample until enough

material desorbs [145]. This annealing led to metallation and the angle of the phenyl

rings varied between the free base and metalled TPP molecules. 2H-TPP has phenyl

rings angled at 20°, but metallation leads to a change to between 40− 50 degrees.

In this work, the system under investigation is ZnTPP on Au (111). An STM

study of this system by Ruggieri et al. gives lattice parameters of 13.1 and 12.6

Å and Zhang et al. measure similar values of 13 and 12 Å[123, 146]. However,

Yoshimoto et al. and De Luca et al. measure a much larger unit cell of 14 Å, with

De Luca et al. measuring a longer side 14.4 Å long [147, 148]. In addition, Ruggieri

et al. provides a potential unit cell described in terms of the Au (111) lattice vectors

which will examined in Chapter 7.

In summary, one can see a clear trend, in most cases the lattice parameters

are measured to be approximately 14 Å, though it is notable that two studies

measured vectors approximately 12 and 13 Å long in the ZnTPP on Au (111)

system specifically and not elsewhere. The lattice vectors are generally reported

to be approximately 90° apart and most phenyl rings on (111) surfaces are rotated
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between 20° and 60°. This presents a parameter space within which to begin our

investigations of conformation in networks of ZnTPP on Au (111).
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Methods

In order to gain as much information as possible about a system it is important to

choose the optimal technique. The demands of imaging non-planar molecules stand

quite apart from those of imaging exceptionally flat TMD surfaces and, as a result,

different approaches are required in order to image these dissimilar systems.

In the case of non-planar molecules the difficulty lies in the variation in height.

How can sections of the molecule closest to the substrate be measured without the tip

interacting too strongly with other sections of the molecule? However, point defects

are located on a single site on a largely flat surface and the core challenge is resolving

individual atoms through the noise and contamination of an ambient environment.

Here we detail the SPM techniques, and simulations of those techniques, that enable

high resolution imaging of their respective systems.

The Isolab facility plays a key role in the resolution of all of our AFM

measurements. The facility is separate from the rest of Lancaster University

Physics Department on it’s own foundations. The work is carried out in pods

which are specially adapted to isolating measurements from mechanical vibrations.

The equipment rests on top of a 50 ton concrete block which can be raised on

air springs; when coupled with heavy tables and granite blocks the vibrations are

further attenuated at each interface due to the sudden change in resonant frequency

due to a change of mass. As a result the noise floor from mechanical vibration is
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exceptionally low. The mains electrical supply is filtered and grounded separately

to the Physics Department via multiple earth spikes. Atomic force microscopy and

electrical measurements carried out in these pods enjoy exceptionally low noise

floors that routinely drop below 10 pm in the topographic signal during ambient

measurements. This improves the quality of our data and reveals features which

would otherwise be lost in the noise. All of the AFMmeasurements and the cryogenic

photoluminescence measurements have benefited from this facility.

4.1 Constant Force AFM

4.1.1 Measurement of Constant Force AFM

Across my PhD topographical images were taken using a constant force AFM

method in ambient conditions. The measurements were taken using a Bruker

Multimode 8HR AFM controlled by a Nanoscope controller in PeakForce Tapping

mode and NuNano SCOUT probes. This was also the experimental equipment used

to collect the images I was interpreting via simulation. The details of the experiment

are given in Chapter 7 and the method of simulation will be outlined here.

4.1.2 Simulation of Constant Force AFM

In order to simulate imaging using a constant force method we chose to find the

force iso-surfaces that constant force AFM is trying to image. Here I effectively

assume that the microscope follows the iso-surface without deviation, which is of

course impossible for an instrument which uses feedback. However, there is no point

in simulating noise and problems with gain as these are either unpredictable or

minimal if the system is operated successfully.

My simulation is written in Python and interfaces with the ‘Probe Particle

Model’ (PPM) [42, 43], which calculates the force experienced by the tip at a point

in space. The PPM is provided with atomic coordinates in a .xyz file detailing the
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4.1. Constant Force AFM

element and the x, y and z coordinates. This data can be used to create a force field

of the Van der Waals forces experienced by the tip. This is done by simulating the

component of the force experienced by the tip in the z direction at discrete points

in a 3D grid with periodic boundary conditions.

Electrostatic forces can also be considered by adding an extra column to the

.xyz file detailing point charges for the atoms or by providing a simulation of the

Hartree-Fock potential for the simulation cell.

Once the forcefield has been calculated the model simulates tip relaxation. The

PPM models the AFM tip as two particles. One particle, the titular probe particle,

interacts with the sample and the second particle. This second particle effectively

acts as a stand-in for the rest of the cantilever. The probe particle has a Hooke’s

constant that confines it in the x-y plane and a Hooke’s constant that models the

interaction with the second particle by providing a ‘radial’ force acting along a line

between the two particles. These two forces are brought into equilibrium with the

Van der Waals surface forces by moving the probe particle. As only discrete points

in the force field have been found, linear interpolation is used to approximate the

force in between these points.

In the standard usage of the PPM slices of the new, relaxed, force field can be

used to simulate constant height images. However, by taking this relaxed data I can

simulate constant force images. The Python script used in this simulation rearranges

the relaxed data into a 2D grid of columns rather than a stack of 2D grids and then

finds a value of z from each column. For each column the program considers each

voxel, descending from top to bottom; towards the surface. If the force is greater

than the setpoint for the desired iso-surface, the program checks if the previous voxel

was less than the setpoint. If this condition is met, the z value is recorded and the

next column is considered, if not the next voxel in the column is considered. In such

a manner a grid of z values corresponding to unique x-y positions has been found

that can be plotted. This plot is an approximation of the force iso-surface limited

by the resolution of the various sections of the simulation.
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Figure 4.1: A force diagram (a) showing the forces considered in the probe particle

model. The probe particle (red) experiences restorative forces in the x-y plane (FLat)

and along the ‘radial’ direction (Frad) from the second particle (teal) balancing the

measured force from the atoms inputted (Fsurface). The operation of the constant

force AFM simulation script is also shown in a schematic (b). The algorithm

descends down columns of voxels in turn until it detects the force setpoint, then

moves on to the next column.

In this manner iso-surfaces of molecules on surfaces can be calculated. The final

result is outputted as a .gsf file which can be imported into the AFM data analysis

software Gwyddion from which the file may be visualized and saved as a variety of

useful file formats.

4.2 Conductive Atomic Force Microscopy

The cAFM equipment that I used to collect the cAFM images in this work is pictured

alongside a circuit diagram in Figure 4.2. The cAFM measurements were made with

the Bruker multimode 8HR AFM from a Nanoscope controller. The conductive

probes were Nanoworld CDT-FMR probes with a doped diamond coating which the
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Figure 4.2: A circuit diagram showing the experimental set-up for cAFM used in

this work.

manufacturers claim possesses a nanoroughness “in the 10 nm region”.

In order to achieve atomic resolution, I made measurements at low deflection

setpoints (5 nm or less) with doped diamond tips (Nanoworld CDT-FMR). The

doped diamond coating facilitates the conduction but is crucial to our measurements

in other ways because it is inert and stable. The high forces experienced in contact

with the surface threaten to change the tip apex, blunting tips and preventing

the observation of consistent images. The surface of a material in an ambient

environment is also covered in many potential reactants to interact chemically with

the tip, especially with the addition of the bias voltage. The stability of diamond tips

in both a mechanical and chemical sense makes them ideal candidates for attempting

to optimise the resolution of cAFM.
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4.3 Fabricating Two Dimensional Samples

4.3.1 Mechanical Exfoliation

Methods of mechanical exfoliation can vary based on the resources and equipment

available to a group, the experience of its members and the material itself. The

method of exfoliation detailed here yields monolayer samples of TMDs often enough

that at least one monolayer flake is commonly found on a PDMS stamp.

In this work, I used Nitto Blue Tape (Acrylic/PVC) to exfoliate MoS2 , WSe2

and WS2 and hBN from bulk crystals. The tape pulls a number of layers off the top

of the crystal, so by folding the tape onto itself and then pulling the tape apart the

material is distributed around the tape and some of the crystals are pulled apart,

reducing the number of layers. I initially exfoliated 2D materials onto ‘seed’ tapes,

and then from those tapes onto another piece of tape. This separates the seed tape

from the sample, maintaining a cleaner source. I folded my tapes approximately 8

times after exfoliation from a seed tape.

This tape can then be used to exfoliate the flakes onto a PDMS stamp of

approximately 1 cm x 1 cm dimensions. The tape is pressed into the PDMS stamp

and then carefully pulled back until a corner of the stamp is no longer in contact.

I then pulled the tape away rapidly, leaving flakes of various thicknesses behind on

the PDMS stamp. In Sections 4.3.2 and 4.3.4 I will detail the process of identifying

monolayers and transferring them onto the experimental substrate.

4.3.2 Identification of monolayer TMDs via Raman and

photoluminescence spectroscopy

Once flakes have been exfoliated onto a PDMS substrate it is necessary to determine

which flakes are monolayers. Photoluminescence and Raman spectroscopy offer a

fast and reliable way to differentiate monolayers from few-layer flakes.

I could disregard the majority of flakes by eye when viewed from an optical
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microscope. In this work, a Zeiss Axio Lab.A1 optical microscope was used to

identify the few possible monolayers on a PDMS stamp. Monolayers are a similar

colour to the PDMS relative to the thicker sections which are often blue, purple or

even opaque white for the thickest sections.

Once potential monolayers are found, I placed them on the Horiba LabRAM

with a Horiba Synapse CCD. I then found the flakes using a x10 magnification lens

and then focussed a 532 nm solid state laser onto the flake via a x100 magnification

lens.

Between Raman and photoluminescence, monolayers can be identified before

transfer to the substrate for cAFM using the features discussed in Section 2.8.

4.3.3 Selection of Experimental Substrates

In order to carry out cAFM, a current must be able to pass between tip and sample.

As a result, carriers must be drained or sourced or the sample will act as a capacitor

and current will only be measured transiently when the bias voltage is changed. A

simple way to do this is to use a conductive substrate and then attach the sample

to a metal sample plate via silver paint or by clamping the substrate with a metal

clamp. The sample plate can then be connected to a wire via a ‘spade’ which can

be crushed into the sample plate by turning a screw.

In order to ensure a good electrical connection between the 2D flakes and the

substrate we desire a conductive substrate with an exceptionally flat surface. Highly

ordered pyrolytic graphite (HOPG) seems well suited for such constraints. HOPG

is formed of layers of graphene bonded by Van der Waals forces. As a result, the

surface of HOPG consists of atomically flat terraces of carbon atoms with occasional

steps between the layers. An additional advantage of using a Van der Waals layered

material as a substrate is the ability to remove the top layers to reveal a new, clean

surface. As a result, I exfoliated HOPG using Loadpoint 6034 Acrylic/PVC Blue

Tape before the transfer of the sample flake began. HOPG has been shown to possess

domains with differences in potential over the scale of microns in electrostatic force
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microscopy measurements [149]. In the experiments measured here we were able to

find regions that were consistent enough to acquire our images.

4.3.4 Transfer of samples onto measurement substrate

Once 2D flakes had been exfoliated onto PDMS I needed to transfer them onto

the target substrate of either HOPG or SiO2. Direct exfoliation onto HOPG is not

viable because the procedure will likely exfoliate the substrate itself. In this work I

used a bespoke transfer system to transfer TMD flakes with the deterministic dry

transfer technique. No solvents were used except to clean equipment prior to use.

The stamp was simply pulled away from the substrate. For samples on SiO2 the

samples were heated up to ∼ 65◦C using a heater below the substrate before the

slide was raised. Without heating the substrate to soften the PDMS transfer onto

SiO2 had a low rate of transfer and often damaged the flakes.

Annealing samples to remove contamination is possible, but risks the formation

of new defects. As we intend to study the defects in the samples after exfoliation

we do not want to create extra opportunities for defects to form in this work.

4.3.5 Removing contamination and ensuring surface confor-

mation

Following transfer, contamination is present in the interface between the flake and

the substrate. In order to remove the contamination I adopted the approach dubbed

the ‘Nano-Squeegie’ technique in order to ensure I could perform cAFM on a flat

surface with a consistent electrical connection to the substrate [22, 150]. In contact

mode, using NuNano SCOUT probes in the Bruker Multimode 8HR AFM and the

Nanoscope controller, contamination on the surface is easily swept away at a 5 nm

deflection setpoint with a scan rate of 2 Hz. The contamination between the flake

and the substrate is slowly removed over the course of many scans with a deflection

setpoint of 30 nm. A cartoon representation of this process is depicted in Figure 4.3
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alongside AFM scans showing the progression of the flattening process. The longer

the surface is swept in this manner, the more the contamination is removed, but

the user gains decreasing returns as the remaining contamination is sheltered by

step edges or in large bubbles. Because the flake can rip due to repetitive forces at

the edges, at some point the user must decide when to move on to making cAFM

measurements.

Figure 4.3: After transfer 2D crystals, such as this WS2 monolayer imaged with

contact mode AFM (a), are separated from the HOPG substrate by contamination.

The nano-squeegie technique uses an AFM tip to sweep contamination from beneath

the flake (b) leading to better conformation to the surface (c). Profiles taken before

and after from the AFM images are shown in (d), showing a significant decrease in

the thickness of the flake.

4.4 Acquiring high resolution in energy for pho-

toluminescence measurements

In order to acquire photoluminescence data in which the individual peaks in a TMD’s

spectrum can be resolved it is necessary to cool the system to near absolute zero.
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As the temperature of the sample falls, thermal broadening due to the Boltzmann

distribution of the energy of electrons near the chemical potential is reduced. As

a result, the electrons are excited from a more consistent energy, are less likely to

interact with phonons during the light-matter interaction and then decay back to a

more consistent energy. This means that the energies of emitted photons lie closer

to the idealized energy of the decaying exciton.

In order to take measurements at cryogenic temperatures our samples were

cooled in an Attocube attoDRY800 cryostat using a Sumitomo HC-4E Compressor.

The sample chamber contains Attocube piezo scanners (ANPx311 for x and y and

ANPz102 for z) that allow the user to precisely position samples attached to the

top of the stack. These scanners can be controlled via the Attocube ANC350 Piezo

Motion Controller and ANC350 SpaceNavigator which can be, in turn, controlled

by the computer. The chamber is closed with a window through which the sample

can be observed and probed optically.

Samples can be illuminated with an LED allowing the user to observe the sample

via a camera and a lens which can be positioned above the window. This enables

the user to find their sample and focus on it before taking photoluminescence

measurements.

During photoluminescence measurements, a PicoQuant PDL 800-D Drives a 560

nm laser in ’continuous wave’ mode. A beam splitter samples ∼ 1/6 of the light to

be sampled after attenuation via 2 attenuating disks, enabling the user to select the

incident power on the sample. The laser is focused onto the sample through the lens

above the window. The reflected and re-emitted light then travels back through the

lens and into the SR-500i Spectrometer with an ANDOR NewtonEM CCD.

A heater and temperature sensor near the sample allow for more accurate

temperature readings and the ability to select a sample temperature. The base

temperature of the fridge is approximately 8K in the arrangement used in my work,

but it can be raised to near ambient temperature using PID feedback. As a result,

the system has two main input variables: Temperature and laser power. A detailed
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description of the system can be found in the thesis of Christopher Woodhead [151].

4.5 Defect engineering

In order to generate defects in some of our samples, I exposed them to a N2 plasma.

The basic idea of a plasma reactor is to use an electric field to create charged ions

in a gas, which then interact chemically with the subject.

The reactor used in this work was a boro-silicate glass chamber in a cruciform

shape, as seen in Figure 4.4, with 4 metallic end pieces at which the chamber could

be accessed or elements could be added. The chamber can be pumped down or

vented through one of these end pieces, which also contains a pressure sensor for

the chamber. A tube connects to a venting valve and via another valve to a cold

trap and pump. The trap is filled with liquid nitrogen and significantly improves

the ability of the pump. On the opposite end of the cruciform chamber a bottle of

compressed nitrogen gas is connected via a regulator and a valve allowing a pressure

to be set behind the valve and then, by using the pressure gauge whilst the system is

being pumped down, nitrogen gas can be added into chamber to achieve the desired

pressure. Samples can be added or removed from the chamber via a 3rd end piece.

The electrical field is applied via a coil around the chamber which is connected to a

power supply applying signals at 13.56 MHz up to a power of 100 W.

The system is operated by pumping the system down to base pressure and then

cleaning with N2 plasma for 10 minutes at a pressure of 10Pa and a power of

40% without a sample. The system is then vented and samples are placed in a

consistent position in the cruciform arm closest to the entrance. The system is then

re-evacuated and the samples are exposed to the plasma at the desired parameters.
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Figure 4.4: A diagram showing the bespoke plasma reactor used to expose samples

to N2 plasma (a) and a picture of the cruciform reactor barrel (b).
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Results: formative defect density

in transition metal dichalcogenides

The collection of atomic resolution images in an ambient environment is an

exciting development that will enable faster and more readily available material

characterisation on the atomic scale. In this chapter, I will demonstrate the

characterisation of the defects observed in mechanically exfoliated TMD monolayers

with cAFM. The samples will not be exposed to any further processing such as

annealing or plasma exposure, which will be explored in Chapter 6. Through this

lens, we will contrast the density of the defects between MoS2, WSe2 and WS2, which

should differ relative to synthetic samples [152], and discuss the chemical origin of

the observed features.

Two dimensional TMD monolayers on a substrate of highly ordered pyrolytic

graphite were created by the mechanical exfoliation, identification and transfer

method outlined in Chapter 4. After using the ‘nano-squeegie’ technique to remove

contamination, the TMDs were observed using cAFM.
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5.1 Identification of TMD monolayers

Some representative spectra indicating how monolayers are identified using the

criteria in Section 3.2.3 can be found in Figure 5.1. The E1
2g and A1g peaks

can be seen to be significantly closer in the Raman spectra of flakes identified as

monolayer MoS2 and WS2 samples. The monolayer WSe2 flake, again, can be clearly

distinguished from the few-layer sample due to the change in the position of the

WSe2 peak to the opposite side of 260 cm−1. The photoluminescence spectra from

WSe2 and WS2 see large increases in the intensity of their peaks in the monolayer

case and in the case of MoS2 the disappearance of the ‘I’ peak at 800 nm could be

used if the information from the Raman spectra is insufficient.

5.2 Conductive atomic force microscopy

The samples were approached gently with a deflection setpoint of 5 nm as described

in Chapter 4. Topographic images obtained simultaneously with cAFM current

channel images show a periodicity due to the lattice but fail to observe atomic

imperfections. However, as is shown in Figure 5.2 the current channel images

show the presence of defects. The majority of current channel images show the

lattice clearly, but in approximately 40% of cases, a Nanoworld CDT-FMR AFM

tip observed atomic resolution images on our samples.

The ability to observe atomic resolution images in an ambient environment was

not expected, not least because cAFM is a contact mode technique. The high forces

involved in contact mode were expected to result in a blunt apex with a resolution

of a few nanometres. However, the defect in Figure 5.2 clearly shows a variation in

current that is unique to the site of a particular atom. The image clearly achieves

atomic resolution. Achieving such resolution requires a sharp tip apex, where a

single atom projects beyond the others as discussed in Section 2.5, so this apex

must survive the forces. The stability of the diamond conductive coating likely

plays a role due to the strength of the sp3 carbon bonds. However, a 5 nm deflection
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Figure 5.1: The Raman spectra of MoS2, WSe2 and WS2 (a-c) normalised

individually and PL spectra of the same crystals(d-f), normalised to the height of

the monolayer peak. The monolayer spectra are presented in black and the red lines

are from thicker regions. Monolayers can be identified using the distance between

the E2g and A1
2g peaks of MoS2 [50, 102], the position of the additional peak above

the degenerate combined E1
2g and A1

2g peak [70]. The Raman spectra of WS2 is more

complex. All 3 crystals see a dramatic increase in the peak intensity of the PL signal

in the monolayer case, but TMDs containing W saw an increase of over an order of

magnitude. Because the PL signal is weaker on MoS2 thin peaks from the PDMS

substrate can be observed [153].

with such tips should result in a force of ∼ 31 nN: colossal by NC-AFM standards.

Due to the fact that contact mode is not considered to be an atomic resolution

technique, the manner in which software operating contact mode AFM operates

may not be optimised for such a use. Nanoscope, which was used to run our

measurements, does not account for any drift in the deflection signal during the

approach, evidenced by false engages when the signal drifts above the setpoint. Such

a change can be minimized by reducing approach times, but it is important to realise

that the actual deflection of a tip during contact mode AFM is not exceptionally

reliable. It is totally possible that the success rate of atomic resolution measurement
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Figure 5.2: Two simultaneous images showing the topography (a) and current

(b) channels from performing cAFM on MoS2 using a bias voltage of 0.5 V. The

resolution in z for the topographic image is very low because small feedback

parameters are used and the measurement is optimised for the cAFM signal.

Nonetheless, the rows of atoms can be observed, but the defect is not resolved

in the topography, but the current channel image shows clear depletion over the

defective atom and an augmentation on the nearest neighbour sites.

could be dramatically improved by an increase in the reliability of this information.

5.3 Defects in MoS2

Initially MoS2 was chosen as a subject because there is a great deal of work with

other techniques which our observations can supplement [24, 72, 75, 77, 78, 104, 105,

106, 107, 108, 109]. The most commonly observed defects are localised depleting

defects, such as the defect in the current channel image of Figure 5.2. The depletion

on the site is contrasted by its nearest neighbours, which have been augmented by

approximately 50% relative to the surrounding atoms which has been observed in

STM images and simulations [9, 72, 75, 78, 115] Further images in Figure 5.3 show

additional examples over a larger region of space, displaying their density.

A second type of defect is also on display in Figure 5.3, localised augmenting

defects. Assignments as augmenting or depleting defects must be done with care
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Figure 5.3: A current channel cAFM image showing augmenting and depleting

defects in MoS2 (a). This image displays the density of defects and captures both

types of localised defects in one scan without a significant tip change. An image of

a localised augmenting defect is shown on its own (b), but later in the same imaging

session the only defects observed were depleting defects (c) which indicates the need

to consider how the tip influences images. The images were taken by applying a bias

voltage of 0.5 V.

because cAFM is a contact mode technique. Measurements can be subject to

frequent tip changes due to picking up and depositing contaminants and changes

in the structure of the tip apex. Such changes lead to variations in the current,

resolution and, in some cases, the appearance or disappearance of artefacts such as

a double tip. However, by taking a large number of images across many imaging

sessions some level of consistency emerges. Figure 5.3b shows a defect that appears

augmenting however, after a tip change, the only defects visible in the sample were

depleting defects in Figure 5.3c. As the defect in Figure 5.3c is more consistent

with other measurements such as Figure 5.3a this is thought to be a more reliable

representation of the defects in that sample. A more thorough discussion of the

variation in our images will be presented in Section 5.5.

When the cAFM cannot image localised defects with atomic resolution they

often appear as augmenting defects. This may be because the augmentation that

surrounds depleting defects sums to a greater increase in the current than is lost to

the depleting defect itself. Obviously, the tip will not interact with the defect by

simply summing all of the contributions equally, but this indicates that we should

only make these assignments based on atomic resolution images. As discussed in
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Figure 5.4: Current channel cAFM images of augmenting (a) and depleting (b)

diffuse defects on MoS2, shown alongside localised defects that are not properly

resolved, but clearly have a smaller radius of influence.

Section 3.2.4, in the work of Rosenberger et al. [22], the defects observed all appear

as augmenting defects in cAFM images, but the resolution is not high enough to

resolve individual atoms.

Localised defects constitute the majority of defects in our mechanically exfoliated

samples. Based on the observations by Barja et al. [9] and theoretical works outlined

in Section 3.2.4 the most likely attribution seems to be oxygen substitutions. They

also indicate that the augmenting site-specific defects are likely to be caused by

the oxygen substitution lying in the bottom chalcogen layer, whilst those on the

top layer are depleting, which corresponds to the majority of the defects observed

in this work. As our samples have been exposed to air there is very little chance

of any vacancies not being converted into oxygen substitutions. Our samples are

stored in a vacuum environment, but many of the measurements, such as the cAFM

measurements, were taken in ambient conditions.

We also observe diffuse defects which extend over a wider area in MoS2. They are

frequently attributed to Transition Metal Substitutions in studies using cAFM [24,

104]. As shown in Figure 5.4 both augmenting and depleting diffuse defects have

been observed on MoS2, though considering the broad array of transition metals
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that could be substituted into MoS2, this is not surprising.

5.4 WSe2 and WS2

Diffuse defects occur most frequently onWSe2 and an example is shown in Figure 5.5.

We rule out charged defects because a characteristic feature of these defects is their

band bending as described in Section 3.2.4. Figure 5.5b shows a diffuse depleting

defect in WSe2 imaged at a bias voltage of −1 V and the same defect is observed

in Figure 5.5c, imaged with a bias of 1 V. If this was a charged defect, Figure 5.5c

would be augmenting, but it is in fact depleting, ruling out this assignment. The

diffuse defect has a width of approximately 5 nm, which is similar to that of the

diffuse defects on MoS2.

The smaller defects in Figure 5.5c seem to be localised defects. Their sudden

appearance does not seem to be caused by the change in bias, but rather an increase

in resolution after a tip change, evidenced by other images taken at 1 V bias which

do not reveal these defects. Some vague sign of the defects could be argued in Figure

5.5b in fact. The localised defects appear to be both augmenting and depleting, but

they are not properly resolved.

Localised defects are also much more prevalent than diffuse defects in WSe2.

Figure 5.5a shows localised depleting defects on WSe2 which look similar to those

on MoS2. The ratio of augmenting and depleting localised defects favours depleting

defects on MoS2, but on WSe2 this seems to be more acute. This could be caused

by faster degradation of the TMD in atmospheric conditions, leading to the upper

face of the TMD being favoured.

It is expected that WSe2 and MoS2 should have similar vacancy formation

energies, but that WSe2 is more susceptible to oxygen adsorbing onto the surface

based on the literature discussed in Section 3.2.4. This could be responsible for the

increase in defects on WSe2, especially the number of depleting defects as, näıvely,

it seems that the top layer of chalcogens would be more exposed.

91



Chapter 5. Results: formative defect density in transition metal dichalcogenides

pA

-50

-54

-58

-62g)

2 nm

pA

-580

-600

-620

-640

-660
h)

2 nm

pA

16

24

20

f)

2 nm

pA

30

34

38

42e)

2 nm

b)

5 nm

nA

-5.0

-9.0

-13.0

5 nm

a)
nA

5.50

7.50

6.50

15 200 5 10
Position (nm)

0.0

4.0

8.0

12.0
d) Profile 1c)

5nm

1

nA

10.0

9.0

8.0

7.0

6.0

Figure 5.5: Current channel cAFM images of WSe2 (a-d) and WS2 (e-h). An

image taken with a 0.5 V bias voltage shows that the localised defects WSe2 are

predominantly depleting and very frequent (a). A diffuse defect on WSe2 is imaged

at −1 V (b) and 1V (c), showing that it is consistently depleting. The profile in (c)

is shown in (d), showing that the influence of the defect extends over a diameter

of ∼ 5 nm. Examples of both augmenting and depleting localised defects on WS2

can be made out through the Moiré pattern at 0.5 V bias. Further images show

the Moiré pattern at 0.5 V (f) and −1 V (g)bias, showing the broad range of bias

voltages that are affected. The Moiré pattern can obscure the nature of defects,

preventing reliable information (h).
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Figure 5.6: 30 nm by 30 nm current channel images of MoS2 (a), WSe2 (c) and WS2

(d) taken at a bias voltage of 0.5 V. A close up of the MoS2 image (b) is provided

to highlight the features. The density of defects is significantly higher in the WSe2

image and the WS2 contains much fewer defects and a strong Moiré pattern.
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Chapter 5. Results: formative defect density in transition metal dichalcogenides

Such an argument also makes a prediction for WS2: that it will have fewer

chalcogen vacancies and this seems to be supported by our data. Figure 5.5e-h show

images taken on WS2. They are all dominated by Moiré patterns that obscure the

defects. We can observe both augmenting and depleting localised defects on WS2,

but it is difficult to gather any more information about them. The strength of a

Moiré pattern can be very bias-dependent on other TMD samples, but here we show

that at 0.5 V (Figure 5.5f) and 1 V (Figure 5.5g) the Moiré pattern was dominant

and this is representative of the work on WS2; the data was obscured between −1

and 1 V.

By considering images taken across the three crystals we can calculate the density

of the localised defects. One cannot create a statistically significant sample of the

defect density from SPM images in a reasonable amount of time, so here the number

of defects in the 30 nm by 30 nm images in Figure 5.6 are counted in order to give an

impression more than a reliable figure. The density of localised defects are 1.4×1013,

1.6×1012 and 6.7×1011 defects per cm2 for WSe2, MoS2 and WS2 respectively. One

can see that there is a clear order of magnitude difference between WSe2 and MoS2

and at least twice as many defects in MoS2 than in WS2, in agreement with the

theoretical works discussed earlier.

5.5 Variation in imaging

In the images displayed above we have presented the results based on the features

which seem most consistent. The depleting localised defects in MoS2 and WSe2

displayed in Figures 5.2, 5.3, 5.5 and 5.6 show a great deal of similarities from four

measurement sessions and across two materials. They also bear a great resemblance

to images shown in Chapter 6. However, the images are not completely consistent.

In some images a sort of ‘needle-like’ resolution has been observed on WSe2

and MoS2 samples which makes it difficult to interpret the images. The signal on

each site is incredibly sensitive and it is difficult to distinguish between defects and
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Figure 5.7: As observed in Figures 5.5 and 5.6, two images of the depleting localised

defects in two WSe2 samples (a-b) look similar and are comparable to images taken

on MoS2. In some images, the signal from each atom is very strong and sensitive

to variation leading to difficult to interpret images (c) and ‘needle-like’ profiles (d).

Moiré patterns can feature heavily (e) and in some cases, either the atoms are

depleting or the augmentation in current is observed between the atoms in bridges

as well. In other images, (f) the signal from defects lies between the augmenting

signal which one would normally attribute to the atoms. Diffuse defects can be

observed as both augmenting and depleting, but there is often less variation in their

appearance (g-h). These images are taken on WSe2 at bias voltages 0.5 V (a-e, h),

−0.8 V (f), 1 V (g).
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Chapter 5. Results: formative defect density in transition metal dichalcogenides

noise. An example of WSe2 is shown in Figure 5.7c-d where the profile shows the

needle-like spikes that are observed in the current channel. Other observations,

shown in Figure 5.7, include a lattice of depleting sites, which could indicate that

the contrast is inverted or that the area in between the atoms is producing a similar

current. Defects are also seen in between the augmenting regions which would

typically be assigned to atoms. This could be assigned as an observation of defects

in the transition metals but, given the number of defects in the image and the fact

that this has occurred once, it is much more likely that this is a tip artefact.

Diffuse defects tend to be more consistent. They have been observed as both

augmenting and depleting, but in Figure 5.7 one can see both augmenting and

depleting defects in the same scan. This difference was consistent across a range of

bias voltages in multiple images, so it is unlikely that this is a result of a tip artefact.

In addition to this variation in seeing features which we commonly observe, we

also encounter defects with more unusual behaviours. Some defects show behaviour

that is bias-dependent. These changes can be reversible, or irreversible such as the

unusually clear images of localised defects on WS2 shown in Figure 5.8a-d. In these

images, some defects appear when the bias voltage travels below a threshold and

then the defects begin to behave like localised depleting defects after being imaged

at −1.1 V. This could be due to a tip change induced by the high bias voltage.

In Figure 5.8e-f a diffuse depleting defect seems to be overlaid by the Moiré

pattern that dominates the contrast in the image when the bias is reduced from

−0.2 V to −0.6 V.

Due to the low resolution the augmenting defect with a depleting halo shown in

Figure 5.8g may simply be a diffuse depleting defect very close to a more localised

augmenting defect. Other defects observed in this measurement were augmenting

defects with a relatively small radius, as is common when atomic resolution is

not achieved. Similarly, Figure 5.8h may be another cluster of defects. The well

resolved, smaller features of the Moiré pattern confuses this further though without

any defects in this region this could be an instance of ‘lattice resolution’ discussed
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Figure 5.8: A localised bias dependent defect on WS2 is invisible at −0.4 V bias

(a) and above, but appears as an augmenting defect at −0.6 V and then increases

in intensity at −0.8 V (c). At −1.1 V (d) the defect becomes depleting and then

behaves as a localised depleting defect. A diffuse defect on WS2 seems to shrink as

the bias reduces from −0.2 V (e) to −0.6 V (f), perhaps due to the strong moiré

pattern. A defect with a depleting halo around an augmenting core was observed

on MoS2 at 0.5 V bias (g) and a mix of augmentation and depletion is imaged on

WS2 at −1 V (h) despite finer features observed in the lattice/Moiré pattern.
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in Section 2.5.

5.6 Conclusions

This work demonstrates that cAFM can be used to survey the defects in TMDs

with atomic resolution, allowing for the density of particular defect types to be

considered rather than simply counting the density of defects in general. This is an

important step towards the realisation of TMDs as impactful materials. However

an identifying tag, such as those discussed at the beginning of the chapter, would be

unusable if it had to be read via SPM. In order to realise an identifying tag based

on the defects in a sample it would likely be measured using the optical properties

of TMDs and the density of defects which are common will vary on length scales

beneath the resolution of optical techniques.

In order to create a successful tag one would need to engineer a sample with

defects that significantly impact the optical signal and vary on length scales longer

than those we observe here. Single photon emitters are good candidates because

one defect that acts as a single photon emitter stands out against the rest of the

emission from the sample. To create engineered devices we must understand how

defects can be modified and created in TMDs.
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Chapter 6

Results: creation of defects in

transition metal dichalcogenide

monolayers

The use of conductive atomic force microscopy (cAFM) to study defects in transition

metal dichalcogenide (TMD) monolayers with atomic resolution was demonstrated

in Chapter 5. Here we expand on that work by creating new defects via annealing

and exposure to N2 plasma. In order to understand how defects can be used to

create unique tags accessible by optical methods I will now detail the progress made

towards identifying correlations between the defects observed with cAFM and the

optical response in photoluminescence (PL) measurements.

6.1 Studying defect formation due to annealing

In Figure 6.1a one can see the effect of the substrate on the PL signal. The highly

oriented pyrolytic graphite (HOPG) substrate leads to a slight reduction in the

signal and a slight blue shift, but improving the contact with the ‘Nano-squeegie’

technique detailed in Section 4.3.5 leads to a further reduction of over two orders of

magnitude and a more significant redshift. Because the substrate is conductive the
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Figure 6.1: Changes to the intensity of the photoluminescence signal of WS2

measured over 20 s due to the substrate can be clearly seen (a) during fabrication.

Here ‘Flattened’ refers to after the use of the ‘nano-squeegie’ technique on HOPG.

Annealing the sample at up to 450 degrees led to a further reduction in intensity

(b). Spectra were taken before and after using 100 times more incident power in

order to increase the signal. Despite this the Raman signal increased (c).

carriers may decay inside the HOPG rather than the TMD, leading to the loss of

carriers without the emission of a photon; non-radiative recombination. The changes

in the peak wavelength of the PL emission could be due to changes in strain or due

to changes in the population of excitons. A good connection to a metallic substrate

should neutralise the TMD because it is connected to a much larger reservoir of

charge.

In order to not overcomplicate the experiment, the first attempt to introduce

defects into TMDs was carried out by annealing samples in a UHV environment.

With the assistance of my colleague, Alessio Quadrelli, a sample of WS2 on HOPG

was loaded into X-ray Photoelectron Spectroscopy (XPS) apparatus. The chamber

was pumped out and by measuring the energy of electrons ejected from the sample

when X-rays are incident information about the elemental composition and bonding

can be inferred. If the thermal energy is great enough one would expect defects to

begin forming due to the introduction of additional thermal energy with a preference

for defects with the lowest formation energy.

The temperature of the chamber was increased from room temperature to 450

K whilst carrying out XPS measurements on a bulk WS2 flake. During this process,
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6.1. Studying defect formation due to annealing

a clear shift in the energy of the peaks representing the Sulfur (S) 2p and Tungsten

(W) 4f orbitals was seen towards lower binding energies relative to the C 1s peak as

shown in Figure 6.2.

The intensity of the C 1s peak decreases, whilst the small bump at ∼ 290 eV

remains the same size. This small bump represents aromaticity, indicating that

little change has occurred to the HOPG substrate, but the decrease in the main

peak indicates a decrease in some other carbon. Strangely the peaks relating to the

TMD both increase in intensity, possible mechanisms will be discussed later.

cAFM measurements following the XPS measurements reveal that a layer of

contaminants now covers the surface 6.2. It is possible that these contaminants were

due to the tapes and PDMS used in the transfer and were then distributed evenly

across the sample during annealing, reducing the size of the C 1s peak. Desorption

of polymer material from the surface could have also contributed to the reduction,

as it would reduce just the amount of carbon on the surface that does not have an

aromatic component. The increase in the TMD peaks can similarly be explained by

the removal of a capping layer of contamination via either of the processes described.

The cAFM tip initially engaged on a different bulk flake. By measuring at high

bias voltages a signal could be detected and defects were observed, though the tip was

brushing aside contaminants, which led to unstable measurements. The defects were

mostly diffuse and depleting; they were notably different from smaller augmenting

defects which could also be resolved. Many of the diffuse depleting defects appear

to be surrounded by a small augmenting halo.

Returning to the optical spectroscopy results in Figure 6.1 we can see that

annealing led to a further reduction in the signal. Of course it is possible for these

signals to vary substatially due to focus and other factors, but a change of an order

of magnitude is too great a factor to be accounted for in this way. The reduction

in intensity would align with the idea that defects had been created as they can

increase non-radiative recombination. The slight increase in the intensity of the

Raman peaks is peculiar because the peak due to HOPG (not pictured) remains
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Figure 6.2: As WS2 is annealed in a UHV environment XPS measurements were

made. The S 2p (b) and W 4f (c) peaks in the XPS signal shift to lower energies

relative to the C 1s peak (a). Topographic data collected during conductive atomic

force microscopy showed that a layer of contamination covered the sample (d). At a

bias voltage of −1 V the current channel showed lots of defects with a large radius

of influence (e), confirmed by the presence of smaller features that were resolved by

the tip (f)
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approximately the same height. Knowing that there were polymers on the TMD

flake, the annealing could have further spread out the contaminants, but it is difficult

to determine if this is the case. Clearly, minimising contaminants would minimise

uncertainty on many aspects of the results.

6.2 Minimising Contamination

Following the discovery of contamination, the efforts of the experiment were directed

towards ensuring the mechanically exfoliated samples were as clean as possible.

Highly oriented graphite (HOPG) substrates were cleaved following transfer in order

to remove the HOPG coated with conductive silver paint that held them in place

and had previously acted as a conductive link to the sample plate. Samples were

now held in place by crushing the opposite end of the substrate into the sample

plate with a metallic strip fastened by screws. The substrate was removed from the

sample plate when they were placed in vacuum environments in order to minimize

the presence of contaminants from the sample plate.

Because samples had come out of the cryostat with a layer of contamination,

which could be observed in AFM images such as Figure 6.3, the procedure for

cryostat use was refined to ensure that the chamber was properly evacuated before

cooling and a cold shield was reinstated above the sample to further protect it.

Further experiments into the introduction of defects were carried out by exposing

TMD monolayers to a N2 plasma. A plasma contains ionized material that instigates

chemical reactions in the surface. By exposing the surface for a very small amount of

time it is hoped that defects will form, but the samples will not be changed beyond

recognition as a WSe2 flake. The effect of this change on the cleanliness of the

samples is unknown as plasma cleaners are frequently used to clean substrates, but

at the short exposure times used here, the exact effect is more uncertain. Further

to this, it is possible that the plasma could facilitate chemical reactions between the

polymer and the TMD. However, as the sample has been exposed to the ambient
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Figure 6.3: Off-resonance AFM images of contamination on an HOPG substrate

with a WS2 monolayer. In a larger image (a), the ridge of material created by the

‘nano-squeegie’ technique is clearly visible as the white stripe in the top left, but

the surface and WS2 flake are now covered in contamination. In a smaller image (b)

the rough, clumped nature of the contamination can be observed in greater detail.

environment the total exclusion of contaminants without a more aggressive approach

is infeasible.

6.3 MoS2 on HOPG and hBN

The PL signal of TMDs on HOPG was measured to be significantly lower than

measurements with identical parameters on PDMS. This effect is likely due to the

loss of carriers to the conductive substrate. Carriers may lose energy by moving

into the band structure of the HOPG layer where there is no band gap to prevent

the loss of energy by non-radiative means. Figure 6.4b shows the effect of various

substrates on the photoluminescence of MoS2.

The conductive substrate was a necessity for cAFM measurements, but if the

same flake could be draped such that it also lay on an insulator then a higher PL

signal could be measured. This is important because the signal of TMDs reduced

during exposure to plasma as defects will create alternative non-radiative decay

paths and generally disrupt the idealised lattice. Combined with a conductive
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6.3. MoS2 on HOPG and hBN

substrate the signal from plasma irradiated MoS2 on HOPG was very small, leading

to great uncertainty in the measurement and the possibility that smaller peaks would

be indiscernible from noise.

Hexagonal boron nitride (hBN) is another Van der Waals layered material, but

it possesses insulating properties. It is commonly used to isolate two dimensional

samples from the environment around them [154]. By fabricating a relatively thin

hBN sample through mechanical exfoliation I was able to build a Van der Waals

heterostructure by simply transferring the MoS2 flake on top of the hBN flake,

shown in Figure 6.4a.

In cryogenic PL measurements shown in Figure 6.4 there are three distinct peaks,

though they are broad and likely contain contributions from multiple states at such

low temperatures. The peak above 1.9 eV increases linearly as a function of the

incident power, whereas the peaks at lower energies are observed to have a much

weaker power dependence. The population of excitons bound to defects should

saturate at a lower intensity because the number of defects which excitons can bind

to is much smaller than the number of carriers in the sample. In order to form an

exciton an electron must interact with a hole, and both are plentiful, but to form

a defect-bound exciton an existing exciton must then find a defect which is not

already bound to an exciton. As a result, the probability of defect-bound excitons

forming drops at relatively low powers as the probability of the exciton finding an

unbound defect during its lifetime becomes vanishingly small. Such restrictions do

not apply to unbound excitons if there are significant populations of both carriers,

so on this basis, it is likely that the peaks at lower energies are created by defect-

bound excitons and the peak above 1.9 eV, the reported bandgap of monolayer

MoS2, is likely due to unbound excitons. This assignment seems reasonable because

one would expect defect-bound excitons to have a higher binding energy; resulting

in the emission of photons with less energy.

A section of the MoS2 protruded over the edge, onto the HOPG substrate

enabling the collection of cAFM data, but due to the low PL signal, measurements
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Figure 6.4: An optical microscope image shows an MoS2 flake lying over a multi-

layer hBN flake on HOPG (a). Photoluminescence spectra were collected over 20 s

from this sample in a variety of environments at room temperature as the sample

was fabricated (b). Further spectra were taken on the MoS2 on hBN at 8 K (c)

where three broad peaks can be seen. By fitting the peaks to Gaussians it becomes

clear that the peaks at lower energies do not grow at the same rate as the higher

energy peak when the power is increased. (d).
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were not taken. WSe2 was selected as the material for future samples. The W

containing TMDs have significantly higher PL signals than MoS2, as discussed in

Section 3.2. The problems with Moiré patterns observed on WS2 led us to select

WSe2 in particular.

6.4 WSe2 on HOPG and hBN

Tests were carried out on three WSe2 samples on an HOPG substrate. The samples

were exposed to 10, 30 and 60 seconds of nitrogen plasma and room temperature PL

spectra were taken before and after. This provides preliminary information about

the rate at which the samples are damaged.

The faint lines in Figure 6.5b represent the three samples prior to plasma

exposure. They show relatively similar signals, but the PL signal of samples falls

during exposure, leading to a total disappearance of the signal in the case of the

sample exposed for 60 s. Peculiarly, the sample exposed for 10 s seems to have

suffered a greater change in signal than the sample exposed for 30 s. This may

be due to difficulties in keeping the conditions in the plasma reactor consistent, but

repeat measurements would be needed to eliminate human error such as mislabelling

samples.

Off-resonance atomic force microscopy topographic images show a significant

amount of distortion characteristic of loose material on the surface. Repetitive

imaging of the same region quickly cleared the region of this material to reveal that

the monolayer flake had disappeared. This section of the crystal seems to have

completely disintegrated.

To simplify fabrication, three WSe2 flakes were used in the creation of the next

sample. One was placed on HOPG and the other two were placed on hBN so that

there was no need to drape a flake off the hBN.

Measurements with cAFM were taken before and after exposure with N2 plasma

and they are shown in Figure 6.6. Before plasma exposure localised depleting defects
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Figure 6.5: In PL spectra using a measurement time of 20 s (a) the reduction in

signal due to plasma exposure can be seen for three samples on HOPG. The faint

lines show the signal before exposure and the solid lines show the same samples after

10 s (black), 30 s (red) and 60 s (blue) of plasma exposure. An optical microscope

image of the WSe2 flake which was the source of the black spectra in panel (a) before

plasma exposure (b). The region in the red box was imaged with off-resonance AFM

after 60 of plasma exposure, showing excessive amounts of material present on the

surface (c) and after multiple scans the material clears to reveal the absence of the

flake (d). After moving the imaging region to find a thin section of WSe2 one can

see that it is now textured and rough (e).
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Figure 6.6: Current channel images taken at a bias voltage of 1 V before (a) and

after (b) 10s of exposure to N2 plasma. Before plasma exposure, many depleting

defects are seen, as is common on WSe2, but afterwards, the number of defects

increases and a different type of defect is present. A close-up image of a depleting

defect is shown in (c), which can be compared to the new ‘faint’ defects such as the

close-up in (d). Profiles taken across the defects (e and f respectively) show that

there is a signal at the faint sites, but it is very weak, whereas the depleting defects

show no signal at the defect site. In addition, both these defects can now be seen

in pairs (g and h respectively), a behaviour not seen elsewhere.
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Figure 6.7: Cryogenic PL measurements from two additional WSe2 flakes placed

on hBN ((a) and (b)) from the same sample as the cAFM measurements in Figure

6.6. The high energy peak moves to lower energies, but it increases in one sample

and decreases in the other. The other, lower energy peak, decreases in intensity for

both flakes.

were observed as expected. However, after exposure to 10s of N2 plasma fainter

defects were observed in addition to the formative defects. Profiles taken across the

defects confirm a small signal on the sites of these defects, relative to the apparent

absence of the standard localised defects in the scan. If we are to assign the formative

localised depleting defects to be oxygen substitutions, we can perhaps make an even

more tentative assignment that the ‘faint’ defects represent nitrogen substitutions

because this is the element in the plasma. As discussed, it is difficult to determine

that some form of contaminant is not responsible for these defects instead of the

plasma. To be sure of the composition the sample would need to be studied with an

XPS to see if there was a significant increase in the nitrogen signal from the sample

after exposure.

Interestingly, in addition to the presence of the new faint defects both faint

and standard localised depleting defects are now observed in pairs, where two

neighbouring sites are defective. This has not been observed in any other sample.

Cryogenic PL measurements, shown in Figure 6.7, do not resolve peaks thin

enough to represent a single state in this sample, instead, the peak between 1.6 and

1.7 eV represents a combination of exciton states at similar energies. Again, less
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6.5. WSe2 on Si

intense peaks that are possibly caused by defect-bound excitons are present at lower

energies. There is a significant movement in the position of the peak towards lower

energies after the same 10s of plasma exposure, indicating a reduction in the band

gap.

Interestingly, the peak previously assigned as defect-bound excitons is reduced

in the spectrum taken after plasma exposure. This could be because this is not the

cause of the peaks, or because damage to the sample, in general, has reduced the

intensity of all PL emission due to a loss of coherence. For instance the introduction

of deep trap states would lead to non-radiative recombination. However, though

there is a significant reduction in the intensity of the higher energy peak in one of

the spectra there is an increase in the height of this peak in the other sample.

The disagreement between the two flakes was concerning. Both flakes had

undergone the same process, so the different outcome implies that a factor is not

being properly accounted for. The hBN substrates were a significant source of

concern. The presence of bubbles in the flakes could be observed and the PL signals

for one of the flakes was observed at a spot where the contact was better. There

was a significantly lower signal in regions of worse contact and the hBN layer was

providing unnecessary variation in the flakes that was difficult to account for with

confidence.

In another sample of WSe2 on hBN on HOPG shown in Figure 6.8 changes

in the bubbles between the hBN and the substrate can be seen as the plasma

exposure progressed. The results of room temperature optical spectroscopy studies

such as this (Figure 6.8f-g) show a significant reduction in the signal from flakes,

but this is simply consistent with the damage the flakes are sustaining. Cryogenic

measurements are likely to be necessary in order to extract more information.
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Figure 6.8: Optical microscope images of a sample taken to record the position of

the laser during optical spectroscopy measurements after (a) 0s, (b) 10s, (c) 20s, (d)

30s and (e) 40s of plasma exposure. The thick hBN between the WSe2 sample and

the HOPG substrate can be clearly seen, but the sample itself is difficult to observe,

save for a small section projecting off the hBN and onto the substrate (red circle).

The Raman spectra, taken using a measurement time of 60 s (f) show a significant

decrease in the intensity of the peaks of WSe2, but little change in peak position as

the exposure progressed. There was relatively little change in the HOPG and hBN

related peaks. The PL spectra, taken over 20 s, show a similar loss of signal, but

little else can be made out from such broad peaks.
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Figure 6.9: Room temperature PL (RT) using the Isolab PL equipment before

and after 20s of plasma exposure (a). All peaks in this figure are normalised to

the height of the room temperature peak before exposure. A broad peak Xb′ was

observed at low energies in cryogenic measurements (LT) but then decreased both

in intensity and as a proportion of the signal after exposure (b). At higher energies

three sharp peaks X1, X2, X3 were observed protruding from a broader peak Xb in

the spectrum from before exposure (c). After exposure the sharp protrusions appear

at lower energies, but the signal at the initial positions is still observed. Taking X1

to be the free exciton, we can plot the same data as a function of the additional

binding energy relative to that peak (d). Fitting the peaks allows the exponent of

the power dependence to be calculated from the gradient of the ‘log-log’ plot (e). A

similar spectrum is acquired from a section of the flake that was torn away during

transfer, but the features are not so well defined (f). All spectra were collected at

an incident power of ∼ 60 µW, with the obvious exception of (e).
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6.5 WSe2 on Si

In order to acquire PL spectra from WSe2 before and after plasma exposure with

a greater degree of confidence the next sample was fabricated on a SiO2 substrate.

The substrate was cleaned prior to exfoliation by sonication in acetone and then in

isopropyl alcohol and excess solvent was removed from the samples with compressed

nitrogen gas. During transfer onto the Si substrate, the sample ripped and the

other part of the sample was also transferred to ensure that a usable sample was

present. A PL signal could be acquired from both samples so they were both studied

throughout the course of the experiment.

The sample was then exposed to nitrogen plasma for 10s twice whilst the signal

was monitored before and after each exposure with room temperature PL and

Raman measurements. The reduction in the signal due to the damage from the

plasma proved concerning after two exposures as the signal needed to be significant

enough that reliable data could be acquired. The cryogenic PL system was also used

to collect spectra displayed in Figure 6.9 before and after plasma exposure at room

temperature and a cryogenic temperatures (∼ 9 K).

In the room temperature measurements the intensity dropped by over 2 orders

of magnitude after 20s of exposure. Before exposure, there were clear peaks in the

cryogenic PL spectrum, labelled X1, X2 and X3 here, which seemed to project out of

a broader peak. The broad peak seems comparable with the defect peak Xb assigned

to sulfur related defects by Wu et al. [80, 120]. However, in their work this peak is

distinct from the free exciton peak, alongside other observations [69].

If we take the highest energy peak X1 to be the free exciton peak we can plot the

same data in terms of the additional binding energy relative to X1. If the carriers

involved in the formation of excitons begin closer together in energy due to carriers

occupying defect states, we will observe defects which are bound deeper into the

band gap. Oxygen substitutions for chalcogens have been shown to create local

states just above the valence band. Xb is observed between 0 and 0.2 eV below X1,

which could correspond to the involvement of holes occupying these defect states.
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6.5. WSe2 on Si

Initially, the two flakes resolved thin peaks shown in Figure 6.9. Both room

temperature and cryogenic PL measurements show a shift in the average emission

energy towards a lower value, but emission up to 1.75 eV can be seen after plasma

exposure, indicating that this is not simply a shift in the energy of the peaks.

Nonetheless, the peak emission wavelength has dropped by ∼ 0.5 eV.

Wu et al. also observed a ‘deeper’ defect peak Xb′ at photon energies of 1.35 eV

which is attributed to tungsten vacancies, defect clusters or antisites. This bares

some resemblance to the peak we observe at ∼ 1.4 eV. As this peak lies between

0.2 and 0.5 eV below X1 it is possible that this is caused by defects further into the

band gap, but it is not clear what they would be if this were the case. To collect

chemical information about the cause of these changes one would need to carry out

additional measurements with equipment such as an XPS.

Exposure to nitrogen plasma reduced the signal in cryogenic measurements as

well. It also led to a reduction in the intensity of the PL signal at higher energies

such as X1 with the highest signal now measured over 0.1 eV below X1. A signal is

still collected at these higher peak positions and there is a noticeable impact of these

peaks on the gradient of the spectrum. This suggested that we are not observing

a shift in the energy of the exciton states, but a preference for lower energy states.

As this preference is to be expected, the change is likely caused by the introduction

of new in-gap defect-related states.

Again, there are sharp peaks projecting out of Xb, but they are at lower energies

consistent with the overall shift. Interestingly Xb′ sees a reduction in intensity as

a proportion of the total signal as well as in absolute terms. This seems to say

that less excitons are bound this deep in the band gap. It is possible that the N2

plasma has removed these states by changing the population of defects. We have

observed the introduction of faint defects and the creation of paired defects during

exposure to N2 on HOPG, which would lead to more defect states and even possibly

a change in the energy of the defect states, but oxygen substitutions do not have

deeper states that could be removed when converted to a nitrogen substitution if
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X1 1.18
X2 1.12
X3 0.64
Xb 0.41
Xb′ 0.61

Table 6.1: The gradient of each line in Figure 6.9e indicating the power dependence

of each peak.

this was the source of change in the cAFM images.

In order to consider the nature of the peaks I studied their power dependence.

The three clear peaks in the cryogenic PL spectrum before plasma exposure were

fitted to lorentzian functions along with Xb and Xb′ . Figure 6.9e shows the natural

logarithm of the height of these peaks plotted against the natural logarithm of the

power and linear fits for each peak. If the dependence was perfectly linear, the

gradient would equal 1 or 2 for a purely quadratic function; reflecting the exponent

of the dominant power. The gradients are shown in Table 6.1, indicating that

the first two peaks have an approximately linear dependence. This would suit the

common attribution that the highest energy peak (X1) is the free exciton and the

second highest (X2) trion peak [120, 121, 114]. These peaks are not limited by the

number of defects in the sample and they are not bi-excitons which require exciton-

exciton interactions and thus have a quadratic relationship on the power. X3, Xb and

Xb′ have much lower gradients closer to 0.5, indicating some form of saturation is

occurring. This would be in line with the excitons which cause these peaks binding

to defects. There are a limited number of defects and thus it becomes more difficult

to form excitons at this energy as their number increases.

The high resolution observed in the peaks of the first sample was not seen at

the site of the second flake, as can be seen in Figure 6.9. However, the same overall

reduction in the energy of the PL emission can be seen here. After measuring at the

second flake I returned to the original flake and found that I was not able to recreate

the high resolution. The presence of the sharply defined peaks was consistent across
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a long time and during calibration they were observed in this manner at multiple

locations. This seems to indicate a change that occurred during the experiment. For

this reason I recalibrated the PL system, but I only saw a minimal improvement in

the resolution.

6.6 Conclusion

In this study the ability to observe changes in the defect population due to

plasma exposure with cAFM has been demonstrated alongside the impact of plasma

exposure on the PL spectrum. This is a solid foundation for further work to tie

these strands together. More cAFM images are necessary in order to increase the

reliability of these results and more photoluminescence spectra.

In particular, cAFM images after longer exposure times would illuminate the

changes that occur as the density of defects in a sample becomes very high. There

must become a point where the sample is very far from WSe2 and begins to act in

a different manner; assuming that the sample remains intact.

Further observations using different plasmas to see if different defects can be

created would help us identify what causes the PL features. Argon plasma, followed

by flushing the chamber with a gas of choice may enable the implantation of different

elemental species or simply result in physisorbed molecules as has been observed with

Nitrogen on MoS2 following annealing [69].

The work carried out here shows that there are observable features to study with

this method that could be used to carry out the further studies discussed above.

Although decisive conclusions are beyond the scope of the data collected thus far,

the data collected so far indicates that there could be much to be discovered in

further study.
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Chapter 7

Results: simulation of constant

force atomic force microscopy

Experimental images with sub-molecular resolution were collected by my colleague

Leonardo Forcieri in ambient conditions using PeakForce tapping mode atomic

force microscopy (AFM). This technique is an off-resonance technique (described

in Section 2.4.3), so this image is created with force feedback: an example of a

constant force image. Figure 7.1 shows the features of Zn tetra-phenyl porphyrin

(ZnTPP) observed when it formed a molecular network on the Au (111) surface.

From these images, it is not immediately clear which sections of the molecules are

contributing to the lobe-like shapes. If the images were taken using a constant height

technique the Probe Particle Model (PPM) would be an ideal tool for attempting

to understand the origin of these features, but there is no easily accessible method

of determining the origin of features for a constant force technique. As a result, the

simulation described in Section 4.1.2 was developed to attempt to understand the

images.

The simulation of constant force images has applications both in and outside

the vacuum environment. In the ambient environment, the use of constant force

AFM simulations can be used to determine what was imaged with existing constant

force techniques. However, simulating constant force AFM images offers us the
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Figure 7.1: ZnTPP imaged by Leonardo Forcieri using PeakForce tapping mode, an

off-resonance technique that uses force feedback. ZnTPP forms islands on Au(111)

at sub-monolayer coverages (a) inside which, the repeating ZnTPP molecules can

be resolved (b). It is not clear from this image alone which parts of the molecules

contribute to the image. The sub-molecular resolution image has been drift corrected

so that the network lattice vectors are the same length and approximately 90

degrees apart. This is based on the literature in Chapter 3.4, of course, the correct

dimensions of the lattice are not known.

opportunity to consider idealised images which represent an upper bound for

measurement in a UHV environment. As discussed in Section 2.4.3, constant force

images offer the ability to image parts of non-planar molecules which are closer to

the substrate and thus hidden as constant height AFM cannot move close enough

to measure a signal from them.

7.1 Simulation of individual molecules

To my knowledge, there are no examples of the experimental usage of constant force

techniques in the UHV environment. However, as is discussed in Section 3.4, it is

common to use a constant frequency as a feedback parameter, which is related to

force. By measuring the frequency shift of a cantilever in a 3D grid representing

a region of space the iso-surface of 0 frequency shift can be found. This is a force
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Figure 7.2: A cartoon (a) showing that if the force iso-surface is derived from

drawing a sphere around each atom, images using small positive forces are unable

to observe the lower atom. Also shown are simulated constant force AFM images

of dibenzo [a,h]thianthrene (DBTH) using force set-points of 0 pN (b), 50 pN (c),

100 pN (d) and 250 pN (e). As the force set-point is increased, the more space is

observed between the two sections of the molecule and the more the variations in

the surface due to the ring structure of the molecule stand out.

iso-surface that can reliably be attributed to a particular force: when dF
dz

= 0 at the

most negative part of the Lennard-Jones potential [33, 132, 134]. The majority of

the data recorded via such a technique is discarded, leading to long measurement

times that necessitate atom tracking and incredibly stable conditions. Such data

is incredibly difficult and time-consuming to record and, due to the unreliability of

converting non-zero frequency shifts into forces it is uncommon for any other iso-

surface to be measured. Measuring force iso-surfaces closer to the subject increases

the risk of damage to the tip or subject, but reveals more information. Figure 7.2

shows that the greater the force (positive) experienced by the tip, the more details

can be resolved. If we consider an individual atom, a force iso-surface should create

a sphere around the atom due to the radial symmetry of the Van der Waals force.

The measured surface would not be a sphere because we only measure the force in

the z direction, but this serves as a good way to demonstrate the advantages of using
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a larger positive force. If we consider the force iso-surface of a molecule to consist of

the highest points on the surface of one of the spheres at any x-y co-ordinate, then

it is clear that using larger spheres will cover features that would be observable with

smaller spheres and perhaps create new artefacts where two spheres meet. In reality,

the force from the atoms is convoluted and we only measure the z component of the

force, as discussed, but it still holds true that higher resolution can be achieved by

using higher forces. Simulations of dibenzo[a,h]thianthrene (DBTH), imaged with

different force set-points, are shown in Figure 7.2 clearly showing that as the force is

increased, the gap between the two sections becomes clearer. In addition the rings

in the sides of the molecule are clearer at higher force set-points.

It is clear then, that a technique that can measure positive forces with a high

enough accuracy and measure in a single scan would be very beneficial to the

measurement of force iso-surfaces. As discussed in Section 2.4.3, there are significant

challenges to overcome in order to realise such measurements experimentally, but

here we outline the additional information about molecules that could be gained.

Because constant height AFM plots the abstract value of frequency shift rather

than z the angle between a section of a molecule and the surface cannot be measured

reliably using NC-AFM. As mentioned above, measurements of frequency shift in

a 3D spatial grid have been measured, allowing a zero frequency shift iso-surface

to be extracted. This surface follows the geometry of the underlying molecule and

the angle of absorption of ketone on Cu (111) has been measured in this way [134].

Here I will demonstrate how an idealised experimental implementation of constant

force AFM would perform measuring the angle of phenyl rings in 2H-tetraphenyl-

porphyrin (2H-TPP) as a form of upper bound.

7.1.1 Benzene and pyrrole

As 2H-TPP is a complex molecule, we begin our investigation by studying two

smaller molecules, benzene and pyrrole, that could be considered to form a part

of 2H-TPP. A comparison of the form of 2H-TPP and these molecules was made

121



Chapter 7. Results: simulation of constant force atomic force microscopy

pN

550

450

350

250

150

500 pm

a)
pm

288

286

284

282

280

b)

500 pm

pN

450

350

250

150

c)

500 pm

pm

285

283

281

279

277

d)

500 pm

Figure 7.3: In simulated images of benzene at a constant height of 2.6 Å (a) a

clear hexagonal shape can be made out with sharp edges. Using the constant force

approach at a setpoint of 250 pN (b) the sharp edges are lost, but the ring is still

observed at the very top of the data scale. Pyrrole has a smaller five-sided loop,

leading to the sides being less distinct in both the images taken at a constant height

of 2.6 Å (c) and a constant force of 250 pN (d).

in Section 3.3.1. Due to their relevance, constant force and constant height AFM

images of benzene and pyrrole were simulated with the molecule lying flat against the

substrate and are shown in Figure 7.3. The constant height images were simulated

using the Probe Particle Model, discussed in Section 2.6.1 and the constant force

images were simulated using my simulation, discussed in Section 4.1.2. The substrate

itself was neglected as it has an impact on how a molecule is arranged, but there

is little contribution to the measured signal from the atoms in the surface in AFM

images of molecules. In the constant height images, the bonds appear to have been
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imaged, but the simulation was simply given the position and element of the atoms

and only the Lennard-Jones force is calculated. The origin of these features in

NC-AFM is discussed in Section 2.6.1.
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Figure 7.4: Constant height (a-d) and constant force (e-h) images of benzene,

simulated at increasing angles of rotation. Red lines across the images indicate the

line along which profiles were taken and then plotted to the left of the image. The

profiles of the constant height images were taken over a range of 100 pm in 10 pm

steps, beginning 250 pm above the height of the highest carbon atom. The constant

height images are taken 260 pm above the highest carbon atom. The constant force

profiles were taken using force set-points of 10, 20, 50, 75, 100 and 250 pN with the

final force set-point pictured beside it. The region of the profiles that lies outside

the range of the colour scale for the accompanying image is faded to indicate which

features do not appear in the images.

123



Chapter 7. Results: simulation of constant force atomic force microscopy

In order to determine how constant force AFM compared with constant height

AFM images using both techniques were simulated of benzene and pyrrole across a

range of angles between the plane the molecule’s atoms lie in and the surface. In

Figure 7.4, the constant height image taken at a 0 degrees angle of rotation and 260

pm above the molecule is very clear, depicting a hexagon with sharp, well-defined

sides. However, as the molecule tilts, the ability to resolve all six sides is lost.

Images of the molecule were simulated at eleven heights for each rotation angle,

resulting in a spectrum of profiles taken across the benzene molecules. The closer

to the molecule the profile is taken, the sharper the increase in force when the tip is

at its closest to the atoms. In the closest profile, the tip becomes so close that the

contributions from all the atoms create a collective peak in the middle of the ring.

As the molecule is rotated, the closest ‘bond’ remains sharp, but the remainder

of the molecule quickly disappears. In the profiles, the second peak can be seen

disappearing as the force measured over it becomes negligible. The profiles are

taken at the same heights above the highest carbon atom at all four rotation angles

and the images always correspond to the second closest profile. Using a constant

height technique is clearly not a viable way to measure the angle a benzene molecule

is adsorbed at relative to the surface.

In constant force images, taken at a force setpoint of 250 pN the lower sections

of the molecule are always visible. Even though at higher angles of rotation the

contributions from higher atoms can begin to extend over those below the lower

atoms can still be clearly inferred. However, this is done at the cost of the sharp

features of the constant height image. Such features derive from the abstract nature

of those images though, whereas the force iso-surfaces probed in the constant force

images follow the geometry of the molecule. In the accompanying profiles, taken at a

range of forces, the iso-surfaces can be seen to lie at an angle on top of the molecule.

There are bumps over the positions of the ‘bonds’ and a dip in the centre though

which complicate the measurement of the conformation angle. For measurements

of non-planar molecules, the constant force images offer more information than the
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constant height images then, though there is a clear loss of clarity in observing

planar molecules.

Of course, these simulations are assuming that there is a single atom in contact

with the object and perfect symmetry. A larger tip may smear out features and

anisotropy may lead to a particular direction in which this effect is more pronounced.

In order to discover if the angle of rotation could be recovered from these images,

a plane was fitted to the surface. The z height of a pixel in the 250 pN images was

compared to that of the plane and a least squares method was used to find the plane

of best fit. The angle between the plane and the surface was then taken to reflect

the angle between the surface and the molecule. Figure 7.5 shows that for both the

benzene and pyrrole molecules the angle of rotation is recovered accurately within

a tolerance of 1 degree.

7.1.2 2H-TPP

Having shown that simulated constant force images can recover the angle of rotation

of benzene and pyrrole, the technique was applied to 2H-TPP. There are two common

adsorption geometries of this molecule that have very different phenyl positions. In

the ‘saddle’ geometry, the phenyl rings are at an angle of ∼ 27 degrees relative to

the substrate. The measurement of these angles should be relatively similar to that

of the benzene rings imaged above. In the ‘inverted’ geometry, the phenyl rings lie

almost flat against the substrate at an angle of ∼ 4 degrees. We should be able to

tell the difference between these geometries and successfully determine the angles of

the phenyl rings. The phenyl rings were fitted as shown in Figure 7.6 and the angles

of all four rings were extracted and then plotted against the true value measured

directly from the atomic co-ordinates in panel (a) of Figure 7.5.

The ‘inverted’ geometry is measured extremely well with the values 3.9, 3.9, 3.8

and 3.9 degrees and an error of ±0.5 degrees which encompasses the ‘true’ values

of 4.1, 4.1, 3.9 and 3.9 respectively. By contrast, the phenyl rings in the ‘saddle’

geometry were measured to have angles of 22.5, 22.5, 22.7 and 22.5 degrees with
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Chapter 7. Results: simulation of constant force atomic force microscopy
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Figure 7.5: Squares such as the one overlaid on the constant force image simulated

with a force set-point of 250 pN in (a) were fitted using a least squares method to

the force iso-surface (grey). This is illustrated further in a 3D plot of the square

region (b). The fitted square is shown in red and the data it is fitted to is shown

in grey. The measured angle of rotation for benzene and pyrrole is plotted against

the angle the co-ordinates were rotated by (c). All of the data for both pyrrole and

benzene lies close to the red line indicating where the measured angle equals the true

angle. The measured angle of phenyl rings in 2H-TPP in the saddle and inverted

geometries are also plotted. The difference between the measured angle and true

angle (residual) is plotted showing a deviation that is consistently less than 1 degree.

an error of 0.9 degrees. This does not include the ‘true’ values of 26.7, 26.7, 27.0

and 26.7 degrees. The angle of benzene could be recovered well at angles near 27
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7.1. Simulation of individual molecules
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Figure 7.6: Images of 2H-TPP simulated with a force set-point of 250 pN and a

lateral stiffness of 4 N/m. In the inverted geometry (a) the phenyl rings can be seen

to lie relatively flat. The phenyl rings were then simulated alone such as the top

left ring depicted here (b); the red square shows the section used for plane fitting.

The same process was carried out for the ‘saddle’ geometry (c)-(d) where the phenyl

rings are tilted at ∼ 23 degrees.

degrees, so it seems that the difference here originates from the remainder of the

molecule. In Figure 7.6 one can see that a shoulder protrudes into the phenyl ring,

which could affect the angle that the plane is fitted to. At lower angles, such as in

the ‘inverted’ geometry, the phenyl ring is at an angle which is closer to the angle

of the macrocycle and, as a result, the rest of the molecule may have less of an

influence on the measurements.
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Chapter 7. Results: simulation of constant force atomic force microscopy

7.1.3 Valid parameter space
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Figure 7.7: At high forces and low Hooke’s constants the simulation begins to create

aphysical images. The higher force also reduces the size of the lobe-like features in

a constant force image of ZnTPP.

The simulation functions well when the parameters lie within a particular region

of the parameter space, but if parameters are not set thoughtfully the simulation can

fail. Assuming that the user has inputted sensible values that could be encountered

in the real world, the main region for error comes from the resolution of the

simulation. Space is, of course, continuous and simulating a continuous space

numerically has its problems.
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7.1. Simulation of individual molecules

The first point at which problems could arise is during the simulation of the

Van der Waals force field when using the Probe Particle Model. The force field

is calculated as a grid of discrete points specified by the user. If the simulation

requires the force in between the points in this grid, the value is calculated using

interpolation. If the points in the grid are too sparse, sharp features in the field will

disappear and the Van der Waals forces will be more erroneous in general.

Once the grid has been generated, the user then specifies a second grid detailing,

for each initial tip position, the position of the probe particle and the force

experienced after relaxation. If this grid is created with a too-low resolution, the

sharp rise in the force as the tip nears the sample can be missed. The window for

this is larger than one might think, because of the relaxation. A tip can relax to

areas of lower force when measuring in areas of the molecule with high topographic

variation and eventually, the probe particle may be placed in aphysical places before

the force set-point is measured. It is key to understand that the probe particle is not

lost due to high lateral forces that would stop measurements in an experiment and

the only particle that can experience a force is the probe particle. The simulation

breaks down in such situations and the probe particle effectively moves through the

molecule and returns an aphysical value of z.

Both problems can be solved by improving the resolution of the simulation, but

improving the resolution too far requires an unreasonable amount of processing

power or time. The relaxation of the probe particle is also affected by the chosen

parameters though. Figure 7.7 shows how an image of ZnTPP changes when it

is subjected to different values of the lateral Hooke’s constant klat and the force

set-point. A klat is increased, the distance travelled during relaxation is reduced,

meaning that the force set-point is likely measured before the probe particle is placed

in an aphysical location. Decreasing the force set-point has the same effect as lower

values of force can exceed the set-point. Because of this, the simulation begins to

fail if the force set-point is too great, or the value of klat is too high.

As one can see from the Figure 7.7, the parameters that were used as a default,
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Chapter 7. Results: simulation of constant force atomic force microscopy

a force set-point of 250 pN and klat of 4 is a reliable combination that still retains

the benefits to resolution from a higher force.

7.1.4 Simulations of additional molecules and quantum

clusters

In addition to 2H-TPP, benzene and pyrrole a number of additional molecules and

quantum clusters have been simulated and are shown in Figure 7.8.
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Figure 7.8: Br4TPP (a) has a bulge at the tips of the phenyl-like groups where

the bromine atom lies. Pentacene (b) has much thicker ‘bonds’ in a constant

force image relative to the constant height images observed in literature. In the

case of Olympicene (c), the carbon atom with two hydrogen atoms rather than

one is perceived as higher in a topographic image. The apparent hydrogen bonds

between NTCDI molecules can be clearly seen (d), as can the difference between

the pentagonal and hexagonal sides of C60 fullerene (e-f). Iron phthalocyanine with

a carbon monoxide molecule complexed on the iron atom can be observed beneath

the adsorbed molecule in this simulated constant force image. Finally, the atoms in

a Cu5 can be made out in these simulated coordinates.

Replacing the hydrogen atom at the tip of each phenyl ring in 2H-TPP with

a bromine atom creates Br4TPP, which can be differentiated due to the varying

strength of the Van der Waals interaction on different elements. The much larger

bromine atoms are much more prominent than hydrogen atoms, leading to large
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7.1. Simulation of individual molecules

bulges at the tips.

As discussed in Section 3.4, pentacene was the molecule used to show sub-

molecular resolution with NC-AFM. In this constant force image, the linking sections

between atoms in the image are much thicker than in CO-functionalised NC-AFM

images.

Using the co-ordinates provided by Mistry et al. [155] I simulated constant

force images of olympicene, a benzo[cd]pyrene which consists of five carbon rings

which share atoms like a small piece of graphene. One of the carbon atoms has

two hydrogen atoms attached and this atom stands out clearly in the constant force

image as a raised section.

A good molecule for benchmarking the resolution of images is NTCDI (naphtha-

lene tetracarboxylic diimide) because NC-AFM images show the once controversial

features which look like hydrogen bonds. These features were discussed in detail in

Section 3.4 where it was determined that other factors are able to produce these

features without the relatively weak interaction from the bond itself. Sure enough,

in our simulated image of NTCDI, we observe these features even though the image

was produced solely with the Van der Waals interaction and atomic coordinates.

C60 fullerene is a carbon allotrope where the carbon atoms form a spherical cage.

The cage consists of hexagonal and pentagonal sections. As a result, there are two

possible ways for a C60 to arrange on a surface: either a hexagon faces upwards

(Figure 7.8e) or a pentagon faces upwards (Figure 7.8f). The difference in this top

face can clearly be seen, but in addition, one can make out that the pentagonal faces

adjacent to the top face appear to be higher than the hexagonal faces, allowing for

the nature of the neighbouring sides to be determined as well.

As discussed in Section 3.4, a carbon monoxide (CO) molecule can be adsorbed

onto an iron phthalocyanine (FePc) molecule at the site of the iron atom. This

CO-FePc molecule was observed by Chen et al. using NC-AFM [44]. Until the CO

molecule was removed, the base of the molecule was invisible using NC-AFM, but

after the molecule was removed by its interaction with the tip the molecule could be
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Chapter 7. Results: simulation of constant force atomic force microscopy

brought close enough to observe the base. Using co-ordinates provided in this work

I have simulated a constant force image (Figure 7.8f), showing that the base can be

seen even with the CO molecule adsorbed, assuming that the molecule would not

be removed by an interaction with the tip. Nonetheless, this illustrates the benefits

of using force feedback, the lower sections of the molecule are visible and the force

in z never exceeds 250 pN.

Finally, Cu5 is a quantum cluster comprising of five copper atoms which can be

arranged in either a 3D or 2D structure [156]. Density functional theory simulations

carried out by Qingqing Wu at Lancaster University provided the coordinates for the

cluster which were simulated to create constant force AFM images. The individual

atoms can be resolved and the side of the structure with two Cu atoms appears

slightly higher.

Having become satisfied that the simulation results in plausible images and

having determined a valid parameter space we now turned our attention back to

the ZnTPP molecule at the heart of the simulated study.

7.2 Network of ZnTPP on Au (111)

With a successful simulation of constant force AFM, work could begin on simulating

a molecular network of ZnTPP on Au (111). Before constant force AFM images can

be simulated our collaborators at Lule̊a University of Technology must simulate the

atomic coordinates representing how a molecule positions itself on the surface. This

is achieved by relaxing the molecule in density functional theory (DFT) simulations,

but due to the large computational load it is infeasible to simulate a large system

and it is common to find a small periodic cell which can be repeated to create

the system. During DFT the periodic cell is simulated with periodic boundary

conditions enabling a much larger system to be reduced to a much smaller number

of components whilst still retaining reliability. This meant that the first step in

simulating the creation of these images was to find a periodic cell.
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7.2. Network of ZnTPP on Au (111)

Porphyrin ϕ1 (°) ϕ2 (°) λ1 (Å) λ2 (Å)
Controlled Metalatio... [138] FeTPP 14.3 14.3
Self-assembly and co... [139] H2-TPyP 60 60 13.9
Physical Properties ... [141] CoTPP 14 14

NiTPP 14 14
Orbital-specific dyn... [140] FeTPP 59 59
Visualizing the Fron... [142] CoTPP 35 35 14.2 14.1
Site-specific electr... [143] CoTPP 45 45 14 14
Self-metalation of 2... [145] 2HTPP 20 20

CuTPP 40-50 40-50
Zinc(II) tetraphenyl... [123] ZnTPP 13.1 12.6
Identifying the Asse... [146] ZnTPP 13 12
Molecular assemblies... [147] ZnTPP 14.0 14.0
Zinc(II) tetraphenyl... [148] ZnTPP 14.4 14.0

Table 7.1: The lattice parameters and phenyl ring rotation angles for monolayer

networks of porphyrin molecules on metallic surfaces. These values came from STM

and NEXAFS studies.

Finding a periodic cell for the simulation might have been trivial, but the surface

of Au(111) has a ‘herringbone’ surface reconstruction which complicates the system,

as discussed in Section 3.3.3.

To reduce the computational load we opted for approximating the surface to a

non-reconstructed surface, but this would require further modification in order to

achieve a meaningful representation of the surface. Because relatively small changes

in the distances between atoms can collectively lead to a much larger lattice cell,

it is possible to simply stretch the non-reconstructed cell in order to retain the

periodicity of the lattice, but extend it over a larger area of space. Essentially, if

molecule-molecule interactions are the dominant factor in the conformation of the

molecules, this method allows us to focus on that interaction.

However, a viable periodic cell for the non-reconstructed surface containing

an entire ZnTPP molecule needed to be found as a starting point. Networks of

tetra-phenyl porphyrin molecules have been studied extensively on coinage metal

substrates with STM, providing a wealth of information on how they are typically
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Chapter 7. Results: simulation of constant force atomic force microscopy

arranged [15, 123, 138, 139, 140, 142, 143, 144, 145, 141, 146, 147, 148]. This

information is presented in Table 7.1 where we can see a number of clear trends.

By reviewing these studies we can see that a molecular network of porphyrin

molecules typically has network lattice vectors λ1, λ2 of ∼ 14 Åin length with an

angle γ in between of ∼ 90 degrees. The phenyl rings tend to be rotated by angles

of less than 60 degrees relative to the surface. As they are typically arranged in two

pairs with similar angles of rotation the angles are denoted here as ϕ1 and ϕ2, where

ϕ1 > ϕ2.

There are two reports of ZnTPP on Au (111) that show much lower network

lattice parameters [123, 146]. As this seems to be limited to ZnTPP on Au (111),

these reports may demonstrate that this molecule deviates from the general trend

of λ1 ∼ λ2 ∼ 14 Å and so it is important that a cell of this size is investigated.

In addition, a particular periodic cell, defined in terms of the lattice vectors of Au

(111) is given by Ruggieri et al. [123]:

λ1
λ2

 =

 5 −2

−1 5

a1
a2

 (7.1)

This periodic cell was adopted by our collaborators and relaxed using density

functional theory. After relaxation, the parameters used were: λ1 = 12.6 Å, λ2 =

13.1 Å and γ = 94.3 Å, to three significant figures, which is very close to the

desired cell. The main difference is that γ ̸= 90 degrees. As our simulation assumed

an idealized face-centred cubic lattice, this may be the cause of the discrepancy.

Nonetheless, this is a good place to start. As shown in Figure 7.9, the cell is very

small for these molecules and the phenyl rings must lie very close to each other,

leading to the phenyl rings twisting to be almost perpendicular to the surface. This

means that the ϕ values are well out of our expected range. The twisting of the

phenyl rings has very little cost in the gas phase compared to tilting the bonds, but

the phenyl rings repel the surface as they are twisted and this leads to the bond

tilting upwards [144, 157]. Tilting the bond is very costly and it is often compensated
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7.2. Network of ZnTPP on Au (111)

for by flattening the macrocycle. In the saddle geometry, the pyrrole-like sections of

tetra-phenyl porphyrins alternate between the nitrogen atom pointing up and down

as one travels around the core. This distortion is removed when the phenyl rings

tilt up and we observe this in our images as all four pyrrole sections are similarly

prominant. The nitrogen atoms are all tilted downwards to a similar degree and the

carbon pair opposite is tilted upwards.
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Figure 7.9: A diagram of the initial periodic cell detailed by Ruggieri et al. (a)

showing the top 3 layers of Au atoms. After relaxation with a ZnTPP molecule

above it using DFT a constant force AFM image was simulated at a force setpoint

of 250 pN and klat = 4 N/m (b). If the colour bar only spans the data from the

phenyl rings (c) it is clear that they are perpendicular to the surface and, if the

colour bar focuses on the macrocycle (d), the four raised sections in-between the

phenyl rings are at similar heights showing that pyrrole-like sections are all tilted so

that the nitrogen atom points down.

Due to the extreme rotation of the phenyl rings, we looked at other possible cells

that had similar dimensions. Approaching the problem from a perfect Au (111)

lattice with no reconstruction, we found two periodic cells that lay close to the cells

measured in the literature. Starting from an idealized fcc Au lattice with a lattice
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Chapter 7. Results: simulation of constant force atomic force microscopy

λ1 (Å) λ2 (Å) γ (°) Matrix

Cell A 12.6 13.2 94.3

(
5 −2
−1 5

)
Cell A (stretched) 13.7 14.4 94.3

(
5 −2
−1 5

)
Cell B 15.3 16.1 88.1

(
6 −2
−1 6

)
Table 7.2: The network lattice vectors λ1 and λ2 that define the computational

cells used when they are by an angle γ apart. The network lattice vectors can be

described in terms of the Au (111) lattice vectors though these matrices, such as in

Equation 7.1. Cell A is a scaled up version of Cell A, including the lattice vectors of

the Au (111) surface itself, meaning that the lengths of the network lattice vectors

are the only values that change.

parameter of 4.07825 Å[124], the Au (111) plane was selected and two lattice vectors

were chosen to build the lattice a1, a2 lying 60 degrees apart with a length of 2.88376

Å.

The first cell can be described by the same matrix as the one detailed in Equations

7.1, but the sides were calculated to have a marginally different value to those given

by Ruggieri et al. in their work. They may have based their work more directly

from the reconstructed lattice. The details of these cells are detailed in Table ??.

As Cell A has similar parameters to the cell of Ruggieri et al. it was expected

to result in a similar structure. Cell B has lattice parameters that are considerably

larger than 14 Å, so the molecules are likely to not interact in a similar manner to

those observed experimentally. Because the surface of Au (111) is reconstructed,

neither of these cells are likely correct but, by stretching Cell A, we may be able to

approximate the way that the molecules conform to the surface if their arrangement

is predominantly determined by molecule-molecule interactions. In order to do this,

Cell A was stretched so that the average of the two lattice vectors is 14 Å but the

relative proportions remain the same.

Our colleagues at Lule̊a University of Technology simulated placing a ZnTPP

molecule above the lattice such that the Zn atom sat directly on top a Au atom on
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7.2. Network of ZnTPP on Au (111)
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Figure 7.10: Constant force AFM images of ZnTPP monolayers simulated with a

force set-point of 250 pN and a lateral Hooke’s constant klat = 4 N/m of Cell A

(a), a stretched version of Cell A (b) and Cell B (c). Cell A shows sharp features

representing phenyl rings perpendicular to the surface, similar to Figure 7.9, whereas

Cell B shows the classic saddle form. The stretch version of Cell A shows that

the phenyl rings in different ZnTPP molecules are much closer, but they are not

perpendicular to the surface.

the top layer and then the coordinates were relaxed using DFT simulations. The

relaxation included the top 3 layers of Au and the layers could be fixed in place.

There was very little distortion in the Au when it was allowed to relax for both

cells, but the Au atoms drifted considerably in the stretched cell. This makes sense

as the first two cells are actually periodic cells of Au (111), whereas the stretched

cell is not. A good middle ground can be found by fixing the bottom layer of Au

atoms, but allowing the other atoms to relax, but there was little difference between

the simulated constant force AFM images, showing that the molecule-molecule

interaction seems to be the dominant factor in the geometry of the molecules. In

Figure 7.10 one can see that Cell A looks very similar to the cell simulated in Figure

7.9 as expected; Cell B shows ZnTPP in very typical ‘saddle’ geometry, indicating

little inter-molecular interaction and the stretched cell lies in-between the two. The

phenyl rings lie very close to sections of other molecules, yet they don’t twist to

angles close to the perpendicular. As a result, the classic saddle geometry with

the alternating tilting on the pyrrole-like sections is clear. The highest sections of

the molecules are still clearly the phenyl rings, though the two pyrrole-like sections

with nitrogen atoms pointing down create a 2nd medium-height section, leaving the
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Chapter 7. Results: simulation of constant force atomic force microscopy
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Figure 7.11: Images of a single ZnTPP molecule simulated at a constant force set-

point of 250 pN and a range of values of tip radius and klat. When klat = 1 N/m, the

simulation fails to image the molecule due to problems discussed in Section 7.1.3,

but the general trend is that increasing tip radius increases the size of the features,

resulting in the loss of the ability to resolve the Zn centre.

lowest section over the porphyrin core. The resulting shape is effectively a rough

stripe that runs laterally across Figure 7.10 with vertical stripes forming between

the molecules. This differs significantly from the experimental image in Figure 7.1

where the middle ground lies diagonally between the raised sections, indicating that

the second highest section should be the centre of the macrocycle.

Further to this, the phenyl rings are not collected together, but instead form a

lightning bolt pattern along the interfaces between the rows of ZnTPP. In order to

resolve this, the molecule in the stretched cell was rotated by 10 degrees anticlockwise

to see if there was a minimum in the formation energy when the phenyl rings were

closer together. After relaxation a local minimum was found, resulting in the image

in Figure 7.12b) which better resembles our experimental data.
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Figure 7.12: Constant force AFM images of ZnTPP monolayers simulated with

a force set-point of 250 pN and a lateral Hooke’s constant klat = 4 N/m of the

stretched cell with all Au atoms fixed in place (a) and the same Au cell with the

molecules rotated so that their phenyl rings are closer together (b). These images

were simulated with a CO tip, but the effects of a more likely tip apex can be

simulated by increasing the size, such as in the third image where the tip has a

radius of 5 Å.

As the phenyl rings move closer together due to rotating the molecule the central

pair in Figure 7.12a is separated and the phenyl rings of each molecule interact with

the rings of those above and below to form the L-shapes in 7.12b. Together they

create a single highest section that repeats in a similar manner to our experimental

images in Figure 7.1. Further to this, the split between the two L-shapes in each

cluster seems like a likely origin for the coffee-bean-like splitting that is observed

experimentally. This still leads to vertical stripes due to the pyrrole-like sections with

two carbon atoms pointing upwards. By simulating Figure 7.12c with a 5 Å radius

tip we can see how a tip with a lower resolution than a CO molecule terminated

apex would observe the features of 7.12b. Similar to the unrotated image in 7.12a,

we still observe horizontal rows of phenyl rings which are just about separable into

clumps of 4 phenyl rings and vertical stripes from the pyrrole-like sections.

Increasing the radius of the tip apex lowers the resolution of the resulting image.

In Section 2.5 the mechanism for this process is described. By simulating images of

an individual ZnTPP molecule with a force setpoint of 250 pN and a range of tip

radii and values of klat Figure 7.11 was created. At low values of klat the system

suffers from the problems detailed in Section 7.1.3, but in the other panels the
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Chapter 7. Results: simulation of constant force atomic force microscopy

features increase in size as the radius is increased, obscuring the finer details.

This minimum after the rotation was a local minimum, so there still remained

the question of why the porphyrin would adopt this configuration. It is possible that

the remaining differences between the experimental and simulated images observable

in Figure 7.13, would be resolved through the resolution of this question. After all,

the areas of middling height in the experimental images lie over the porphyrin cores

rather than in between the porphyrin cores. Reviewing the literature we see that

the phenyl rings seem to be close together in STM images, even though one would

expect the hydrogen atoms to repel each other. As a result we will continue this

study by considering whether the phenyl rings would rotate such that their π orbitals

overlapped.

λ2

λ1

(a) (b) (c)

Figure 7.13: A cartoon of the structure of ZnTPP molecules in a network (a) may

be compared to the simulated image (b) and the experimental image that inspired

this work (c).

7.3 Conclusions

To summarise the progress that has been made in the simulation of constant force

images of molecules in this work: a simulation has been created that demonstrates

that constant force methods can extract the adsorption angle of molecules and

moieties and it has supported work to determine the adsorption geometry of ZnTPP

on Au (111).
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7.3. Conclusions

The implementation of constant constant force techniques in a vacuum has a

clear drawback, in that off-resonance techniques will ring. In order to reduce the

effects of ringing the drive frequency will have to be reduced significantly, leading to

long measurement times in a vacuum. However, the ability to probe the peak force

rather than the average force provides an opportunity to probe strong, short-range

forces whilst the apex experiences very small forces for the majority of the oscillation

cycle.

The applications of off-resonance techniques to acquire constant force images in

ambient conditions are already widely practised and, as the limits of resolution in

ambient conditions are tested, the need to interpret the features of images grows.

The use of constant force simulations such as the example in this work can help with

the identification of features through comparison of atomic coordinates from DFT

simulations with experimental images and further validated with information from

X-ray techniques such as NEXAFS.
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Chapter 8

Conclusions

Across these studies there has been a unifying theme: pushing the boundaries of

resolution in an ambient environment. At the start of this work, we considered how

improvements in microscopy can support scientific study and, as a result, lead to

significant impacts on everyday lives. In this work we have discussed improvements

in ambient resolution which have been demonstrated by myself or a colleague and

then shown how such improvements can be used to collect additional information.

The ability to acquire more information about a material in an ambient environment

allows for efficiencies in time, cost and the availability of equipment that can be used

in the research and development of materials science.

The ability to use conductive atomic force microscopy (cAFM) to survey the

density of defects in a sample with atomic resolution has been demonstrated. Further

work could expand the materials which cAFM can analyse with this resolution and

build on the current understanding of what is observed in cAFM images. The ability

to consider the defects in a material without a vacuum environment could lead to

the efficient assessment of materials. Coupled with the ability to identify changes

in the defects in a material on either side of processing steps, one can begin to gain

a more complete understanding of how a process affects a material.

Optical spectroscopy complements microscopy well as microscopy reveals a very

small area and spectroscopy can be used to assess a much larger region. By using
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microscopy to determine the origin of features in spectroscopy signals one can begin

to consider the changes taking place across a larger sample with reference to the

nanoscale origins of the effects. Here, we showed the beginnings of such a process,

opening the door for further study. Nanoscale changes were observed after exposure

to plasma and they were reflected in photoluminescence (PL) spectroscopy. Further

work is necessary in order to identify more specific information about features in

PL spectroscopy and to simply improve our confidence through repetition of the

experiments.

Finally, the observation of molecular networks in an ambient environment

dramatically accelerates the rate at which one can iterate on the preparation of

molecules on the surface to achieve the desired parameters. If the conformation

of molecules can be inferred in an ambient environment, one can identify this

information without using a vacuum environment and interesting samples could

be rapidly identified for a more detailed vacuum study. This could assist studies

in topics such as molecular electronics, coatings and on-surface reactions for

polymerisation. Further to this, it is clear that the development of constant force

techniques in a vacuum could lead to increases in resolution and simpler ways to

ability to navigate non-planar molecules. There are significant technical challenges

in this respect, but it is clear that there are significant gains to reap from advances

here.

New ground has been broken in all three studies that I hope will form the basis

for future work to improve the acquisition of data in surface science. Developing

these fundamental demonstrations into more standardised approaches will require a

great deal more work. I hope that I have shown here that it is worth following these

paths for future research and that a solid foundation has been laid.
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