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#### Abstract

A sample of 3984 candidates of the $K^{+} \rightarrow \pi^{+} \gamma \gamma$ decay, with an estimated background of $291 \pm 14$ events, was collected by the NA62 experiment at CERN during 2017-2018. In order to describe the observed di-photon mass spectrum, the next-to-leading order contribution in chiral perturbation theory was found to be necessary. The decay branching ratio in the full kinematic range is measured to be $(9.61 \pm 0.17) \times 10^{-7}$. The first search for production and prompt decay of an axion-like particle with gluon coupling in the process $K^{+} \rightarrow \pi^{+} a$, $a \rightarrow \gamma \gamma$ is also reported.
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## Introduction

Experimental studies of radiative non-leptonic kaon decays test chiral perturbation theory (ChPT), which describes low-energy QCD processes. For the $K^{+} \rightarrow \pi^{+} \gamma \gamma$ decay (denoted $K_{\pi \gamma \gamma}$ below), the ChPT description has been developed at both leading and next-to-leading orders $[1,2,3]$.

The $K_{\pi \gamma \gamma}$ decay was first observed by the BNL E787 experiment [4], which reported 31 candidates in the kinematic region $100 \mathrm{MeV} / c<p_{\pi}^{*}<180 \mathrm{MeV} / c$, where $p_{\pi}^{*}$ is the $\pi^{+}$momentum in the $K^{+}$rest frame. This corresponds to $0.157<z<0.384$, where $z=m_{\gamma \gamma}^{2} / m_{K}^{2}, m_{\gamma \gamma}$ is the di-photon mass, and $m_{K}$ is the charged kaon mass. Samples of 149 and $232 K_{\pi \gamma \gamma}$ decay candidates in the kinematic region $z>0.2$ were selected from the datasets collected at CERN by the NA48/2 experiment in 2003-2004 and the NA62 experiment in 2007, respectively [5, 6]. A search near the endpoint in the region $p_{\pi}^{*}>213 \mathrm{MeV} / c$, i.e. $z<0.048$, was performed by the BNL E949 experiment [7]. All the experimental results reported so far are consistent with the leading-order ChPT description.

A study of the $K_{\pi \gamma \gamma}$ decay based on 3984 candidates in the kinematic region $z>0.2$ collected by the NA62 experiment at CERN in 2017-2018 is reported here. The analysis of the di-photon mass spectrum is performed in the ChPT framework to measure the decay branching ratio and the parameter which characterises the spectrum. The first dedicated search for production and prompt decay of an axion-like particle with gluon coupling in the process $K^{+} \rightarrow \pi^{+} a, a \rightarrow \gamma \gamma$ is also reported.

## 1 Beam, detector, and data sample

The layout of the NA62 beamline and detector [8] is shown schematically in Fig. 1. An unseparated secondary beam of $\pi^{+}$( $70 \%$ ), protons ( $23 \%$ ) and $K^{+}(6 \%)$ is created by directing $400 \mathrm{GeV} / c$ protons extracted from the CERN SPS onto a beryllium target in spills of 4.8 s duration. The central momentum of the beam is $75 \mathrm{GeV} / c$, with a spread of $1 \%$ (rms).

Beam kaons are tagged with a time resolution of 70 ps by a differential Cherenkov counter (KTAG), which uses as radiator nitrogen gas at 1.75 bar pressure contained in a 5 m long vessel. Beam particle positions, momenta and times (to better than 100 ps resolution) are measured by a silicon pixel spectrometer consisting of three stations (GTK1,2,3) and four dipole magnets forming an achromat. A 1.2 m thick steel collimator (COL) with a $76 \times 40 \mathrm{~mm}^{2}$ central aperture and $1.7 \times 1.8 \mathrm{~m}^{2}$ outer dimensions is placed upstream of GTK3 to absorb hadrons from upstream $K^{+}$decays; a variable-aperture collimator of $0.15 \times 0.15 \mathrm{~m}^{2}$ outer dimensions was used up to early 2018. A dipole magnet (TRIM5) providing a $90 \mathrm{MeV} / \mathrm{c}$ horizontal momentum kick is located in front of GTK3. Inelastic interactions of beam particles in GTK3 are detected by an array of scintillator hodoscopes (CHANTI). The beam is delivered into a vacuum tank evacuated to a pressure of $10^{-6}$ mbar, which contains a 75 m long fiducial volume (FV) starting 2.6 m downstream of GTK3. The beam angular spread at the FV entrance is $0.11 \mathrm{mrad}(\mathrm{rms})$ in both horizontal and vertical planes. Downstream of the FV, undecayed beam particles continue their path in vacuum.

The momenta of charged particles produced in $K^{+}$decays in the FV are measured by a magnetic spectrometer (STRAW) located in the vacuum tank downstream of the FV. The spectrometer consists of four tracking chambers made of straw tubes, and a dipole magnet (M) located between the second and third chambers that provides a horizontal momentum kick of $270 \mathrm{MeV} / c$ in a direction opposite to that produced by TRIM5. The momentum resolution is $\sigma_{p} / p=(0.30 \oplus 0.005 \cdot p) \%$, with the momentum $p$ expressed in $\mathrm{GeV} / c$.


Figure 1: Schematic side view of the NA62 beamline and detector used in 2018.

A ring-imaging Cherenkov detector (RICH) consisting of a 17.5 m long vessel filled with neon at atmospheric pressure (with a Cherenkov threshold of $12.5 \mathrm{GeV} / c$ for pions) provides particle identification, charged particle time measurements with a typical resolution of 70 ps , and the trigger time. Two scintillator hodoscopes (CHOD), which include a matrix of tiles and two planes of slabs arranged in four quadrants located downstream of the RICH, provide trigger signals and time measurements with 200 ps precision.

A $27 X_{0}$ thick quasi-homogeneous liquid-krypton (LKr) electromagnetic calorimeter is used for particle identification and photon detection. The calorimeter has an active volume of $7 \mathrm{~m}^{3}$, segmented in the transverse direction into 13248 projective cells of $2 \times 2 \mathrm{~cm}^{2}$ size, and provides an energy resolution $\sigma_{E} / E=(4.8 / \sqrt{E} \oplus 11 / E \oplus 0.9) \%$, with $E$ expressed in GeV . To achieve hermetic acceptance for photons emitted in $K^{+}$decays in the FV at angles up to 50 mrad from the beam axis, the LKr calorimeter is complemented by annular lead glass detectors (LAV) installed in 12 positions inside and downstream of the vacuum tank, and two lead/scintillator sampling calorimeters (IRC, SAC) located close to the beam axis. An iron/scintillator sampling hadronic calorimeter formed of two modules (MUV1,2) and a muon detector consisting of 148 scintillator tiles located behind an 80 cm thick iron wall (MUV3) are used for particle identification.

The data sample analysed is obtained from $8.3 \times 10^{5}$ SPS spills recorded in 2017-2018, with the typical beam intensity increasing over time from $1.8 \times 10^{12}$ to $2.2 \times 10^{12}$ protons per spill. The latter value corresponds to a 500 MHz mean instantaneous beam particle rate at the FV entrance, and a 3.7 MHz mean $K^{+}$decay rate in the FV.

The main NA62 trigger line is designed for the measurement of the ultra-rare $K^{+} \rightarrow \pi^{+} \nu \bar{\nu}$ decay [9]. The present analysis is based on dedicated control and non-muon trigger lines operating concurrently with the main trigger line and downscaled typically by factors of 400 and 200, respectively. A multi-track (MT) trigger line downscaled typically by a factor of 100 is used for evaluation of systematic uncertainties. The trigger description is provided in Refs. [10, 11]. The control line requires only CHOD signals. The non-muon and MT lines both include low-level hardware (L0) and high-level software (L1) triggers. For the non-muon line, the L0 condition includes RICH signal multiplicity in coincidence with a CHOD signal, in the absence of in-time MUV3 signals. For the MT line, the L0 condition includes RICH signal multiplicity and coincidence of signals in two diagonally opposite CHOD quadrants. The L1 algorithm for both lines involves beam $K^{+}$identification by the KTAG and reconstruction of a STRAW track originating in the FV.

Monte Carlo (MC) simulations of particle interactions with the detector and its response are performed using a software package based on the Geant4 toolkit [12]. Accidental activity and trigger responses are included in the simulation.

## 2 Event selection

The abundant $K^{+} \rightarrow \pi^{+} \pi^{0}$ decay followed by the prompt $\pi^{0} \rightarrow \gamma \gamma$ decay (denoted $K_{2 \pi}$ ), collected concurrently with signal candidates through the same trigger lines, is used for normalisation. Signal and normalisation decay modes have the same set of particles in the final state, leading to a first-order cancellation of detector and trigger inefficiencies, and reducing the systematic uncertainties in the measurement. The principal selection criteria are listed below.

- A positively charged track reconstructed with the STRAW spectrometer is considered as a $\pi^{+}$candidate, if it has the following properties: the track time, evaluated using the RICH or CHOD signals spatially associated with the track, should be within 2 ns of the trigger time; the track momentum is required to be in the range $15-65 \mathrm{GeV} / c$; the track's trajectory through the STRAW chambers and its extrapolation to the LKr calorimeter, RICH and CHOD should be within the geometrical acceptances of these detectors. Events with more than one $\pi^{+}$candidate are rejected.
- The parent kaon is defined by a KTAG signal with time ( $t_{\mathrm{KTAG}}$ ) within 1 ns of the $\pi^{+}$ time, and a reconstructed GTK track with time ( $t_{\text {GTK }}$ ) within 0.5 ns of the KTAG signal. Association between the GTK and STRAW tracks relies on a discriminant built using the time difference $\Delta t=t_{\mathrm{GTK}}-t_{\mathrm{KTAG}}$ and the closest distance of approach (CDA) of the pion and kaon tracks. The GTK track with the discriminant most consistent with a $K^{+}-\pi^{+}$ decay vertex is identified as the parent kaon. The reconstructed kaon decay vertex, defined as the point of closest approach of the GTK and STRAW tracks, is required to be within the FV.
- Events are rejected if they have additional STRAW tracks compatible with originating from the reconstructed kaon decay vertex.
- Particle identification conditions are applied to the $\pi^{+}$candidate as follows: the ratio of the energy deposited in the LKr calorimeter, $E$, to the momentum, $p$, measured by the STRAW spectrometer should be $E / p<0.85$; signals in the MUV3 detector geometrically associated with the $\pi^{+}$candidate are not allowed within 4 ns of $t_{\mathrm{KTAG}}$.
- Photon candidates are defined as clusters of energy deposited in the LKr calorimeter within 5 ns of the $\pi^{+}$candidate time with energy exceeding 2 GeV , not associated with any STRAW track, and separated by at least 250 mm from the $\pi^{+}$track impact point on the LKr calorimeter front plane. Exactly two photon candidates are required. The distance between the candidates should exceed 250 mm in the LKr calorimeter front plane. Photon four-momenta are computed using cluster energies, cluster positions and the kaon decay vertex position.
- Multi-photon backgrounds with merged clusters in the LKr calorimeter are suppressed by a requirement on the photon candidate cluster size. The cluster size is defined as the rms lateral width along the axis in the LKr front plane corresponding to the maximum width value. Cluster sizes of both photon candidates should be less than 20 mm .
- The transverse momentum of the $\pi^{+} \gamma \gamma$ system with respect to the GTK track direction should be $p_{T}<30 \mathrm{MeV} / c$.
- Events with $0.2<z<0.51(0.04<z<0.12)$ are identified as $K_{\pi \gamma \gamma}\left(K_{2 \pi}\right)$ candidates. The kinematic variable $z$ is computed using the track information as $z=\left(P_{K}-P_{\pi}\right)^{2} / m_{K}^{2} \equiv$ $m_{\gamma \gamma}^{2} / m_{K}^{2}$, where $P_{K}$ and and $P_{\pi}$ are the reconstructed $K^{+}$and $\pi^{+}$four-momenta. The photon candidate information is not used, which reduces systematic uncertainties and improves the $z$ resolution; the resolution varies from $\delta z=3.5 \times 10^{-3}$ at $z=0.2$ to zero at the endpoint $z=0.515$.
- The reconstructed mass, $m_{\pi \gamma \gamma}$, and the difference between the reconstructed momentum of the $\pi^{+} \gamma \gamma$ system and the reconstructed parent kaon momentum, $\Delta p=p_{\pi \gamma \gamma}-p_{K}$, are required to be inside an ellipse centred on the point ( $m_{K}, 0$ ) with semi-axes of $10 \mathrm{MeV} / c^{2}$ and $3 \mathrm{GeV} / c$, respectively. The axes of the ellipse are oriented to account for the correlation between $m_{\pi \gamma \gamma}$ and $\Delta p$. This condition has an efficiency of $97.3 \%$ for both $K_{\pi \gamma \gamma}$ and $K_{2 \pi}$.

The reconstructed ( $m_{\pi \gamma \gamma}, \Delta p$ ) distributions of the $K_{\pi \gamma \gamma}$ candidates for data and for simulated signal and background samples are displayed in Fig. 2: 3984 candidates are observed in the signal region in the data. The reconstructed $m_{\pi \gamma \gamma}$ distributions of the selected $K_{\pi \gamma \gamma}$ and $K_{2 \pi}$ candidates, obtained using a modified selection with the elliptical condition in the ( $m_{\pi \gamma \gamma}, \Delta p$ ) replaced by the requirements $|\Delta p|<3 \mathrm{GeV} / c, 440<m_{\pi \gamma \gamma}<550 \mathrm{MeV} / c^{2}$, are shown in Fig. 3.

## 3 Trigger efficiencies and number of kaon decays

The trigger lines used in the analysis, the fractions of the dataset collected with each line, and the trigger efficiencies measured for the data using control datasets and modelled for the simulated samples are summarised in Table 1. Part of the dataset was collected with the STRAW condition disabled in the non-muon trigger line. The $K_{\pi \gamma \gamma}$ and $K_{2 \pi}$ decays have different $\pi^{+}$momentum spectra. The efficiency of the control trigger has no significant geometric or momentum dependence; therefore it cancels between signal and normalisation samples and is not simulated. In contrast, the efficiency of the non-muon line is momentum dependent due to the RICH and STRAW conditions and differs between the two decay modes. The response of the non-muon trigger is modelled for simulated samples, and is included in the acceptance.

The effective number of $K^{+}$decays in the FV is calculated as

$$
N_{K}=\frac{N_{K 2 \pi} \cdot D_{K 2 \pi}}{A_{K 2 \pi} \cdot \mathcal{B}\left(K_{2 \pi}\right) \cdot \mathcal{B}\left(\pi_{\gamma \gamma}^{0}\right)}=(5.55 \pm 0.03) \times 10^{10}
$$

where $N_{K 2 \pi}=1.14 \times 10^{8}$ is the number of data events passing the $K_{2 \pi}$ selection; $D_{K 2 \pi}=10$ is a software downscaling factor applied to the $K_{2 \pi}$ candidates in the data at the processing stage; $A_{K 2 \pi}=(10.05 \pm 0.05) \%$ is the acceptance of the $K_{2 \pi}$ selection evaluated with simulations, with a systematic uncertainty evaluated by variation of the selection conditions; $\mathcal{B}\left(K_{2 \pi}\right)=$ $(20.67 \pm 0.08) \%$ and $\mathcal{B}\left(\pi_{\gamma \gamma}^{0}\right)=(98.823 \pm 0.034) \%$ are the branching ratios in the $K_{2 \pi}$ decay chain [13]. The relative background in the $K_{2 \pi}$ sample is found with simulations to be of $\mathcal{O}\left(10^{-5}\right)$ and is neglected.

## 4 Backgrounds to the $\boldsymbol{K}_{\pi \gamma \gamma}$ decay

## Multi-photon backgrounds

Multi-photon backgrounds come from $K^{+} \rightarrow \pi^{+} \pi^{0} \gamma\left(K_{2 \pi \gamma}\right)$ and $K^{+} \rightarrow \pi^{+} \pi^{0} \pi^{0}\left(K_{3 \pi 0}\right)$ decays followed by $\pi^{0} \rightarrow \gamma \gamma$ decays, where the photons produce overlapping showers in the LKr calorimeter leading to the reconstruction of merged clusters. In the $K_{2 \pi \gamma}$ case, a merged cluster is formed by the photon from the $K^{+}$decay and a photon from the $\pi^{0}$ decay. In the $K_{3 \pi 0}$ case, two merged clusters are formed. These conditions lead to final states with no missing energy, and the background $m_{\pi \gamma \gamma}$ distribution peaks at the $K^{+}$mass as for signal events (Fig. 2, right).

To validate the simulation of cluster merging, a modified $K_{\pi \gamma \gamma}$ selection is employed. Three photon candidates are required, the cluster size conditions are removed, and the reconstructed mass of each photon pair is required to differ from the $\pi^{0}$ mass by more than $8 \mathrm{MeV} / c^{2}$. The selected data sample consists mainly of $K_{3 \pi 0}$ events with a single merged cluster. The merged


Figure 2: Reconstructed ( $m_{\pi \gamma \gamma}, \Delta p$ ) distributions after the full $K_{\pi \gamma \gamma}$ selection for data (left) and simulated background decay samples (right). The simulated distributions have a common normalisation to the data according to their branching ratios; all plots have the same colour scale. The elliptical selection condition, and the rectangular regions used to obtain the $m_{\pi \gamma \gamma}$ spectrum (Fig. 3) and a control data sample for $K^{+} \rightarrow \pi^{+} \pi^{+} \pi^{-}$background evaluation (as discussed in Section 4) are shown by solid lines.


Figure 3: Reconstructed $m_{\pi \gamma \gamma}$ mass distributions of the $K_{\pi \gamma \gamma}$ (left) and $K_{2 \pi}$ (right) candidates for selected samples of data and simulated signal and background samples. The elliptical selection condition is replaced by the requirement $|\Delta p|<3 \mathrm{GeV} / c$. The simulated $K_{\pi \gamma \gamma}$ signal corresponds to the result of the ChPT fit.

Table 1: Trigger lines, fractions of the dataset collected with each line, and trigger efficiencies for the $K_{\pi \gamma \gamma}$ and $K_{2 \pi}$ samples, $\varepsilon\left(K_{\pi \gamma \gamma}\right)$ and $\varepsilon\left(K_{2 \pi}\right)$. Statistical uncertainties are quoted for the $K_{\pi \gamma \gamma}$ trigger efficiencies in data, and are negligible for other quantities.

| Trigger line | Fraction | Data |  | Simulation |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | of dataset | $\varepsilon\left(K_{\pi \gamma \gamma}\right)$ | $\varepsilon\left(K_{2 \pi}\right)$ | $\varepsilon\left(K_{\pi \gamma \gamma}\right)$ | $\varepsilon\left(K_{2 \pi}\right)$ |
| Control | $39 \%$ | $(99.1 \pm 0.2) \%$ | $99.1 \%$ | - | - |
| Non-muon | $36 \%$ | $(96.7 \pm 0.6) \%$ | $98.0 \%$ | $96.5 \%$ | $97.9 \%$ |
| Non-muon (no L1-STRAW) | $25 \%$ | $(99.5 \pm 0.2) \%$ | $99.5 \%$ | $99.1 \%$ | $99.6 \%$ |



Figure 4: Cluster size distributions for regular and merged LKr clusters for data and simulated samples. An arbitrary scale factor of $2 \times 10^{-4}$ is applied to the regular cluster distributions to fit the scale. The accuracy of the simulation is limited both for regular and merged clusters.
cluster (M) is identified as that with reconstructed energy lying within 1 GeV of its expected value based on the energies and positions of the other two clusters (A, B):

$$
E_{\mathrm{M}}=m_{\pi 0}^{2} L^{2} \cdot\left(1 /\left(E_{\mathrm{A}} d_{\mathrm{AM}}^{2}\right)+1 /\left(E_{\mathrm{B}} d_{\mathrm{BM}}^{2}\right)\right)
$$

Here $E_{\mathrm{A}(\mathrm{B})}$ are the reconstructed energies of the clusters $\mathrm{A}(\mathrm{B}), d_{\mathrm{A}(\mathrm{B}) \mathrm{M}}$ are the distances between the clusters $\mathrm{A}(\mathrm{B})$ and M , and $L$ is the distance between the $K^{+}$decay vertex and the LKr calorimeter front plane.

Cluster size distributions for regular (non-merged) clusters from $K_{2 \pi}$ decays and merged clusters from $K_{3 \pi 0}$ decays for data and simulated samples are displayed in Fig. 4. The cluster size requirement, smaller than 20 mm , removes $2.9 \%$ ( $2.5 \%$ ) of the regular clusters for data (simulated) events. The number of merged clusters identified in the data is 80519 , while $84103 \pm$ 1200 are expected from a simulated $K_{3 \pi 0}$ sample normalised to the number of kaon decays ( $N_{K}$ ) evaluated using the $K_{2 \pi}$ sample. With the cluster size requirement applied, 18820 merged clusters remain in the data, compared to $19953 \pm 281$ expected from simulation. This validates the modelling of cluster merging to a $5 \%$ precision. The uncertainties in the expected values are dominated by the systematic uncertainty in the $K_{3 \pi 0}$ branching ratio. A systematic uncertainty of $5 \%$ in relative terms is assigned to the estimated $K_{2 \pi \gamma}$ and $K_{3 \pi 0}$ backgrounds.

## Background from the $K^{+} \rightarrow \pi^{+} \pi^{+} \pi^{-}$decay

The $K^{+} \rightarrow \pi^{+} \pi^{+} \pi^{-}\left(K_{3 \pi}\right)$ decays contribute to the background when two pions ( $\pi^{+}$and $\pi^{-}$) are not reconstructed by the STRAW spectrometer while producing clusters in the LKr calorimeter. To satisfy the $p_{\pi \gamma \gamma}$ selection condition, the non-reconstructed pions must deposit most of their energy in the calorimeter. This background contributes in the kinematic region $z>0.3$ above the di-pion threshold.

Hadronic showers in the LKr calorimeter are imperfectly modelled by the Geant4 toolkit. The $K_{3 \pi}$ background is therefore simulated using a calorimeter response model obtained from the data. The probability for a $\pi^{ \pm}$to create exactly one cluster in the LKr calorimeter with a size smaller than 20 mm is measured as a function of both the $\pi^{ \pm}$momentum and the energy deposited in the calorimeter using a sample of $K_{3 \pi}$ decays selected kinematically from the STRAW spectrometer information.

To validate the $K_{3 \pi}$ background simulation two control samples are used:

- Sample A consists of $K_{3 \pi}$ decays where two pions deposit most of their energy in the LKr calorimeter with negligible background. This sample is obtained from a modified $K_{\pi \gamma \gamma}$ selection in which each photon candidate is required to have an associated STRAW track, and the three STRAW tracks in the event are required to be kinematically compatible with a $K_{3 \pi}$ decay. To increase the sample size, the MT trigger line is employed in addition to the control and non-muon trigger lines used for the main analysis.
- Sample B consists mainly of $K_{3 \pi}$ events with two pions not reconstructed by the STRAW spectrometer and depositing only a fraction of their energy in the LKr calorimeter. This sample is obtained from a modified $K_{\pi \gamma \gamma}$ selection where the elliptical condition in the ( $m_{\pi \gamma \gamma}, \Delta p$ ) plane is replaced by the requirements $m_{\pi \gamma \gamma}-m_{K}>-20 \mathrm{MeV} / c^{2}$ and $\Delta p<$ $-3 \mathrm{GeV} / c$ (as shown in Fig. 2), and additionally requiring $z>0.3$. These conditions are introduced to suppress the $K_{3 \pi 0}$ and $K_{2 \pi \gamma}$ contributions.

The two control samples do not overlap with the $K_{\pi \gamma \gamma}$ signal sample. The numbers of events observed in the control samples in the data, and those expected from simulations of the $K_{3 \pi}$, $K_{2 \pi \gamma}$ and $K^{+} \rightarrow \pi^{0} e^{+} \nu(\gamma)$ decays, are presented in Table 2. Simulations are in agreement with the data, which validates the $K_{3 \pi}$ background model within a $3 \%$ statistical precision determined by the size of the control data samples. A systematic uncertainty of $3 \%$ in relative terms is assigned to the estimated $K_{3 \pi}$ background.

## Other backgrounds and summary

The $K^{+} \rightarrow \pi^{0} e^{+} \nu(\gamma)$ decay contributes to the background when the $e^{+}$is misidentified as a $\pi^{+}$, one of the photons from the $\pi^{0} \rightarrow \gamma \gamma$ decay is not detected, and either a radiative photon from the $K^{+}$decay or a photon produced by bremsstrahlung is detected. Background from the $K^{+} \rightarrow \pi^{+} e^{+} e^{-}$decay where the $e^{ \pm}$tracks are not reconstructed but produce LKr clusters is found to be negligible.

In total, $3984 K_{\pi \gamma \gamma}$ candidates are observed in the data. The background contributions in the signal sample estimated with simulations are reported in Table 3. The estimated number of background events is $291 \pm 8_{\text {stat }} \pm 12_{\text {syst }}$, which corresponds to $7 \%$ of the signal candidates.

Table 2: Numbers of events expected from simulations and observed in the data in the control samples A and B used for validation of the $K_{3 \pi}$ background evaluation.

| Source | Sample A | Sample B |  |
| :--- | :---: | ---: | :---: |
| $K^{+} \rightarrow \pi^{+} \pi^{+} \pi^{-}$ | $933 \pm 9_{\text {stat }}$ | $1007 \pm$ |  |
| $K^{+} \rightarrow \pi^{+} \pi^{0} \gamma$ | - | $33 \pm$ |  |
| $K_{\text {stat }}$ |  |  |  |
| $K^{+} \rightarrow \pi^{0} e^{+} \nu(\gamma)$ | - | $23 \pm$ |  |
| $K^{+} \rightarrow \pi^{+} \pi^{0} \pi^{0}$ | - | $1 \pm$ |  |
| stat |  |  |  |
| Total expected | $933 \pm 9_{\text {stat }}$ | $1064 \pm 10_{\text {stat }}$ |  |
| Data | 917 | 1044 |  |

Table 3: Estimated background contributions in the $K_{\pi \gamma \gamma}$ sample.

| Source | Estimated background |  |  |  |  |
| :--- | ---: | :--- | :--- | :--- | :--- |
| $K^{+} \rightarrow \pi^{+} \pi^{0} \gamma$ | 240 | $\pm$ | $8_{\text {stat }}$ | $\pm$ | $12_{\text {syst }}$ |
| $K^{+} \rightarrow \pi^{+} \pi^{+} \pi^{-}$ | 35 | $\pm$ | $1_{\text {stat }}$ | $\pm$ | $1_{\text {syst }}$ |
| $K^{+} \rightarrow \pi^{+} \pi^{0} \pi^{0}$ | 9 | $\pm$ | $2_{\text {stat }}$ |  |  |
| $K^{+} \rightarrow \pi^{0} e^{+} \nu(\gamma)$ | 7 | $\pm$ | $1_{\text {stat }}$ |  |  |
| Total | 291 | $\pm$ | $8_{\text {stat }}$ | $\pm$ | $12_{\text {syst }}$ |

## 5 Measurement of the $\boldsymbol{K}_{\boldsymbol{\pi} \gamma \gamma}$ decay

The $K_{\pi \gamma \gamma}$ decay is described by the two kinematic variables

$$
y=\frac{P_{K}\left(P_{\gamma 1}-P_{\gamma 2}\right)}{m_{K}^{2}}, \quad z=\frac{m_{\gamma \gamma}^{2}}{m_{K}^{2}},
$$

where $P_{K}$ and $P_{\gamma 1,2}$ are the four-momenta of the kaon and the two photons, $m_{\gamma \gamma}$ is the di-photon mass and $m_{K}$ is the $K^{+}$mass. The physical region of the kinematic variables is

$$
|y| \leq \frac{1}{2} \lambda^{1 / 2}\left(1, r_{\pi}^{2}, z\right), \quad 0 \leq z \leq\left(1-r_{\pi}\right)^{2}=0.515
$$

where $\lambda(a, b, c)=a^{2}+b^{2}+c^{2}-2(a b+a c+b c), r_{\pi}=m_{\pi} / m_{K}$, and $m_{\pi}$ is the $\pi^{+}$mass. In the ChPT framework at next-to-leading order, $\mathcal{O}\left(p^{6}\right)$, the decay rate is parameterised as follows [2]:

$$
\frac{\partial^{2} \Gamma}{\partial y \partial z}=\frac{m_{K}}{2^{9} \pi^{3}}\left[z^{2}\left(\left|A\left(\hat{c}, z, y^{2}\right)+B(z)\right|^{2}+|C(z)|^{2}\right)+\left(y^{2}-\frac{1}{4} \lambda\left(1, r_{\pi}^{2}, z\right)\right)^{2}|B(z)|^{2}\right],
$$

where $A\left(\hat{c}, z, y^{2}\right)$ and $B(z)$ are the loop amplitudes (the latter dominates at low $z$ and vanishes at leading order), and $C(z)$ is the pole amplitude contributing a few percent to the total decay rate. The differential decay rate depends strongly on the $z$ variable, and only weakly on the $y$ variable. The parameter $\hat{c}$ is the only free parameter in this analysis. The decay amplitudes depend on external parameters, namely the effective weak octet coupling $G_{8}$ fixed in this analysis according to [14], the $K_{3 \pi}$ decay amplitude parameters ( $\alpha_{1}, \alpha_{3}, \beta_{1}, \beta_{3}, \gamma_{3}, \zeta_{1}, \xi_{1}$ ) fixed according to [15], and the polynomial contributions $\eta_{i}$ fixed to zero as in the previous measurements. The values of the external parameters are summarised in Table 4.

To measure the parameter $\hat{c}$, the reconstructed $z$ spectrum of the signal candidates (Fig. 5) is fitted according to the prescription of [2] in 31 bins of equal width in the signal region $0.2<z<0.51$ to find the minimum of the quantity

$$
\chi^{2}=(\vec{k}-\vec{\lambda}(\hat{c}))^{T} \cdot C^{-1} \cdot(\vec{k}-\vec{\lambda}(\hat{c})),
$$

where the vector $\vec{k}$ contains the numbers of observed data events in the $z$ bins, and the vector $\vec{\lambda}=\vec{\lambda}_{S}(\hat{c})+\vec{\lambda}_{B}$ contains the simulated numbers of the signal, $\vec{\lambda}_{S}(\hat{c})$, and background, $\vec{\lambda}_{B}$, events in the $z$ bins for a given $\hat{c}$ value. The covariance matrix $C$ accounts for the statistical uncertainties in bins of the data and simulated $z$ distributions, the systematic uncertainty due to $N_{K}$ which is fully correlated among the bins, and the systematic uncertainties in the multi-photon and $K_{3 \pi}$ background estimates are also conservatively assumed to be fully correlated. Additional

Table 4: Values of the external parameters used for this and previous $K_{\pi \gamma \gamma}$ measurements. The parameter values are reported in $[1,14,15,16,17]$.

| Parameter | E787 [4] | NA48/2, NA62 [5, 6] | This measurement |
| :--- | ---: | ---: | ---: |
| $G_{8} m_{K}^{2} \times 10^{6}$ | 2.24 | 2.202 | 2.202 |
| $\alpha_{1} \times 10^{8}$ | 91.71 | 93.16 | 92.80 |
| $\alpha_{3} \times 10^{8}$ | -7.36 | -7.62 | -7.45 |
| $\beta_{1} \times 10^{8}$ | -25.68 | -27.06 | -26.46 |
| $\beta_{3} \times 10^{8}$ | -2.43 | -2.22 | -2.50 |
| $\gamma_{3} \times 10^{8}$ | 2.26 | 2.95 | 2.78 |
| $\zeta_{1} \times 10^{8}$ | -0.47 | -0.40 | -0.11 |
| $\xi_{1} \times 10^{8}$ | -1.51 | -1.83 | -1.20 |
| $\eta_{i}(i=1,2,3)$ | 0 | 0 | 0 |



Figure 5: Reconstructed $z$ spectrum of the $K_{\pi \gamma \gamma}$ candidates, estimated background contributions and simulated signal spectra using the $\hat{c}$ values obtained from the fits (upper panels). The signal region used in the fit is indicated with arrows. The two panels correspond to the $\mathcal{O}\left(p^{4}\right)$ and $\mathcal{O}\left(p^{6}\right)$ signal descriptions. The ratios of data and simulated spectra with their full uncertainties are shown in the lower panels.
systematic uncertainties in $\hat{c}$ may arise from: the measurement of the trigger efficiency; the LKr calorimeter energy calibration; the resolution of the $z$ variable. Each of these is found to be $\delta \hat{c}<10^{-3}$ and neglected.

Fits to the data using both leading order, $\mathcal{O}\left(p^{4}\right)$, and next-to-leading order, $\mathcal{O}\left(p^{6}\right)$, ChPT descriptions [2] are performed. The resulting fit $p$-values are $2.7 \times 10^{-8}$ and 0.49 , respectively. This constitutes the first evidence that the $\mathcal{O}\left(p^{4}\right)$ description is not compatible with the data. Fit results corresponding to the minimum $\chi^{2}$ values are shown in Fig. 5.

Model-independent $K_{\pi \gamma \gamma}$ partial branching ratios, $\mathcal{B}_{i}$, and differential decay widths, $(d \Gamma / d z)_{i}$, are computed in the 31 bins of the $z$ variable in the signal region as

$$
\mathcal{B}_{i}=\frac{N_{i}-N_{i}^{\mathrm{B}}}{N_{K} \cdot A_{i}}, \quad\left(\frac{d \Gamma}{d z}\right)_{i}=\frac{\Gamma_{K} \mathcal{B}_{i}}{\Delta z},
$$

where $N_{i}$ is the number of $K_{\pi \gamma \gamma}$ candidates observed in the $i$-th bin in data, $N_{i}^{\mathrm{B}}$ the estimated number of background events in that bin, $A_{i}$ the signal acceptance in that bin, $N_{K}$ the number of $K^{+}$decays in the FV, $\Gamma_{K}=(5.32 \pm 0.01) \times 10^{-17} \mathrm{GeV}$ the charged kaon decay width [13], and $\Delta z=0.01$ is the bin width. The statistical errors in $A_{i}$, the effects of the dependence of $A_{i}$ on the assumed $K_{\pi \gamma \gamma}$ kinematic distribution and the resolution effects are negligible with respect to the statistical uncertainties in $N_{i}$.

## 6 Results of the $\boldsymbol{K}_{\pi \gamma \gamma}$ measurement

A sample of $3984 K_{\pi \gamma \gamma}$ decay candidates with an estimated background contamination of $291 \pm 14$ events is analysed. The observed $z$ spectrum is consistent with the ChPT description to the next-to-leading order, $\mathcal{O}\left(p^{6}\right)$. The $\hat{c}$ parameter is measured in the ChPT $\mathcal{O}\left(p^{6}\right)$ description to be

$$
\hat{c}=1.144 \pm 0.069_{\text {stat }} \pm 0.034_{\text {syst }} .
$$

The corresponding branching ratio obtained by integration of the ChPT $\mathcal{O}\left(p^{6}\right)$ differential branching ratio in the full kinematic range is

$$
\mathcal{B}=\left(9.61 \pm 0.15_{\text {stat }} \pm 0.07_{\text {syst }}\right) \times 10^{-7} .
$$

Table 5: Systematic uncertainties for $\hat{c}, \mathcal{B}$ and $\mathcal{B}_{\mathrm{MI}}(z>0.2)$ measurements.

| Source | $\delta \hat{c}$ | $\delta \mathcal{B} \times 10^{7}$ | $\delta \mathcal{B}_{\mathrm{MI}}(z>0.2) \times 10^{7}$ |
| :--- | :---: | :---: | :---: |
| Number of kaon decays | 0.026 | 0.056 | 0.064 |
| Simulation of multi-photon backgrounds | 0.016 | 0.034 | 0.026 |
| Simulation of $K_{3 \pi}$ background | 0.001 | 0.002 | 0.003 |
| Limited size of simulated samples | 0.014 | 0.030 | 0.018 |
| Total | 0.034 | 0.072 | 0.072 |



Figure 6: Differential $K_{\pi \gamma \gamma}$ decay width as a function of $z$. Markers: model-independent measurements in the signal region with their full uncertainties. The $z$ positions of the markers are evaluated according to [18]. Solid line: differential decay width in the ChPT $\mathcal{O}\left(p^{6}\right)$ description with $\hat{c}=1.144$. External parameters of the ChPT description are fixed as shown in Table 4.


Figure 7: Summary of the $\hat{c}$ (left) and $\mathcal{B}$ (right) measurements in the $\operatorname{ChPT} \mathcal{O}\left(p^{6}\right)$ framework. The error bars do not include uncertainties due to the external parameters of the ChPT fit. The present measurement, earlier measurements $[4,5,6]$ and the average of the two measurements [5, $6]$ reported in [6] are shown. The triangle (square) shows the central $\hat{c}$ value obtained in the present analysis considering external parameter values used by E787 [4] (NA48/2 and NA622007 [5, 6]), respectively.

The model-independent branching ratio in the region $0.2<z<0.51$ is measured by summing over the $z$ bins to be

$$
\mathcal{B}_{\mathrm{MI}}(z>0.2)=\left(9.46 \pm 0.19_{\mathrm{stat}} \pm 0.07_{\mathrm{syst}}\right) \times 10^{-7}
$$

The statistical uncertainties are due to the limited size of the signal sample. The individual contributions to the systematic uncertainties are listed in Table 5 . The $d \Gamma / d z$ spectrum corresponding to the central value of $\hat{c}$ obtained from the ChPT fit, and the differential decay widths in the $z$ bins obtained from the model-independent measurement, are displayed in Fig. 6.

The $\operatorname{ChPT} \mathcal{O}\left(p^{6}\right)$ decay amplitudes $A\left(\hat{c}, z, y^{2}\right)$ and $B(z)$ depend on external parameters, which are fixed in this analysis as summarised in Table 4. The quantities $\hat{c}$ and $\mathcal{B}$ measured in the $\operatorname{ChPT} \mathcal{O}\left(p^{6}\right)$ framework are compared to the previous measurements [4, 5, 6] in Fig. 7. Also shown are the $\hat{c}$ values obtained using the same sets of external parameter values as each of the previous measurements (Table 4): the $\hat{c}$ value depends significantly on the external parameter values. The dependence arises mainly from the sensitivity to $\xi_{1}$, with the derivative $\partial \hat{c} / \partial \xi_{1}=$ $-1.0 \times 10^{8}$. On the other hand, the sensitivity of $\mathcal{B}$ to external parameter values is negligible with respect to the uncertainties quoted above, the largest derivative being $\partial \mathcal{B} / \partial \zeta_{1}=-1.8$. Uncertainties in $\hat{c}$ and $\mathcal{B}$ due to those in the external parameters are not quoted.

The measured values of $\hat{c}, \mathcal{B}$ and $\mathcal{B}_{\mathrm{MI}}(z>0.2)$ are consistent within one standard deviation with the earlier measurements $[4,5,6]$ when the same sets of external parameter values are used, and are obtained with an improved precision.

## 7 Search for the $K^{+} \rightarrow \boldsymbol{\pi}^{+} \boldsymbol{a}, \boldsymbol{a} \rightarrow \gamma \gamma$ decay

An axion-like particle (ALP, a) coupling to gluons is considered in one of the hidden-sector scenarios known as BC11 [19, 20, 21]. For ALP masses $m_{a}<3 m_{\pi}$, the ALP decays almost exclusively into photon pairs. A search for the $K^{+} \rightarrow \pi^{+} a, a \rightarrow \gamma \gamma$ decay chain is performed as a peak search in the distribution of the missing mass of the $K_{\pi \gamma \gamma}$ candidates, $m_{\text {miss }}=$ $\sqrt{\left(P_{K}-P_{\pi}\right)^{2}}$, where $P_{K}$ and $P_{\pi}$ are the reconstructed $K^{+}$and $\pi^{+}$four-momenta.

The signal is investigated in 287 mass hypotheses in the search range of $207-350 \mathrm{MeV} / c^{2}$, with a step of $0.5 \mathrm{MeV} / c^{2}$. The lower limit of the range is chosen to avoid background from the non-gaussian tail of the $K_{2 \pi}$ decay. The signal region in each $m_{a}$ hypothesis is defined as $\left|m_{\text {miss }}-m_{a}\right|<1.5 \sigma_{m}$, where $\sigma_{m}$ is the $m_{\text {miss }}$ resolution evaluated with simulations. The resolution improves from $2.0 \mathrm{MeV} / c^{2}$ to $0.2 \mathrm{MeV} / c^{2}$ across the search range.

In each mass hypothesis, the background in the signal region, $N_{\text {exp }}$, is determined from simulations including the $K_{\pi \gamma \gamma}$ contribution according to the ChPT $\mathcal{O}\left(p^{6}\right)$ description (Section 6) and the backgrounds to the $K_{\pi \gamma \gamma}$ decay (Section 4). The uncertainty in the estimated background, $\delta N_{\text {exp }}$, is evaluated considering the uncertainties in $\hat{c}$ and in the contributions from backgrounds to the $K_{\pi \gamma \gamma}$ decay. Upper limits at $90 \%$ CL of the numbers of signal events, $N_{S}$, are computed using $N_{\text {obs }}, N_{\exp }$ and $\delta N_{\text {exp }}$ using the CL L $_{\mathrm{S}}$ method [22]. The values of $N_{\text {obs }}, N_{\text {exp }}$ with $\delta N_{\exp }$, the observed upper limits of $N_{S}$, and the expected $\pm 1 \sigma$ and $\pm 2 \sigma$ bands of variation of $N_{S}$ in the null hypothesis are displayed in Fig. 8 (left). The sensitivity of the search is limited by the $K_{\pi \gamma \gamma}$ background. No statistically significant evidence for the $K^{+} \rightarrow \pi^{+} a, a \rightarrow \gamma \gamma$ decay chain is observed.

Under the assumption of a prompt $a \rightarrow \gamma \gamma$ decay, upper limits of the branching ratio $\mathcal{B}\left(K^{+} \rightarrow \pi^{+} a\right)$ are evaluated in each $m_{a}$ hypothesis using the relation

$$
\mathcal{B}\left(K^{+} \rightarrow \pi^{+} a\right)=\frac{N_{S}}{N_{K} \cdot A_{S}},
$$

where $A_{S}$ is the selection acceptance for the prompt $a \rightarrow \gamma \gamma$ decay evaluated with simulations, which decreases from $8 \%$ to $1 \%$ across the search range. The resulting upper limits at $90 \%$ CL are shown in Fig. 8 (right).


Figure 8: Search for ALP production and decay. Left: observed and expected numbers of events, and upper limits at $90 \%$ CL of the number of signal events with their expected $\pm 1 \sigma$ and $\pm 2 \sigma$ bands in the null hypothesis for each ALP mass value considered. Right: upper limits at 90\% CL of $\mathcal{B}\left(K^{+} \rightarrow \pi^{+} a\right) \times \mathcal{B}(a \rightarrow \gamma \gamma)$ in the prompt decay assumption with their expected bands.

Under the assumption of non-zero ALP mean lifetime, $\tau_{a}$, the signal selection acceptance decreases as a function of $\tau_{a}$ due to underestimation of the quantity $m_{\pi \gamma \gamma}$ for events with displaced $a \rightarrow \gamma \gamma$ decay vertices. The signal selection has non-zero acceptance for $a \rightarrow \gamma \gamma$ decay vertices displaced up to 10 m with respect to the $K^{+}$decay vertex. The $m_{\text {miss }}$ resolution does not depend on $\tau_{a}$ because $m_{\text {miss }}$ is evaluated using the GTK and STRAW information only. To account for the reduction of signal acceptance, the upper limits of $\mathcal{B}\left(K^{+} \rightarrow \pi^{+} a\right)$ obtained in the prompt decay assumption are divided by a signal acceptance loss function parameterised empirically as follows:

$$
f\left(\tau_{a}\right)=\frac{2}{\pi} \arctan \left(\frac{0.1366}{\tau_{a}}-\frac{0.0042}{\tau_{a}^{2}}+\frac{0.0002}{\tau_{a}^{3}}\right),
$$

with $\tau_{a}$ expressed in ns. This function tends to unity for $\tau_{a} \rightarrow 0$, and decreases with $\tau_{a}$ : $f(0.25)=0.29, f(0.5)=0.16, f(1)=0.08, f(3)=0.03$. The parameterisation is accurate to a $20 \%$ precision for $\tau_{a}<3 \mathrm{~ns}$ for all $m_{a}$ values within the search range. The search has no sensitivity for $\tau_{a}>3 \mathrm{~ns}$ as the ALP becomes practically invisible.

The free parameters of the BC11 scenario are the ALP mass and coupling strength ( $m_{a}$, $\left.1 / f_{G}\right)$. The upper limits obtained at $90 \%$ CL for $\mathcal{B}\left(K^{+} \rightarrow \pi^{+} a\right)$ are interpreted in the BC11 framework considering the dependence of $\mathcal{B}\left(K^{+} \rightarrow \pi^{+} a\right)$ and $\tau_{a}$ on the free parameters ( $m_{a}$, $\left.1 / f_{G}\right)$ provided in [23, 24]. The results are shown in Fig. 9. The ALP proper mean lifetime scales as $\tau_{a} \sim f_{G}^{2}$, which makes the ALP effectively invisible for $1 / f_{G}<1 \mathrm{TeV}^{-1}$. The search is limited by background, therefore the lower bound of the excluded region scales as $1 / f_{G} \sim N_{K}^{-1 / 4}$.

Dedicated searches for the $K^{+} \rightarrow \pi^{+} X_{\text {inv }}$ decay with an invisible particle in the final state performed by the NA62 experiment in the mass range $0-260 \mathrm{MeV} / c^{2}[9,25]$ also have sensitivity to the long-lived ALP in the BC11 scenario. The corresponding exclusion regions at $90 \% \mathrm{CL}$ on the ALP coupling in the BC11 scenario, obtained using the published upper limits of $\mathcal{B}\left(K^{+} \rightarrow\right.$ $\pi^{+} X_{\text {inv }}$ ) [9,25] accounting for the dependence of the signal acceptance on the assumed ALP lifetime, are shown in Fig. 9. The $K^{+} \rightarrow \pi^{+} X_{\text {inv }}$ search [9] is not limited by background, is sensitive to a wide $\tau_{a}$ range, and uses a non-downscaled trigger line. The combined effect of these


Figure 9: Excluded regions at $90 \%$ CL in the BC 11 scenario parameter space ( $m_{a}, 1 / f_{G}$ ). Limits obtained from the present search for the $K^{+} \rightarrow \pi^{+} a, a \rightarrow \gamma \gamma$ decay, and from earlier NA62 searches for the $K^{+} \rightarrow \pi^{+} X_{\text {inv }}[9]$ and $\pi^{0} \rightarrow X_{\text {inv }}[25]$ decays are shown as coloured areas. Other experimental limits on the BC11 scenario [26] are shown as grey shaded areas.
three factors is a far greater sensitivity to $1 / f_{G}$ than the $K^{+} \rightarrow \pi^{+} a, a \rightarrow \gamma \gamma$ search. There is no sensitivity for $m_{a}=m_{\pi 0}$ as the ALP decays promptly in this case, and the asymmetry of the exclusion region in the vicinity of $m_{\pi 0}$ is due to the asymmetric behaviour of the ALP lifetime [24]. The results obtained are in agreement with an independent interpretation of the NA62 data (Fig. 5-left of [26]). Note that the convention for the ALP coupling used in this analysis and in $[23,24,26]$ differs by a factor of $4 \pi^{2}$ from the convention used in [19, 20, 21].

## Summary

A study of the $K^{+} \rightarrow \pi^{+} \gamma \gamma$ decay is reported by the NA62 experiment at CERN, based on 3984 candidates collected in 2017-2018 in the kinematic range $z>0.2$ with an estimated background of $291 \pm 14$ events. The ChPT contribution at next-to-leading order, $\mathcal{O}\left(p^{6}\right)$, must be taken into account to describe the observed di-photon mass spectrum. Using this description, the $\hat{c}$ parameter is measured to be $1.144 \pm 0.077$, and the decay branching ratio in the full kinematic range is found to be $(9.61 \pm 0.17) \times 10^{-7}$. The first search for production and prompt decay of an axion-like particle with gluon coupling in the process $K^{+} \rightarrow \pi^{+} a, a \rightarrow \gamma \gamma$ is also reported. The results are used to establish an exclusion region in the parameter space of the BC11 scenario.
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