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Abstract



This paper reports on a study conducted with 42 participants from a Chilean university, which aimed to determine the effect of mode of response on test performance and test-taker perception of test features, by comparing a semi-direct online version and a direct face-to-face version of a speaking test. Candidate performances on both test versions were double-marked and analysed using both classical test theory and many-facet Rasch measurement. In order to gain an insight into students’ perceptions of the two modes of delivery, we also asked candidates to complete a questionnaire after sitting each version. The many-facet Rash analysis showed no significant difference in the difficulty of the two versions of test. Nonetheless, there was a significant preference among candidates for the face-to-face version across a number of different features of the test.
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The effect of mode of response on a semi-direct test of oral proficiency

I. Introduction
Over the years, the use of computer technology has been an important feature of language assessment, including the testing of oral language proficiency. However, there is still no consensus as to which method of harnessing the opportunities provided by computer technology is the most effective for oral assessment, nor has the field come to an agreement concerning the question whether computer-delivered speaking tests can provide a valid alternative to face-to-face assessment. 
A number of issues underlie the reservations and generally cautious approach to the use of computer technology in the assessment of speaking. Perhaps first and foremost is the threat of construct under-representation through the lack of interaction in computer-based tests. Second, the issue of authenticity arises; that is, to what extent a test or task delivered through a computer can simulate a genuine Target Language Use (TLU) domain (Bachman & Palmer, 1996; Lewcowicz, 2000;). Third, there is the danger of construct-irrelevant variance through the mode of delivery of the test, in other words, the test method effect (Bachman & Palmer, 1996), which has implications for the nature of the input as well as the expected response. Fourth, the issue of test appeal has been adressed, often focusing exclusively on test-taker perceptions, though some studies (e.g., Dean, 2008; Qian, 2009) have investigated the wider stakeholder implications of online testing of oral proficiency. 
It is these last two issues which this study addresses: a) the impact of mode of response on candidate performance when comparing an online oral assessment with a face-to-face equivalent; and b) test-takers’ reactions to the two versions of the test. It is hoped that the study will add to the body of research into the validity, reliability, practicality and impact of online assessment of speaking, and also provide substantial groundwork for continued research into the application of this method of oral testing in other contexts.
Our study is set in the specific context of Chile, where the geography and demographics of the country created the need for this research. Chile is 4000 kilometres long but rarely more than 200 kilometres wide, and almost a third of the population live in the capital, Santiago (Wolfram Alpha, 2009). For the remainder of the population, spread along the length of the country, access to formal language testing opportunities is minimal. There is a demand for both high-stakes language assessment and low-stakes placement testing instruments to help assign students to classes on blended and distance language learning programmes. For example, to celebrate 200 years of Chilean independence in 2010, the Chilean government awarded a large number of scholarships to study abroad. The only IELTS centre is in Santiago, and consequently many candidates travelled over a thousand miles to take the exam without even knowing whether they were even close to achieving a score suitable for university entrance. In another example, the country’s largest technical college has 25 branches spread over 3000 miles, all offering English classes, and a need to diagnose teachers’ foreign language proficiency to centrally organise training courses. In order to meet these demands and provide access to language testing opportunities to students in remote geographical areas, the introduction of on-line assessment seems to be inevitable in Chile. 
Our research is novel in several aspects. First of all, our study differs from previous research (e.g., Kenyon & Tschirner, 2000; O’Loughlin, 2001; Stansfield 1990, 1991; Stansfield and Kenyon, 1989, 1992) because its aim was not to compare a Simulated Oral Proficiency Interview (SOPI) with an Oral Proficiency Interview (OPI) and replicate the repeated prompt-response format of an OPI on computer or tape. Instead we first designed a task-based oral language test in computer-mediated format and then created a face-to-face version of the test to provide contrast and assess the test-method effect. Another innovation in this study is the use of video as input. Studies on the effect of the use of video have centred mainly on listening tests. Moreover, there are very few studies including video in the design or development of computer-based tests of speaking (e.g., Baltova, 1994; Brett, 1997; Gruba, 1993, 1997; Secules, Herron & Tomassello, 1992 as reported in Mousavi, 2007). Finally, many earlier studies focused largely on correlations to examine the parallelness of computer-mediated and face-to-face tests (e.g., Stansfield 1990, 1991; Stansfield and Kenyon, 1989, 1992), whereas in our study we also used many-facet Rasch  measurement to establish the effect of mode on test-performance.

II. Literature Review
Semi-direct tests were originally designed in the form of tape-mediated, simulated oral proficiency interviews (SOPIs) to assess oral proficiency. For a long time, this form of testing was considered a lower-order substitute for direct tests (Clark, 1979). With the development of modern information technology, however, semi-direct tests have gained in popularity and are now widely used to evaluate candidates’ oral language competence. 

The input for SOPIs has traditionally been in the form of a prompt on a tape recording and an accompanying printed test booklet, and examples of common tasks types include reading aloud, sentence completion, naming nouns or verbs in drawings, describing a single picture and describing a picture sequence (Stansfield, 1989). Although the majority of research in the testing literature has focused on the tape-mediated simulated oral proficiency interview (e.g., Brown, 1993; Luoma, 1997; Lumley & O’Sullivan, 2005; Shohamy, 1994), other examples of semi-direct testing have included use of language laboratories, video-conferencing and the telephone (Mousavi, 2007), as well as the uses of computer technology.
Despite the previously-acknowledged conception of SOPIs as an imperfect substitute for use only when an OPI is impossible, there are a number of key benefits to be highlighted. The advantages claimed for semi-direct testing are the following: a) the ease of administration; b) the possibility of bulk administration of assessments; c) the possibility of “…controlling the reliability of scoring and the quality of the elicitation procedure” (Stansfield & Kenyon, 1997), which is ensured by the uniform administration process of the semi-direct test and by allowing raters to listen to or watch candidate performance several times if necessary in the rating process; d) the fact that training of assessors need only focus on the rating procedure rather than the conduct of the test itself as assessor / interlocutor (Kenyon & Tschirner, 2000); and e) the increased access to testing for candidates (O’Loughlin, 2001).
Nevertheless, since the advent of semi-direct testing of oral proficiency, there have also been serious reservations expressed about the validity of SOPIs, particularly in terms of the fact that “…the interactive discourse-management aspects of the student’s overall speaking proficiency cannot be readily assured” (Clark, 1986). Additionally, research has shown that raters can underestimate the scores of more proficient test-takers when comparing assessment of live performances with ratings of audio recordings (Nambiar & Goon, 1993). Other problems highlighted are the following: a) the lack of authenticity in a semi-direct test, exacerbated by the fact that the examiner and the candidate cannot see each other and thus they are not able to rely on visual clues in their interaction; b) the inability of the assessor to elicit a longer or clearer sample if necessary; c) technical difficulties affecting recording quality; d) the fear of the microphone; and e) the fact that “…a recorded test gives the learner nothing to take away” …in terms of knowing a score or learning from errors (Underhill, 1987, pp. 35-6).
Some of these disadvantages have been reduced by the pervasiveness of the computer in the lives of many of the citizens in the developed world, and certain factors such as computer anxiety and familiarity with computer technology might no longer create construct-irrelevant variance (Mousavi, 2007). However, test method effect might still play an important role in computer-based tests. Since the 1980s, a range of studies have (e.g., Brown, 1993; Luoma, 1997; Mousavi, 2007; O’Loughlin, 1997; Shohamy, 1994) been conducted into the equivalence of semi-direct tests of speaking with their direct counterparts. The majority of these studies correlated scores across the two test formats, and many of the recent studies also investigated candidate output in terms of discourse analysis (e.g., Luoma, 1997; O’Loughlin, 1995). While correlations between semi-direct and direct tests have generally been high, and in all cases statistically significant, analysis of candidates’ discourse has revealed differences between the samples elicited by the different modes of testing. 
Research on the construct validity of computer-based tests should also address the way in which the test-delivery tools employed are already used by candidates in other, non-testing contexts; tools such as video-based online interaction platforms, and the use of voice-recording software and hardware. Consequently, studies in this area should investigate test-takers’ perceptions of the different modes of delivery and ‘fitness for purpose’ as well as ‘enjoyment’, ‘confidence’ and ‘comfort’ with the technology. Currently only a few studies have included an analysis of test-takers’ perceptions. Test-takers were generally found to be in favor of human interaction in oral proficiency assessments (e.g., Dean, 2008; Qian, 2009).
Based on the context and needs defined at the outset, and the review of relevant literature in the field presented above, in the current study we intended to address the following research questions:
1. How does the mode of response affect candidates’ performance on a semi-direct computer-assisted test and a face-to-face test?
2.  What are test-takers’ attitudes to the two modes of delivery in terms of administration, fairness and fitness for purpose?

III. Method
III. 1. Participants 
Forty-two students from four different year groups at the Universidad Chileno Britanica de Cultura in Santiago, Chile participated in the study. There were 10 students from each of the 1st and 4th years, and 11 students from each of the 2nd and 3rd year classes. Participants ranged in age from 18 to 37 and all but one were native Spanish speakers (the exception was a Polish speaker). Twenty-six of the participants were female and 16 were male, and all were studying for a degree in ‘Pedagogia en Ingles’, essentially an English teaching degree. Due to this fact, the level of English proficiency was relatively high compared to a cross-section of Chilean university students across all subjects, and was in the range of Common European Framework  of Reference (CEFR) B1 to C1 levels (based on university entrance tests, teacher assessment and international exam results). Participants’ familiarity with computer technology ranged from those who claimed they “don’t like and try to avoid using computers” to those who spent upwards of three hours a day online and use all the types of application employed in this test regularly.
III. 2. Instruments
III.2. a Speaking tests
Two versions of the speaking test were constructed in parallel in order to help maintain equivalence in terms of test content. The online test was constructed using the Questionmark Perception v4.4 platform (www.questionmark.co.uk) which is a sophisticated test-delivery platform. Three test tasks were selected from the speaking component of a diagnostic test developed at the Universidad Chileno-Britanica, which aims to help in the design of appropriate distance-learning programmes for students. All tasks involve task instructions presented in English and Spanish and input in the form of a short video clip.
The first task (i.e., Task 1) was an introductory task in which the woman in the video invites candidates to introduce themselves and talk about their plans for the future. These task instructions were also written below the video in Spanish and English. 
The second task (i.e., Task 2) contained a silent video of a street robbery, and candidates were asked to give an official statement describing the incident and a detailed description of the thief. These instructions were presented in English and Spanish below the video.
The third task (i.e., Task 3) contained a silent video of a woman experiencing various problems with her rented apartment: the air vent in the door fell out when the door was closed, there was water dripping from the ceiling, the water heater was broken and the toilet did not flush. Candidates were asked to record a message for the landlord of the apartment describing the problems and asking for them to be resolved.

In all three tasks the candidates had the option of watching the video as many times as they like. They were instructed to speak for at least a minute and that they had a maximum of three minutes for each task response. They recorded their response on a voice-recording application below the video and task instructions, in which they could see the time recorded. The students were not allowed to take notes or write down their responses to the task. There was a time limit of 25 minutes for the three tasks, displayed on a countdown clock permanently visible in the corner of the screen. This was considered to be a generous time limit, designed to allow for delays in streaming of the videos over weaker internet connections, and none of the 42 candidates used the full 25 minutes in their recording of the three tasks.
In the face-to-face version of the test, the candidates were greeted by the interlocutor and sat facing him/her across a desk, with a laptop computer facing the candidate on the desk. The interlocutor began the test by displaying the same Task 1 instructions as in the online test, in English and Spanish, on a piece of paper in front of the candidate and repeating the same instructions as in the online Task 1 video. 
When the candidate had finished introducing themselves, the interlocutor thanked them and announced part two of the test. The candidate’s attention was directed to the computer screen and the Task 2 instructions were placed on a sheet of paper in front of the candidate. They were invited to touch the mouse pad to start the Task 2 video, and told that they may watch the video as many times as they like, and could begin speaking when they were ready.
When the candidate had finished speaking, the interlocutor repeated this procedure for part three of the test. When the candidate finished responding to Task 3, the interlocutor announced the end of the test and thanked the candidate.
The interlocutor was instructed to interact with the candidate during their spoken responses only in the form of non-linguistic interaction (i.e. facial expressions, nods, eye contact and invitations to continue – “uh-huh”). The interlocutor was instructed not to ask follow-up questions in any part of the test. No time limit was imposed on the candidate either in the individual tasks or on the overall test, and no candidate exceeded 15 minutes for the whole test.
III.2. b The questionnaire
In order to design the questionnaire instrument, two students from the university not part of the main sample population were asked to take both versions of the test, and the first author conducted an unstructured informal interview with each one. These students offered their opinions of the two tests and factors which had affected them in each version. Their responses were recorded, transcribed and analyzed to form the question topics for the questionnaire instruments. The final format of the questionnaire was administered in Spanish and addressed the following main topics: presence of examiner vs. presence of others in computer laboratory, use of voice recording application vs. eye contact / visual feedback from examiner, control of flow of test, preparation time and approach, opportunity to give best performance, fairness of mode of response, comfort with tasks and pressure of handling technology in online version
The questionnaire consisted of 26 Likert-scale type items, in which students had to mark the extent to which they agreed with statements on a 5-point scale, where 1 meant strongly disagree and 5 strongly agree. Participants were asked to complete the questionnaire immediately after completing each version of the test, on paper in the case of the face-to-face test, and online via a link from the final screen of the online test. It took between 5 and 10 minutes to fill in the questionnaire depending on whether candidates took advantage of the opportunity to add additional comments at the end. In the present paper we only analyzed the questions that had direct parallels for both forms of the test. Questions that were relevant for one of the administration conditions only, such as item 13, which enquired into how the non-verbal communication clues of the live assessor were perceived to affect students’ performance, were omitted from the analyses in the current study

III. 3. Procedures
The two versions of the tests were administered to the participants in eight administration sessions, four in August 2009 and four in September 2009. The online tests were conducted in the university computer laboratory, with each student in individual booths with headphones and a microphone. The face-to-face sessions were conducted in an interview room with one candidate and one interlocutor. The face-to-face tests were recorded on an mp3 player. The 42 students were split into four groups for administration purposes (two groups of 11 and two groups of 10). Two groups (22 students) took the online version of the test first, and the other two groups (20 students) took the face-to-face version first. This counter-balance of task administration conditions was necessary for us to be able to analyze whether the order in which students completed the different versions of the test had an effect on their performance. The slight imbalance in group size was unavoidable due to participant non-attendance on the day of the face-to-face test. All candidates took the other version of the test after a period of three weeks. Given the identical content of the test versions, it was important to have this significant time period between the administration sessions to reduce possible test-practice effects, but this period was not so long that significant advances would be made in oral proficiency between the sessions (Weir & Wu, 2006).
Two pairs of raters evaluated each candidate on the two versions of the test. Because of the danger of raters recognizing candidates, and following the advice of Kenyon and Tschirner (2000) to avoid single-ratings, it was felt preferable for each rater only to rate each candidate on one of the versions, either as first or second marker. Consequently, each candidate was assessed by all four raters, as first or second rater on the face-to-face or online version.
The raters were all trained in a one-day session during which the raters were familiarized with the rating scale (see Appendix 1) and discussed a sample responses for each task at levels of performance agreed by the diagnostic test development team. Subsequently, following a process described by Lumley and O’Sullivan (2005) and following the statistical procedures outlined in Alderson, Clapham and Wall (1995), the raters were asked to mark ten sample tasks, submit their scores for each task, and mark the same ten tasks in a different order one week later. Scores were analyzed for inter-rater and intra-rater reliability, and a co-efficient of >.85 was required to take part in the study. Inter-rater reliability ranged from .87 to .97, and all intra-rater reliability coefficients were higher than .90 in the training sessions. 
The responses were rated according to a six-band scale in four criterion areas (Accuracy of Grammar and Vocabulary, Task Achievement and Discourse Management, Fluency and Delivery, and Pronunciation). The six band areas are designed to relate to the CEFR scales from A1 to C2. The rating scale (see Appendix 1) was designed by a team of five experienced oral examiners (accredited as examiners for the five levels of the Cambridge main suite of exams, and current International English Language Testing System (IELTS examiners). The scale was created to be directly relevant to assessment of the task types detailed in the test content above, and following guidelines on familiarity with, and application of, the CEFR Spoken Production scales as outlined in the Council of Europe Manual (Council of Europe Language Policy Division, 2009).
III. 4 Analyses
We conducted two types of analysis. For the analysis of the effect of administration mode on the final scores and on test-taker perceptions, we used paired-sample t-tests and correlations. In order to compensate for the effects of multiple testing, the Bonferroni-correction formula was applied (Bonferroni, 1936). Due to the relatively small number of participants, the level of significance was set somewhat higher at p <.01 than the one arrived at with the use of the formula so that we would avoid making a Type II error. 
We also used many-facet Rash measurement to analyze how band-scores awarded on the rating criteria differed in the two administration modes. Rating criteria and administration mode were modeled using the FACETS program (Linacre, 1989; Linacre, 2009). FACETS provided estimates of examinee ability, rating scale, and administration mode difficulty.  The program also calculated measurement figures indicating the relative difference between administration modes, rating criteria and tasks. The three facets comprised the candidates, the mode of administration and the scores on the rating criteria. Due to the small number of participants additional facets such as rater severity could not be included in the Rasch model. We used a rating scale model in the analysis. 
IV. Results
IV. 1. Test performance 
Analyses of candidate scores on the two test versions were performed in order to answer our first research question concerning the effect of the mode of response on candidate performance on the two versions of the test.
First inter-rater reliability figures were calculated. The Cronbach alpha coefficient for the marking of computer-mediated test performance was 0.84 and for the face-to-face version was .85. These coefficients are not as high as may have been hoped for, but they are within the acceptable range given the high levels of inter-rater reliability demanded in the standardisation procedure.  In all subsequent analyses, we used the candidates’ combined scores awarded by the two raters. 
Secondly, we ran a series of independent sample t-tests to determine whether the order in which candidates took the two versions of the test had any effect on the results. These tests compared the mean scores on the face-to-face version of those who took the face-to-face version first with those who took it second. We ran the same set of t-tests on the scores from the online version. In all cases, the difference between the means was not significant at the p < .01 confidence level (F2F scores: t=0.738, df = 40 p=0.472; online scores: t=1.571 df = 40, p =0.125). Consequently, the order in which the two test versions were taken by candidates in the study was not deemed to be a significant factor. 
As can be seen in Table 1, the two versions had very similar means and standard deviations, with the face-to-face version having a slightly higher mean and larger standard deviation. The distribution of the scores could be considered normal. As regards band scores, only four of the possible six band scores were awarded in both versions, and the vast majority of candidates were awarded a Band 3, 4 or 5. 
Insert Table 1 around here
In order to determine the effect of the mode of response on performance, we ran a series of paired-sample t-tests to assess the significance of differences between means in the total test scores, task scores, and criterion area scores. We also carried out correlational analysis to investigate the strength of relationship between the scores in the two administration conditions. Considering the total scores, there is a significant and strong correlation between the two sets of scores (r = .85), and the t-test shows no significant difference between means on the two versions of the test. In terms of the three tasks in both versions of the test (i.e., the introductory monologue, the monologue police report, and the monologue complaint to a landlord), there was also no significant difference in any of the means at the p <.01 level.  The correlations between the two versions on each of the tasks were also very strong. If we compare the band scores, however, only 67% of candidates would have been awarded the same overall band on both versions, with the remaining 21% receiving a higher band score and 12% a lower band score on the face-to-face than on the computer-mediated version. 
In terms of the criterion areas evaluated on each of the tasks, some variation in the strength of relationships and in mode-related differences could be observed. An interesting result was the equivalence in means between scores awarded for fluency and delivery on the two versions. In the online version, the means were slightly higher for task achievement, but this difference did not prove to be significant. The t-test results for grammar and vocabulary indicate that the students were judged to perform somewhat better in these areas in the face-to-face version than in the online version, but this difference did not reach the level of significance set for the study. The figures concerning the scores awarded for pronunciation suggest that the raters perceived significant differences in performance on the two versions, but the effect size for this difference was small (Cohen’s d =.28). The strongest relationship among the criterion areas was found in grammar and vocabulary, and although all the correlations were significant at the p < .001 level and can be considered strong, the co-efficient of determination (r2 = .53) concerning task achievement in the two versions means can be considered low as it shows that 47% of the variance is not shared between these two variables.
We also used many-facet Rasch measurement to test the effect of administration mode on band-scores. The band-scores originally formed a 6-point rating scale, but because the students’ scores fell only in four bands, in the Rasch analysis a 4-point rating scale was used. Figure 1 provides an overview of the candidates’ ability, the effect of mode and differences in rating criteria mapped on a common logit scale. The figure indicates that there is less than one logit score difference between the computer-administered and face-to-face version of the test. The chi-square statistics reveal that the administration mode does not have a significant effect on the difficulty of the test (fixed χ2 = 3.0, df = 1 p = .08). Table 2 also indicates appropriate infit mean-square values (within the range of 0.7 to 1.3 – based on McNamara, 1996), which shows that the participants’ scores fit appropriately in the Rasch model.  In addition, both the separation index and the separation reliability for the mode of administration are low (separation index =.72; separation reliability =.45) suggesting that the mode of delivery does not have a significant effect on the scores.  The rating criteria were not found to differ significantly in difficulty either (fixed χ2 = 5.9 df = 3  p = .12 separation index = 1.12 separation reliability =.65).
Insert Table 2 around here
Insert Figure 1 around here

IV. 2. Test-taker perceptions
The questionnaires administered immediately after each test versions were analyzed and in the case of items which had a direct parallel item in both surveys, paired-sample t-tests were used to detect differences in test-takers’ perceptions. The reliability of the face-to-face version of the questionnaire, as measured by Cronbach alpha, was 0.75 and for the online version 0.73. Given the fact that the questionnaire aimed to tap into different constructs such as perceived fairness and students’ attitudes about the specific features of the administration conditions, these figures can be considered acceptable. Table 3 gives an overview of the descriptive statistics as well as the differences in the two modes. The responses range from the strongly agree option (value 5) to the strongly disagree option (value 1).
Insert Table 3  around here

The results of the questionnaire survey show a number of areas in which the students hold different views concerning the two modes of delivery. Most importantly, there is a significant difference in the way the candidates in this sample view the fairness of the two versions. Despite the fact that the majority of test takers saw both versions as fair tests of their speaking ability, the face-to-face version received significantly higher ratings. The effect size for this difference can be considered large (d=.78). The clarity of instructions was evaluated equally on both versions. However, candidates felt that that the response-time counter in the online version helped them to feel satisfied that they had given a response of sufficient length to each task as expressed in the task instructions. Interestingly, despite the opportunities for control over planning time offered to candidates in the online version, responses on the adequacy of planning time were significantly in favor of the face-to-face version. We have to note, however, that for the majority of the questions the mean value of responses is above 3.0 (i.e., the middle point of the scale), which suggests that the participants in general held positive attitudes towards both versions of the test. 
V. Discussion
Our first research question concerned the effect of mode of delivery on candidate performance. The lack of statistically significant differences between the means in all of the areas, except for pronunciation, suggest that there is no major change in candidates’ performance on monologic speaking tasks when the response is delivered via a microphone on a computer. Nevertheless, despite the highly significant correlations in all criterion areas and in the total scores, the results might indicate that there are candidates whose performance was different in the two modes of delivery. In terms of the total score, the overlap between the variance of the two tests is only 72.25% (r = .85), and the fact that 33% of the students would have been awarded a different band score in the two versions also suggests some potential variation in the students’ performance on the two occasions. The Rasch analysis, however, shows no significant difference in the difficulty of the two versions of the test. The explanation for the somewhat contradictory results might lie in the nature of information the different statistical analyses yield. The paired-sample t-tests show if there is any statistically significant difference in the group means, and as such provides information on the performance of the group as a whole. Small differences between individual scores that are statistically non-significant (albeit, resulting in different band scores) may not be detected by using the paired-sample t-test. The correlational analysis describes the strength of relationship between the two administration conditions. High correlations might be achieved even if students score differently in the two versions. If, for example, students earn consistently higher scores in the face-to-face version of the test than in the online administration mode, correlations can still remain high. Unlike analyses such as t-tests and correlations, the Rasch analysis does not rely on raw scores, but uses logit scores instead, and consequently can yield reliable information on whether the fact that the test was administered under different conditions has an effect on test performance. 
Several pieces of evidence from this research would lead to the general conclusion that in the case of identical monologic tasks elicited by video-input, the mode of test-administration has no significant impact on the difficulty of the test. The strongest argument for our claim is provided by the Rasch analysis, which shows no administration mode-effect. Another factor to consider is that even in cases when the same test is administered twice under identical circumstances, test-retest reliability estimates rarely show a perfect correlation. The correlation co-efficient of .85 in our study would even be an acceptable indicator of test-retest reliability as people are unlikely to display exactly the same performance when taking the same test. The fact that 33% of the students would have received a different band score may not suggest that the mode of administration has a considerable impact on oral performance but that the awarded total band scores may not provide highly reliable information about the candidates’ abilities. As the Rasch analysis indicates, one solution to this problem might be converting band scores to logit scores and reporting results to students and other stakeholders based on the logit scores and not on the raw scores.
Our findings seem to be mainly in line with studies which have suggested that the computer-administration mode has a limited effect on oral-proficiency test scores. The range of correlations between the two versions of the test are slightly lower than those reported in Stansfield and Kenyon (1992) and Shohamy (1994), but they are higher than in Mousavi (2007). Our study thus adds further research evidence that the computer-administration mode does not seem to produce construct-irrelevant variance.
We have to note, however, that even though the difficulty of the two versions of the test does not seem to differ in terms of the final band scores awarded as shown by the many-facet Rash analysis, minor differences still exist between them. One of these concerns the rating of pronunciation. Candidates were judged to perform significantly better in terms of pronunciation in the face-to-face version of the test than in the computer-administered version. Although the effect size was small, this indicates that some technical aspects of computer administration such as the presence of others in the computer-lab or having to talk using a microphone might affect candidates’ pronunciation. Clarity of online recordings is not considered to have been a factor in this study as none of the raters reported any problems with the online audio files, and all are familiar with the kind of problems which can occur, having rated candidate spoken responses online in other situations. Another aspect of performance that might be influenced by the mode of administration is task achievement, as this was the criterion which showed the smallest overlap in variance in the scores achieved. One possible explanation for this might be that in the face-to-face version of the test, students might have paid more attention to the accuracy of performance at the expense of the content of the task as evidenced by the slightly higher vocabulary and grammar scores in the face-to-face versions and by the mean values of the item in the questionnaire which enquired into concerns about mistakes.
Test-taker perceptions were generally found to be favorable concerning both versions of the test. The mean scores on the relevant questionnaire items suggest that students agreed that both the online and the face-to-face versions of the test were fair and that preparation time was sufficient under both conditions.  The participants also concurred that the task instructions were clear, although their opinion was somewhat less favourable especially in the face-to-face mode with regard to how long they should speak in each task. Students found it a useful feature of the computer administered version of the test that a clock was displayed, which reminded them how long they should speak (or had spoken) for each of the tasks. 
The test-taker perceptions, however, seem to suggest some differences concerning the candidates’ attitudes to the two administration modes. The significant difference in terms of perceptions of fairness might indicate that candidates do not fully accept the computer-administered test as equivalent to the face-to-face test. This corroborates the findings of Luoma (1997), Dean (2008), and Qian (2009), who all found that fairness ratings were significantly in favor of the face-to-face version. It is also important to note, however, that 66.7% of candidates did view the online test as a fair way to assess their speaking ability – a contrast with Dean’s (2008) study in which a majority did not rate an SOPI as an acceptable method of oral testing
In contrast to the assertions of Malabonga et al. (2005) that candidates prefer the control over planning time which a computer-based test offers, candidates in this study rated the preparation time in the face-to-face version more highly. One possible reason for this is that in each task candidates were explicitly offered the option of watching the video a second time to help their preparation, and they did not have the external time limit of 25 minutes which was present in the corner of the screen in the online version.

VI. Conclusion and limitations
The results of our study suggest that the computer-administered version of a speaking test which assesses candidates’ ability using monologic tasks may not be different in difficulty from the face-to-face version of the test. Therefore, it might be assumed that the fact that the test was delivered with the help of computer-technology may not cause construct-irrelevant variance. Minor differences between the two administration modes could be observed in the assessment of pronunciation, but concerning the final band scores awarded, the two versions may be regarded as being parallel. Nevertheless, significant differences exist concerning candidates’ perceptions about the fairness of the test between the two administration modes. These differences, although large in effect size, could only be detected in the case of one of the questionnaire items, and the mean values of attitudes to fairness suggest a generally favourable attitude to the two versions of the test. Consequently, in the investigated Chilean context, the computer-administration of the speaking test under investigation seems to be a viable alternative to face-to-face testing.
[bookmark: _GoBack]Our study, however, has a number of limitations. First, for the reasons suggested above, the study was not able to sample as broad a range of candidate ability as was originally intended. Whilst the 42 candidates constituted a range of ability across three of the middle bands, the absence of candidates in the uppermost and lowermost bands, and only one candidate scoring in the second-lowermost band means that the study did not succeed in addressing the effects of mode of response on lower-level candidates or those at the highest levels of proficiency. It might well be possible that test administration conditions might have a differential effect on candidates’ performance especially at lower levels of language competence, and the lack of a personal interaction to draw out a rateable sample from a lower-level candidate may have an effect on test validity for the online version. Similarly, at high levels of proficiency, the effect of mode of response may be notable in the length and quality of sample elicited by the task – whether it is challenging enough to elicit a sample which allows the candidate to demonstrate their proficiency. Therefore it would be useful to replicate the study with a sample drawn from a different section of English-language students in the Chilean educational context, to ascertain whether the results in this study are consistent across a broader range of ability levels.  
Additionally, the issue of time limits imposed could be further investigated. Although none of the candidates used the full time period allowed in the online version (25 minutes) or went beyond the 15-minute mark in the face-to-face version, it would be interesting to directly evaluate test-takers’ perceptions of the difference between the countdown clock in the online version, and the human interlocutor silently waiting for the response to be given in the face-to-face version.
Another limitation of the current study is the number and range of tasks subjected to analysis. Three monologic tasks were chosen in order to maintain as much equivalence as possible between the two versions. However, this implies constraints not only in the contexts presented for the tasks, but also in the nature of the response expected. In our study we were not able to compare the interactivity of the face-to-face oral interview with the essentially monologic format of semi-direct tests. Therefore, it would be interesting to add the interactive element in a third version of the test, by allowing the examiner to play a greater role in the tasks, and assess the effect this had on performance and test-taker perception. Likewise, a greater range of task contexts presented would allow conclusions to be drawn regarding task difficulty which might allow creation of a bank of tasks for an adaptive version of the assessment, and enable the creation of versions of equivalent difficulty in an online test so that the security of the task content does not become compromised in subsequent test administrations. 
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Appendix  1. Rating scale
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Table 1. Descriptive statistics for total scores on face-to-face version and online version
	
	Face-to-face version
	On-line version

	
	Mean
	SD
	Median
	Skewness
	Kurtosis
	Mean
	SD
	Median 
	Skewness
	Kurtosis
	t
	r

	Total
	95.54
	16.10
	95.5
	-33.
	.73
	93.92
	15.17
	92
	.16
	.32
	1.23
	.85**

	Task 1
	32.54
	5.705
	24
	-.55
	.55
	31.95
	4.78
	31
	.20
	.47
	1.08
	.78**

	Task 2
	31.80
	5.49
	33
	-.17
	.53
	30.71
	5.43
	30
	.19
	-.05
	2.351
	.85**

	Task 3
	31.19
	5.36
	31.5
	-.23
	.72
	31.26
	5.32
	32
	-.03
	.15
	0.14
	.82**

	Grammar and vocabulary 
	23.33
	4.13
	23
	.03
	.02
	22.69
	3.97
	22.5
	.36
	.65
	2.195
	.89**

	Task achievement
	23.64
	4.00
	23.5
	-.78
	1.17
	23.90
	3.62
	23
	.26
	-.27
	-.602
	.73**

	Fluency and delivery
	24.11
	4.16
	23
	-.01
	.12
	24.11
	4.10
	24
	-.25
	.11
	.00
	.77**

	Pronunciation
	24.45
	4.45
	24
	-.35
	.19
	23.21
	4.23
	23
	.18
	.50
	2.856*
	.79**


* p <.01
** p <.001


Table 2. Mode measurement report
	Administration mode
	Measure logit
	Model error
	Infit MnsSQ

	Computer-administered
	.28
	.23
	.93

	Face-to-face
	-.28
	.22
	1.01




Figure 1. The logit scale of candidates’ ability, mode and rating criteria
[image: ]
Table 3.  Test-taker perception survey responses
	Questionnaire items
	On-line version
	Face-to-face version
	

	
	Mean
	
	
	SD
	t

	I feel that I performed to the best of my ability in this test.  
	3.02
	1.07
	3.30
	.84
	-1.45

	I did not give a good example of my speaking ability in this test.
	3.27
	.96
	3.33
	1.11
	-.26

	I think this is a fair way to assess my speaking ability. 
	3.78
	1.06
	4.45
	.59
	-3.73**

	This is not a fair test of oral production. 
	2.33
	1.05
	1.80
	.94
	2.40

	I felt more pressure to speak accurately in this kind of test. 
	3.33
	1.09
	3.38
	1.22
	-.20

	I was more worried about making mistakes in this test than in other speaking tests. 
	3.23
	1.14
	2.88
	1.17
	2.35

	I was clear about what I had to do in each of the three tasks. 
	4.39
	.86
	4.41
	.63
	-.19

	I felt confused about what to do in one or more of the tasks. 
	1.59
	.76
	2.00
	1.10
	-2.52

	The preparation time I had for each task was sufficient. 
	3.88
	.99
	4.33
	.68
	-3.40**

	I needed more time to prepare for each task than I was given.
	2.26
	.98
	1.78
	89
	2.83*

	I felt confident about when to finish recording each task. 
	3.40
	1.03
	3.04
	1.10
	1.66

	I did not know how long each task answer was supposed to be. 
	1.70
	.90
	3.71
	1.17
	-10.79**


* p <.01
** p <.001
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